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“I saw my life branching out before me like the green 

fig tree in the story. From the tip of every branch, like 

a fat purple fig, a wonderful future beckoned and 

winked. [...] I saw myself sitting in the crotch of this fig 

tree, starving to death, just because I couldn't make up 

my mind which of the figs I would choose. I wanted 

each and every one of them, but choosing one meant 

losing all the rest, and, as I sat there, unable to decide, 

the figs began to wrinkle and go black, and, one by 

one, they plopped to the ground at my feet." 

 

_ Sylvia Plath, The Bell Jar
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Chapter 1 | Introduction 

1.1. General context 
In Europe approximately 2.5 billion tons/year of waste are producedi, deriving 

from households, agriculture, livestock, and industrial activities. Moreover, it has 

been estimated that, in 2011, 20% of the manufactured food went to waste, for a 

total of nearly 130 thousand tonsii. The recent increase in worldwide populationiii 

produced an acceleration of economic development, intensifying manufacturing 

activities to satisfy the worldwide demandiv, thus requiring a great effort to food 

system and environmental policies in keeping pace. 

Economic processes still based on a linear approach constitute a serious threat to 

the environment, sustenance of food system, and biodiversityv. This is not only for 

the amount of waste that is produced, but also for the emission into the 

environment of substances and biological entities that alter the equilibrium in 

ecosystems and pose risks to human health. Up till now only a reduced portion of 

contaminants are monitored by competent authorities, whereas a lot of emerging 

contaminants are not under control due to the lack of knowledge and absence of 

specific regulations [1,2]. 

The European Union has enacted a series of directives and regulations that aim at 

improving the waste management policies and regulating certain pollutants for a 

more sustainable development. Examples are represented by the Directive EU 

2018/851vi for waste management, the Regulation EU 2019/1021vii for limiting the 

emission of persistent organic pollutants (POPs), and the NORMAN projectviii 

(started in 2005) to gain knowledge towards emerging contaminants. 

In December 2019, the European Commission announced the so-called European 

Green Dealix, comprising a series of policies aimed at meeting the climate objectives 

of the next future. The main figures of merit include the reduction of European 

 
i https://www.europarl.europa.eu/news/en/headlines/society/20180328STO00751/eu-waste-management-
infographic-with-facts-and-figures (accessed 07/01/2023) 
ii  https://food.ec.europa.eu/system/files/2021-04/fw_lib_stud-rep-pol_ec-know-cen_bioeconomy_2021.pdf (accessed 
07/01/2023) 
iii https://unric.org/en/8-billion-people-10-facts-on-the-worlds-population/ (accessed 07/01/2023) 
iv https://www.un.org/en/dayof8billion (accessed 07/01/2023) 
v https://www.un.org/development/desa/pd/content/global-population-growth (accessed 07/01/2023) 
vi https://eur-lex.europa.eu/eli/dir/2018/851/oj (accessed 07/01/2023) 
vii http://data.europa.eu/eli/reg/2019/1021/oj (accessed 08/01/2023) 
viii https://www.norman-network.net/ (accessed 08/01/2023) 
ix https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1576150542719&uri=COM%3A2019%3A640%3AFIN 
(accessed 08/01/2023) 

https://www.europarl.europa.eu/news/en/headlines/society/20180328STO00751/eu-waste-management-infographic-with-facts-and-figures
https://www.europarl.europa.eu/news/en/headlines/society/20180328STO00751/eu-waste-management-infographic-with-facts-and-figures
https://food.ec.europa.eu/system/files/2021-04/fw_lib_stud-rep-pol_ec-know-cen_bioeconomy_2021.pdf
https://unric.org/en/8-billion-people-10-facts-on-the-worlds-population/
https://www.un.org/en/dayof8billion
https://www.un.org/development/desa/pd/content/global-population-growth
https://eur-lex.europa.eu/eli/dir/2018/851/oj
http://data.europa.eu/eli/reg/2019/1021/oj
https://www.norman-network.net/
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1576150542719&uri=COM%3A2019%3A640%3AFIN
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greenhouse gasses emission by 55% before 2030 (with respect to 1990 levels) and 

the achievement of the climate-neutrality by 2050 to create a toxic-free 

environment. Along with the regulation of certain pollutants, as among which the 

POP regulation previously mentioned, it is fundamental to re-design economic 

processes to make them more circularx. 

Within this frame of reference, the advancements in the field of Materials Science 

might help in reaching the climate requirements set by the European Green Deal. 

This Thesis, in the framework of the PhD Program in Materials Science and 

Technology (Department of Chemistry, Life Sciences and Environmental 

Sustainability; University of Parma) aims at exploring the potential of novel 

materials for applications in the field of Analytical Chemistry, and on materials 

devoted to packaging, and environmental applications. 

The development of analytical methodologies able to keep pace with very low 

contamination thresholds and fast-changing regulations is of vital importance, not 

only to comply to the regulating authorities, but to enable people in making 

decision with confidence [3]. Additionally, the advent of Green Analytical Chemistry 

[4] has posed new challenges in the development of analytical methods focusing on 

their impact on the environment. In this context, novel sorbent materials and 

devices for miniaturized sample treatment offer a plethora of possibilities for the 

development of methods with enhanced selectivity, sensitivity, and lower detection 

limits, reducing both the amount of sample required for the analyses the use of 

organic solvents [5,6]. 

Along with the introduction of technologies with a reduced climate footprint, it is 

fundamental to implement strategies able to remediate contaminated ecosystems 

to effectively depollute the environment. In this context, bioremediation provides a 

sustainable and cost-effective approach for the removal of pollutants from 

contaminated ecosystems [7]. Along with the metabolic activity of living organisms, 

the use of carbon-based materials could simultaneously aid the removal of certain 

pollutants [8,9], promoting the survival of microbial communities, to increase their 

bioremediating effect [10]. 

Finally, the reduction of waste or its reuse as raw material for novel applications 

are fundamental to decrease the overall climate footprint [11,12]. Within this frame 

of reference, the manufacturing of active food packaging could help in preventing 

food waste [13,14]. The impact of active food packaging materials could increase 

even more dramatically if the active ingredients exploiting antibacterial and 

 
xhttps://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-definition-
importance-and-benefits (accessed 30/12/2022) 

https://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-definition-importance-and-benefits
https://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-definition-importance-and-benefits
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antioxidant activity can be derived from natural and renewable sources, like in the 

case of essential oils and their active components [15,16], substituting conventional 

food preservatives. However, efforts have to be made in making such substances 

more appealing for technological applications [17]. On a closing note, the 

fabrication of biocomposites [18,19] to be used as building materials or secondary 

packaging materials could offer a valuable solution for the valorization of waste in 

the context of circular economy. This process could become even more interesting 

when the feedstock is represented by toxic wastes, integrating bioremediation and 

the production of safe biocomposite materials in a single step. 

1.2. Outline 
This Thesis is organized in 8 Chapters, each one exploring a different topic. 

Chapter 1 | This Chapter provides the general context revolving around the 

present Thesis, along with an overview of the topics presented 

in each Chapter. 

Chapter 2 | This Chapter gives a general background about the 

methodologies utilized in the following Chapters. A brief 

introduction to Chemometrics is provided, addressing its two 

main branches, i.e., Pattern Recognition and Design of 

Experiments. The most common Pattern Recognition 

techniques are discussed, both for unsupervised and supervised 

modelling. As for Design of Experiments, the process and the 

reasoning behind an effective experimental planning are 

outlined, with a focus on few of the most utilized experimental 

plans for process and mixture factors. The last Section is 

dedicated to the importance of validation of analytical methods, 

with an overview on the main quality parameters involved in 

quantitative analysis. 

Chapter 3 | This Chapter deals with the noticeable issue of emerging 

contaminants. The study aims at exploring the potential of 

carbon nanotubes (CNTs) as novel coating materials for the 

solid-phase microextraction (SPME) of a pool of emerging 

contaminants commonly found into surface water samples. The 

investigated compounds comprised fragrances, UV filters, 

antioxidants, and plant protection products. The SPME 

procedure was optimized in terms of selection of the most 
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suitable CNTs for the extraction of the investigated analytes 

together with the effect of extraction time and temperature. 

Method validation proved the reliability of the developed 

method for the determination of the investigated compounds in 

surface water samples, collected in various water bodies in 

Northern Italy. 

Chapter 4 | As for the previous one, also this Chapter deals with the 

evaluation of the potential of new materials in sample 

preparation. The rational design of a magnetic composite based 

on the Metal-Organic Framework PUM198 is presented. The 

developed material was used as a sorbent for the magnetic 

dispersive micro solid-phase extraction (MD-µSPE) of 

ubiquitous contaminants, i.e., polycyclic aromatic hydrocarbons, 

from water samples. The effect of different factors on extraction 

procedure was studied, firstly with a screening experimental 

design, and then by optimizing the most critical factors, paying 

great attention to the principles of Green Analytical Chemistry. 

Only 5 mL of sample were processed and only 50 µL of organic 

solvent were used per extraction. The validated MD-µSPE–GC–

MS method was successfully utilized for the determination of 

the investigated compounds in underground water samples, 

collected in a contaminated site in the province of Parma. 

Chapter 5 | This Chapter is dedicated to the MACHY project, a 

multidisciplinary project carried out at the University of Parma 

in collaboration with the University of Trento. The aim is the 

development of a clean and cost-effective bioremediation 

technology based on the combination of aquatic plants and 

carbon-based materials derived from hydrothermal 

carbonization of biomass harvested from an eutrophicated site. 

The site involved in this study is the Site of National Interest of 

Mantua (Northern Italy), whose notoriously complex 

hydrographic network received heavy contamination from the 

intense industrial activities that started in mid ‘40s. What is 

presented in this Chapter are the optimization and validation of 

a SPME–GC–MS method to quantify a pool of volatile aromatic 

compounds that have been found in past analytical records of 

groundwater on the Mantuan contaminated site. The method 
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was, then, applied to assess remediation capabilities of the 

proposed technology by analyzing the pore water of 

microcosms set up in the laboratory. 

Chapter 6 | The antimicrobial and antioxidant activity of essential oils (EOs) 

and their active components are well documented in the 

scientific literature. Being Generally Recognized As Safe 

substances, EOs and their active components have unparalleled 

potential in substituting conventional antioxidants and 

pesticides, with application ranging from the formulation of 

active food packaging to agriculture. Unfortunately, their 

industrial applicability suffers from technological limitations, 

mainly related to their physicochemical properties. As a matter 

of fact, most of these compounds are volatile liquids or low-

melting solids and lacks thermal and light stability. In this 

context, cocrystallization can offer a solution for the 

stabilization of these high valuable chemicals into the solid state 

by pairing them with suitable partner molecules, enwidening 

their range of applications. A Section of this Chapter reports the 

results of the successful application of cocrystallized EOs active 

compounds for the manufacturing of active packaging material 

to extend the shelf life of foodstuff. Unfortunately, the proper 

selection of the molecular partner still represents the 

bottleneck of cocrystal engineering. This Chapter focusses on 

the application of supervised modelling in linking the molecular 

properties of the two partner molecules and the outcome of 

cocrystallization trials, by following the general idea of 

Quantitative Structure-Property Relationship. 

Chapter 7 | The study reported in this Chapter was carried out in close 

collaboration with Davines S.p.A. (Parma, Italy). The aim is the 

fabrication of a mycelium-based biocomposite to be utilized as 

secondary packaging material starting from production wastes. 

In this case, the starting materials were cardboard scraps and 

permanent hair dyes, the latter being classified as a source of 

emerging contaminants. The core idea is to take advantage of 

exoenzymes produced by Fungi, i.e., laccases, that have been 

reported being active towards the degradation of organic dyes, 

and the filamentous structure produced during fungal growth, 
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to integrate the bioremediation of toxic wastes and the 

production of a biocomposite. What is presented in this 

Chapter is the optimization of the growth medium via Mixture 

Design, in terms of inoculum size, amount of cardboard scraps 

and hair dye. Finally, a preliminary evaluation of the 

degradation capability was carried out. 

Chapter 8 | The final Chapter presents the future perspectives of the 

results obtained in the framework of this Thesis. 
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Chapter 2 | Methodologies 

2.1. Chemometric background 
Since the Digital Revolution took place there has been an increasing imbalance in 

the technical capability of producing complex data and the technologies allowing 

for the extraction of relevant information from them [1,2]. Chemistry was also 

involved in this revolution. In fact, the advances in fields such as molecular 

modelling and analytical sciences have made chemists able to easily access a huge 

amount of complex data, but not so easily able to extract pertinent information 

from them and to interpret it. This last sentence summarizes the underlying reason 

that, in the early ‘70s, brought Bruce R. Kowalski [3] and Svante Wold [4], 

considered the fathers of chemometrics, to move the first steps in this discipline.  

The International Chemometrics Society defines chemometrics as “the chemical 

discipline that uses mathematical and statistical methods to design or select optimal 

measurement procedures and experiments and to provide maximum chemical 

information by analyzing chemical data.” 

Few considerations can be drawn from the aforementioned paragraph: 

• There are two main branches of chemometrics: one devoted to the 

extraction of relevant information from data, and one devoted to 

experimental planning and to the identification of optimal operating 

procedures. The first one goes under the name of Pattern Recognition, 

whereas the second one is known as Design of Experiments. 

• The nature of the data involved in chemical problems is almost always 

multivariate. This means that the experimental observations are rarely 

limited to a single variable, but rather they encompass multiple variables 

measured together. Given their nature, multivariate data are difficult to 

visualize, as the human brain can perceive no more than three dimensions. 

Therefore, the analysis of these data requires techniques that belongs to 

the field of multivariate statistics [5], able to simultaneously account for 

the effect of the single variables, the correlation between them, and their 

interactions (Figure 2.1). This aspect is of paramount importance, as only a 

small fraction of information can be explained in univariate terms, i.e., 

taking into consideration the effects of single variables, one at a time. 

• Data and information are not synonyms (Figure 2.1). Data is what has been 

collected, and it comprises: 
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o Information: it represents the fraction of variability within the 

data that is structured. It involves, e.g., correlation between 

variables, the presence of clusters of observations that share 

similar characteristics, and anomalies. It should be noted that not 

all the information present in the data is useful to improve the 

knowledge about the problem of interest. Therefore, information 

can be split into useful information and non-pertinent information. 

In addition, good data are demanded to extract useful information, 

meaning that the data must be relevant to the problem of interest 

and that the information of interest should not be covered by the 

always present random variation. 

o Noise: it represents the fraction of variability in the data due to 

random factors that cannot be always controlled. It should be 

noted that the noise is always present, it can be reduced, but not 

eliminated. 

Figure 2.1. Schematic representation of data components. The proportions are arbitrary. 

The goodness of the results of data analysis primarily depends on how the data has 

been collected and only in a minor part on the data analysis itself. Therefore, good 

sampling practices and a proper experimental design are mandatory to exert 

control on the random variability and to unbiasedly collect data that are 

representative of the problem of interest. 

Multivariate data are organized in matrices, with I objects (e.g., samples, 

individuals, observations, experiments) on the rows and J variables on the columns 

(Figure 2.2). The measured or calculated value of the jth variable on the ith object is 

reported at the intersection of each row and column. 

Rows and columns can be enriched with additional pieces of information, also 

called attributes. Attributes on the rows can be categorial, such as class indexes, 

and/or quantitative, such as batch number or an additional property that has been 

Noise

Non-pertinent
information Pertinent

information
Univariate

Multivariate
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measured. Attributes on the columns typically are block indexes that define the 

nature of the variable and/or quantities associated to the column indexes 

themselves (e.g., wavelengths, m/z ratios, retention times). 

Figure 2.2. Graphical representation of a generic multivariate dataset X. The i objects are on the rows, 
and the j variables are on the columns. 

2.1.1. Pattern recognition 

Pattern recognition comprises chemometric techniques devoted to the extraction of 

pertinent information from chemical data. 

Depending on the goal of the data analysis, two main groups of pattern recognition 

techniques can be identified: 

• Unsupervised: these techniques allow to visualize the data structure, 

highlighting the presence of correlations, trends, and clusters without the 

need of any additional information. In other words, the goal of 

unsupervised modelling is to explore the data. 

• Supervised: these techniques allow to find a functional relationship that 

links one or more attributes of interest associated to the objects with the 

input variables. The functional relationship that has been found can be 

used to predict the attributes of interest of future data. 

2.1.1.1. Unsupervised Pattern Recognition 

Exploratory Data Analysis (EDA) can be considered as the very first step to be 

performed after the data has been collected [6]. EDA allows to evaluate the quality 

of the collected data, as well as to assess the sources of information contained in the 

data itself [7]. Unsupervised Pattern Recognition techniques are particularly 

suitable for EDA as they aim at highlighting the information within the data without 

the need of any a priori hypothesis or knowledge about the system of interest [6,7]. 

Principal Component Analysis (PCA) is arguably the unsupervised pattern 

recognition technique of choice for EDA. PCA [7–9] is an orthogonal transformation 

that compresses high-dimensional data into a low-dimensional space defined by a 

set of new variables called Principal Components (PCs). 

I objects 

X 

J variables 
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PCs are derived by the linear combination of the original variables and identify the 

directions of maximum variance. PCs are: 

• Hierarchical: meaning that the first PC will capture the major source of 

variation within the data, and each following PC will account for the 

maximum variance not captured by previous PCs. 

• Orthogonal: meaning that each following PC must be orthogonal with 

respect to all the previous PCs. Consequently, the variance captured by 

each following PC will be uncorrelated with the variance captured by the 

previous PCs. 

The core idea of PCA is summarized in the so-called decomposition equation 

(Equation 2.1) and can be visualized according to Figure 2.3: 

𝐗 = 𝐓𝐏T + 𝐄 = �̂� + 𝐄 

Equation 2.1 

According to Equation 2.1 and Figure 2.3, a model with F PCs decomposes the 

matrix X in a matrix X̂ that contains the modelled part of X and in a matrix E, also 

known as residual matrix, that accounts for the unmodelled part of X. In a good PCA 

model, all the structured variability in X should be found in X̂, whereas non-

structured variability, i.e., the noise, should remain in the E matrix. 

Figure 2.3. Schematic representation of a PCA model. 

For any given data matrix X, the maximum number of PC that can be calculated is 

the minimum between I – 1 and J. 

The matrix P is obtained by the diagonalization of the covariance matrix S (i.e., a 

square matrix J × J whose elements are the covariances between couple of variables 

of the data matrix X), along with the diagonal matrix Λ according to Equation 2.2: 

𝐒 = 𝐏𝚲𝐏T 

Equation 2.2 

I objects 

X 
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P contains the eigenvectors, also known as loadings. Each eigenvector p contains 

the weight of each original variable on a given PC. Λ contains the eigenvalues that 

are linked to the fraction of variance explained by each PC. 

The matrix T, known as the score matrix, is deduced from the original data matrix X 

and the loading matrix P, according to Equation 2.3: 

𝐓 = 𝐗𝐏 

Equation 2.3 

In other words, each vector t contains the coordinates of each object of X on a given 

PC in the low-dimensional space. 

The data modelled by PCA can be visualized by plotting the loadings and the scores 

in bi- and/or tridimensional scatter plots: 

• The score plot provides information about the structure of the data, 

highlighting, for instance, the presence of clusters or patterns within the 

data. 

• The loading plot provides information about the correlation between the 

original variables and describes how the original variables relate to a given 

PC. 

The abovementioned derivation of a PCA model goes under the name of Singular 

Value Decomposition (SVD) [9], but other algorithms such as Non-linear Iterative 

Partial Least-Squares (NIPALS) have been proposed [10]. 

2.1.1.2. Supervised Pattern Recognition 

While the core idea of Unsupervised Pattern Recognition is to explore the main 

sources of variability within the data independently by the presence of any 

attribute, Supervised Pattern Recognition aims at identifying the portion of 

variability within the data that is related to an attribute (or attributes) of interest, 

often called response (commonly denoted as y) [11–13]. Quantitative and 

qualitative (or categorial) responses need different supervised techniques for their 

modelling. Regression is suitable for modelling quantitative responses, whereas 

classification is suitable for modelling categorial responses [14].  

Classification can be operated in two different ways depending on the purpose of 

the analysis [12]: 

• Discriminant modelling: given K modelled classes, a new sample will be 

mandatorily classified in one, and one only, of those K classes. Linear 

Discriminant Analysis (LDA) is an example of discriminant method. 
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• Class modelling: given K modelled classes, a new sample will be classified 

in one class, multiple classes, or none of those K classes. When K = 1, the 

model distinguishes the samples that belongs to the modelled class from 

everything else. This approach is called one-class classification and it is 

often used in food authenticity problems. Soft Independent Modelling of 

Class Analogies (SIMCA) is an example of class modelling method. 

The result of a supervised analysis is a model that links the responses with the 

original data. The model allows the prediction of the attribute of interest of future 

data. 

After representative data has been collected, the steps of supervised modelling are: 

1. Model development: this phase is dedicated to the selection of the proper 

model to fit the collected data and to its calculation. This step is also called 

training or calibration, and the data set used to build the model is usually 

called training set or calibration set. Model development also includes the 

selection of the proper pretreatments to apply to the data (preprocessing) 

and to tune certain parameters of the model (e.g., number of latent 

variables, hyperparameters). In this phase, the fraction of variance 

explained by the model can be assessed. This is expressed with the so-

called determination coefficient R2 [15] (a real number between 0 and 1). 

The closer R2 is to 1, more the variance the model is able to explain. Given 

SSTOT the total variation in the dataset and SSRES the amount of this 

variation the model is not able to account for (i.e., the residual), R2 is 

expressed as in Equation 2.4: 

𝑅2 = 1 −
𝑆𝑆RES
𝑆𝑆TOT

 

Equation 2.4 

2. Validation: once the model has been calculated, its predictive performance 

must be assessed before its application to future data. This step is called 

validation and consists in predicting the response of data included in the 

so-called test set or validation set [12–14,16]. The data belonging to this 

dataset i) are data for whom the response is available, ii) must not be 

included in the calibration set, and iii) are treated as they were future data. 

So, the basic idea of validation is to predict the response of the test set and 

to compare it to the actual values. The parameters that define the goodness 

of the model in prediction are different depending on the response to be 

predicted: 
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o Quantitative: with regression problems the estimate of the 

predictive capability is expressed in terms of root mean square 

error (RMSE). This indicates the average deviation that can be 

expected on the predicted values ŷ from their actual values y, 

according to Equation 2.4. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)2
𝐼

𝑖=1

= √
𝑃𝑅𝐸𝑆𝑆

𝑛
 

Equation 2.5 

Where n is the number of samples contained in the test set and/or 

not included in the calibration set. The lower the RMSE, the better. 

PRESS stands for sum of squares in prediction, and it can be 

utilized to estimate an indicator similar to R2, i.e., Q2 (Equation 

2.6). Q2 is a real number lower than 1 and it indicates the 

predictive capability of the model. 

𝑄2 = 1 −
𝑃𝑅𝐸𝑆𝑆

𝑆𝑆TOT
 

Equation 2.6 

o Categorial: in classification problems the predictive capability of 

the model is evaluated by means of a table called confusion matrix. 

The confusion matrix summarizes the performance by taking into 

consideration the actual class of a sample and the class it has been 

assigned to in prediction (Table 2.1). 

Table 2.1. Example of confusion matrix for two classes. 

 Predicted class 

True class P a N b 

P TP c FN d 

N FP e TN f 
a P: positives. b N: negatives. c TP: true positives. d FN: false negatives. e FP: false positives. f TN: true 
negatives. 

Several parameters can be estimated from the confusion matrix to 

assess the goodness of the model. Sensitivity (Sn) indicates the 

ability of the model to correctly identify the samples that belongs 

to a certain class (Equation 2.7a). Specificity (Sp) denotes the 
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ability of the model to correctly identify the samples that do not 

belong to a certain class (Equation 2.7b). 

𝑆𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Equation 2.7a 

𝑆𝑝 =
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
 

Equation 2.7b 

The abovementioned parameters refer to one specific class. A 

global indicator is represented by the Non-Error Rate (NER), 

calculated as the mean of the Sn values for the K classes included 

in the model, according to Equation 2.8: 

𝑁𝐸𝑅 =
1

𝐾
∑𝑆𝑛𝑘

𝐾

𝑘=1

 

Equation 2.8 

The higher the NER, the better. 

Different validation strategies can be adopted: 

o External test set: the test set is constituted of observations that are 

truly independent from the data included in the calibration set. 

The use of an external test set allows for a robust estimation of the 

predictive capability, as important factors of variability are taken 

into consideration. 

o Single-evaluation test set: this approach involves the fractionation 

of the whole dataset into two subsets of data at the beginning of 

the data analysis. One of these two subset will be used as a 

calibration set and the other one as a test set: the latter must not 

be utilized to test the model until the end of the data analysis. 

During the splitting of the whole dataset, attention must be paid to 

replicated measurements: for example, if all observations were 

conducted in duplicates, the duplicate observation must be kept 

together either in the calibration set or the test set. In addition, the 

samples assigned to the test set must be representative of the 

dataset as a whole and numerous enough to give a reliable 
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estimate of the predictive capability. The samples to be included in 

the test set can be selected mainly in two ways: 

▪ Randomly: a randomly selected test set gives a more 

realistic estimate of the predictive capability of the 

model, as the distribution of the true response values of 

future data is not known unless they had been 

measured. 

▪ According to a sampling scheme: sampling algorithms 

have been proposed for this purpose. For instance, the 

Kennard-Stone algorithm [17] calculates the distance 

between all the samples and assigns the two that are the 

farthest apart to the calibration set, then the procedure 

is iterated until the number of samples to be assigned to 

the test set is reached. Another example is represented 

by the DUPLEX algorithm [18] that, similarly to the 

previous one, assigns the farthest apart samples in the 

calibration set for odd iterations and in the test set for 

even iterations until the number of samples to be 

assigned to the test set is reached. 

o Cross-validation: also known as internal validation, cross-

validation is an iterative procedure that estimates the predictive 

capability of the model involving only the samples included in the 

calibration set. This strategy is often used in the development 

stage to optimize certain parameters of supervised models (e.g., 

data preprocessing, number of latent variables to be retained, 

hyperparameters tuning) and to prevent overfitting. This 

phenomenon typically occurs when the data in the calibration set 

are fitted with a model that is too complex: this results in a high 

fraction of explained variance, but in a poor predictive capability 

towards future data. The basic idea of cross-validation is to select a 

number C ≤ I of cancellation groups, which is also equal to the 

number of iterations that will be carried out. At each iteration, I/C 

samples will be assigned to an evaluation set and then predicted 

with a model calculated with the remaining data. When C < I, more 

samples at a time are left out and the procedure is called leave-

more out cross-validation, whereas when C = I, only one sample at 
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a time is left out and the procedure is called leave-one out cross-

validation (sometimes improperly referred to as full cross-

validation). The latter typically produces overly optimistic 

estimates of the predictive capability of the model, especially when 

there are a lot of samples –since the data used to calculate the 

model at each iteration differs from the others only for one 

sample– whereas with smaller datasets it might be a necessity. 

Different cancellation schemes can be adopted with leave-more 

out cross validation (Figure 2.4). As stated earlier for the single-

evaluation test set strategy, also in cross-validation replicates 

must be left-out together and no systematicities must occur at 

each iteration (e.g., leaving-out all the samples belonging to the 

same class in one iteration in classification problems). 

Figure 2.4. Examples of cancellation schemes that can be adopted in leave-more-out cross-validation 
with C = 3 cancellation groups. Each column represents an iteration. The portion of matrix depicted in 

magenta is utilized to calculate the model whereas the part depicted in green is sent to the evaluation set 
at each iteration. Top left: contiguous blocks; top right: Venetian blinds; bottom: random subsets. 

3. Application: once the model has been developed and validated, it is ready 

to be applied to future samples. The quality of the predictions can be 

checked by measuring the response of a certain number of future samples. 

4. Updating: the quality of the prediction might not remain the same over 

time. This issue can be addressed by including a representative set of 

future samples for whom the response has been measured in the 

calibration set. This allows for the inclusion of variability that the old data 
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might have not been able to explain. Thereafter, the model must be 

recalculated and revalidated. 

Ordinary Least Squares (OLS), also known as Multivariate Linear Regression (MLR), 

can be considered the simplest regression technique [19,20]. OLS can be applied in 

a variety of instances including calibration problems, the estimation of response 

surfaces in Design of Experiments, and in Quantitative Structure-Property and 

Structure-Activity Relationships (QSPR and QSAR, respectively). 

The basic idea of OLS is to find a relationship that captures the variance in the 

calibration matrix X able to explain the variations observed in the response matrix 

Y. The general form of an OLS model is summarized in Equation 2.9 and graphically 

represented in Figure 2.5: 

𝐘 = 𝐗𝐁 + 𝐄 = �̂� + 𝐄 

Equation 2.9 

The variance captured by the model is found in the matrix Ŷ, whereas the fraction 

of variance that the model does not explain is accounted in the residual matrix E. 

The matrix B (Equation 2.10) contains the estimate of the regression coefficients 

that links the responses R to the variables J. In most cases, the sign and the 

magnitude of a regression coefficient bjr are related to the effect that the jth variable 

in X has on the rth response in Y. An example of exception occurs when interpreting 

the OLS model obtained in Mixture Design: this aspect will be discussed in a later 

Section. 

Figure 2.5. Schematic representation of an OLS model. 

The estimated regression coefficients in B assume the values that allow the 

minimization of the sum of squared residuals contained in the matrix E: this is where 

the Ordinary Least Squares method gets its name from. The minimization of the 
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residuals is translated in seeking B so that the maximum correlation between X and 

Y is reached. 

𝐁 = (𝐗T𝐗)−1𝐗T𝐘 

Equation 2.10 

The 95% confidence interval of the true regression coefficient βj associated to the 

rth response is calculated according to Equation 2.11: 

𝛽𝑗 = 𝑏𝑗 ± 𝑡(0.05
2
;𝜈)
√ℎ𝑗𝑗𝑀𝑆RES 

Equation 2.11 

Where MSRES is the residual variance of the model and t is the Student’s t with I – J 

degrees of freedom, i.e., the degrees of freedom associated to the residual variance. 

The term hjj is the element on is the element on the jth row and the jth column of the 

matrix (XTX)–1. The calculation of the confidence interval is useful for assessing the 

significance of a coefficient: if the interval contains the value 0, it means that the 

considered coefficient is not statistically significant from 0 and, therefore, its 

associated j variable has a small effect on the rth response. 

Once the model has been calibrated and validated, it can be utilized for making 

predictions. The rth predicted response ŷnew of a new object xnew, with the same 

variables utilized for the calibration of the model, is derived from Equation 2.12 by 

using the rth set of regression coefficients b: 

  

�̂�new = 𝐱𝐧𝐞𝐰𝐛 

Equation 2.12 

The 95% confidence interval related to the true value y’new is expressed according 

to Equation 2.13: 

𝑦′new = �̂�new ± 𝑡(0.05
2
;𝜈)
√𝐱𝐧𝐞𝐰(𝐗T𝐗)−1𝐱𝐧𝐞𝐰T 𝑀𝑆RES 

Equation 2.13 

Where MSRES is the residual variance of the model and t is the Student’s t with I – J 

degrees of freedom, i.e., the degrees of freedom associated to the residual variance. 

The term xnew(XTX)–1xnewT is the leverage of xnew. The leverage denotes the 

contribution of the error in estimating ŷnew and its value depends only on the 

distribution of the objects in X. The leverage can be calculated also for each sample 

in X, and its value can be utilized to assess whether that sample is influential. 
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In Equations 2.11 and 2.13 the residual variance can be substituted with the pure 

experimental variance (MSPE) that can be estimated by performing enough 

replicated measurements, and the degrees of freedom associated to the Student’s t 

needs to be changed accordingly to I – nobs, where nobs is the number of independent 

observations not including the replicates. 

The underlying hypotheses of OLS includes that the residuals: 

• Should be normally distributed with mean equals to zero, 

• Should have the same variance, 

• Should be independent, meaning that the value of each individual residual 

should not depend on any other nor on any external factor, i.e., the value 

assumed by any variable in X. 

In OLS the variables contained in X are assumed as independent. This aspect can be 

deduced from Equation 2.10. Since the matrix (XTX)–1 needs to be computed for the 

calculation of the coefficients contained in B, the determinant of the matrix XTX 

must be non-zero. This means that the variables contained in X must be orthogonal. 

It is important to note that a determinant close to zero still allows for the 

computation of the coefficients, but the obtained model will be unstable, and it will 

not perform well in prediction as the leverage and the error on the regression 

coefficient will be inflated. This phenomenon is known as multicollinearity. Within 

this frame of reference, attention must be paid when the model is interpreted, 

because the regression coefficients can be interpreted one at a time only if the 

variables are perfectly orthogonal. Another crucial aspect to note is that the 

computation of a model with finite variance requires the calibration matrix X to 

account for more samples than variables (I > J). On a closing note, when the model is 

calculated, the correlation between the responses in the Y matrix is not taken into 

consideration. This means that R responses yields R models that are independent on 

each other. 

The multicollinearity issue can be resolved by forcing the variables contained in X 

to be orthogonal. This can be done, for instance, by performing a PCA on the X 

matrix and to use the score matrix T as the calibration matrix. This supervised 

technique is known as Principal Component Regression (PCR) [21,22] and has two 

main advantages with respect to OLS: 

• Since the F variables of the matrix T are the PCs, they are orthogonal by 

definition, so there is no risk of multicollinearity. 
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• The decomposition of the X matrix in PCs allows to retain only the major 

sources of variability within the data. 

On the other hand, there is no guarantee that the variability retained by the 

decomposition in PCs is correlated with the responses in Y and, again, the 

correlation between the responses in the Y matrix is not taken into consideration. 

Partial Least Squares (PLS) is, like PCR, another projection-based approach [10,23–

25]. PLS seeks a compromise between: i) solving the multicollinearity issue, ii) 

finding the portion of variability in X that correlates with Y, iii) taking into 

consideration the correlation between the responses in Y and between the 

variables in X, and iv) explaining the maximum variance in X and Y. 

The general form of a PLS model looks the same as in OLS (Equation 2.7, Figure 

2.5), but there are substantial differences in the way the relationship is found 

between the X and the Y matrices. 

PLS projects the X and Y matrices onto a space characterized by a lower 

dimensionality. This reduced space is constituted by a new set of variables called 

Latent Variables (LVs) that are shared between the two matrices X and Y. 

As it happens in PCA, both matrices are decomposed according to Equation 2.14: 

𝐗 = 𝐓𝐏T + 𝐄 

Equation 2.14a 

𝐘 = 𝐔𝐐T + 𝐅 

Equation 2.14b 

As mentioned earlier in Section 2.1.1.1., T and P are the score and loading matrices, 

respectively, that results from the decomposition of the calibration matrix X. 

Similarly, U and Q are the scores and the loadings, respectively, that results from 

the decomposition of the response matrix Y. E and F are the residuals matrices. 

Equation 2.14 has both something in common with the decomposition equation 

that was mentioned earlier for PCA (Equation 2.1) and something different: 

• The scores T are under an orthogonality constraint as it happens for PCA, 

so that each LV will capture a portion of variability that is not correlated 

with the one captured by other LVs. Note that this does not necessarily 

hold true for the scores U. 

• LVs seek the directions that maximizes the covariance between the two 

score matrices T and U. This criterion is a combination between the one of 

OLS, i.e., maximum correlation, and the one of PCA, i.e., maximum variance. 
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In fact, in PLS, the relationship between X and Y is postulated assuming the 

existence of a linear dependence of the scores U on the scores T. This is called inner 

relationship, since the connection of X and Y takes place in the space defined by the 

LVs. For the fth component, the inner relationship between the score matrices is 

expressed by Equation 2.15: 

𝐮𝑓 = 𝐭𝑓𝑑𝑓𝑓 + 𝐡𝑓 ⇒ 𝐔 = 𝐓𝐃 +𝐇 

Equation 2.15 

Where D is a diagonal matrix that contains the inner regression coefficients dff and 

H is the residual matrix. 

The directions of maximum covariance are found by rotating the X and Y matrices 

by means of two new matrices W and C, respectively, that contains the weights. The 

relationships that include the weights are similar to the ones expressed in Equation 

2.14, and are reported in Equation 2.16: 

𝐗 = 𝐓𝐖T 

Equation 2.16a 

𝐘 = 𝐔𝐂T 

Equation 2.16b 

The determination of the PLS weights W and C, and the inner regression 

coefficients D is carried out one component at a time through an iterative 

procedure that can be done via different algorithms, such as the NIPALS and the 

SIMPLS algorithms [10,26]. In NIPALS [10], the first step is devoted to the 

calculation of the scores on the fth component tf and uf and the respective weights 

wf and cf by means of an iterative procedure summarized in Figure 2.6. 

Then, the pf and qf (i.e., the loadings of X and Y, respectively) can be derived by 

regressing X and Y onto their respective score vectors tf and uf (Equation 2.17). 

𝐩𝑓 = 𝐗
T𝐭𝑓(𝐭𝑓

T𝐭𝑓)
−1

 

Equation 2.17a 

𝐪𝑓 = 𝐘
T𝐮𝑓(𝐮𝑓

T𝐮𝑓)
−1

 

Equation 2.17b 
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Figure 2.6. Steps of the fth iteration of the NIPALS algorithm. 1. The scores uf are initialized by selecting 
a random column of Y, and X is regressed on uf to calculate the weights wf = XTuf(uf Tuf)–1. The weights wf 
are then normalized. 2. X is regressed on wf to calculate the scores tf = XTwf(wf Twf)–1 3. Y is regressed on 

tf to calculate the weights cf = YTtf(tf Ttf)–1. The weights cf are then normalized. 4. Y is regressed on cf to 
calculate the updated scores u*f = YTcf(cf Tcf)–1. If u*f ≈ uf convergence is reached, deflation is operated, 
and the algorithm proceeds in the calculation of the next LV. Otherwise u*f will be used as the starting 

loading vector and another iteration begins. 

Additionally, the inner regression coefficient dff can be derived by regressing the 

scores uf on tf (Equation 2.18): 

𝑑𝑓𝑓 = 𝐮𝑓
T𝐭𝑓(𝐭𝑓

T𝐭𝑓)
−1

 

Equation 2.18 

The very last step is deflation. Deflation removes from the X and Y matrices the 

variance and covariance, respectively, already captured by the previous LV 

(Equation 2.19). After deflation, the matrices X and Y will be used for the 

calculation of the fth + 1 LV. 

𝐗𝑓+1 = 𝐗 − 𝐭𝑓𝐩𝑓
T 

Equation 2.19a 

𝐘𝑓+1 = 𝐘− 𝐮𝑓𝐜𝑓
T = 𝐘 − 𝑑𝑓𝑓𝐭𝑓𝐜𝑓

T 

Equation 2.19b 

By isolating U from Equation 2.14b and introducing it in Equation 2.15, the matrix Y 

can be expressed first as a function of the scores T (Equation 2.16). Then, by 

comparing Equation 2.16 with Equation 2.15b it can be noted that CT = DQT. 

Therefore, Equation 2.20 can be obtained: 

𝐘 = 𝐓𝐃𝐐T + 𝐇𝐐T + 𝐅 = 𝐓𝐂T + 𝐅′ 

Equation 2.20 
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Equation 2.20 expresses, basically, the OLS regression of Y onto the reduced 

orthogonal space T, and F’ = HQT + F accounts for the residuals deriving both from 

the regression of Y on T and from the regression of U on T. For the sake of clarity, Y 

can be expressed as a function of X (Equation 2.21). For doing so, Equation 2.14a 

can be multiplied on the right by the weights W so that the scores can be expressed 

as T = XW(PTW)–1, and then introduced in Equation 2.14: 

𝐘 = 𝐗𝐖(𝐏T𝐖)−1𝐂T + 𝐅′ 

Equation 2.21 

Equation 2.15 can be rearranged by expressing the pseudo-regression coefficients 

BPLS (Equation 2.22): 

𝐁PLS = 𝐖(𝐏
T𝐖)−1𝐂T 

Equation 2.22 

Then, the general form of a PLS model is expressed as in Equation 2.23: 

𝐘 = 𝐗𝐁PLS + 𝐅
′ = �̂� + 𝐅′ 

Equation 2.23 

Where the matrix Ŷ denotes the fraction of total variance in the data that was 

captured by the model. As it is for OLS (Equation 2.12), a new object xnew can be 

projected according to Equation 2.17 to obtain an estimate of the predicted 

response ŷnew. 

As it happens for PCA and OLS, respectively, the inspection of the distribution of the 

scores, loadings, and weights, and the sign and the magnitude of the pseudo-

regression coefficients BPLS are fundamental to retrieve useful information. 

• Scores: as in PCA, the scores T and U can be plotted in scatter plots to 

visualize the samples in a low-dimensional space. In addition, U can be 

plotted component-wise against T to observe the inner relationships. 

• Leverage: as in OLS, the leverage shows the influence of a sample in the 

model. It is calculated similarly as it is for OLS, but it involves the scores. 

• Loadings and weights: the scores P and Q can give indications about the 

correlation between the variables in the X and Y spaces, respectively. The 

weights W denotes which variables in X correlates with the responses in Y. 

• Pseudo-regression coefficients: BPLS denotes how a given variable j in the 

X space contributes to the determination of a response r in the Y space. 
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The importance of each j variable in X in explaining a specific r response in Y can be 

expressed in terms of Variable Importance on Projection (VIP score) [12,27,28]. For 

a given variable j and in relation of a response r, the VIP score is the squared root of 

the average variance of Y captured by each component SSYf weighted by the PLS 

weight wjf that variable has on each component (Equation 2.24): 

VIP𝑗 = √
𝐽

𝑆𝑆𝑌TOT𝐹
∑𝑤𝑗𝑓

2 𝑆𝑆𝑌𝑓

𝐹

𝑓=1

 

Equation 2.24 

Where J is the number of variables in X, F is the number of LVs that were retained, 

and SSYTOT is the total variance of Y captured by the model. Since the sum of the 

squared VIP scores for all the variables is equal to the number of variables J, the 

proposed threshold above which a variable can be considered important is set to 1. 

The latter consideration is particularly useful in variable selection problems. 

Contrary to OLS, in PLS the nature of Y can be both quantitative and categorial. 

Therefore, PLS can be utilized both in regression problems (PLS–R) [23,25] and in 

classification (PLS–DA) [12,29]. In classification, classes in Y are coded with dummy 

variables. Equation 2.25 that provides an example of a classification problem with 

three classes: 

𝐘 = [

class A
class B
class C
class A

] = [

1 0 0
0 1 0
0 0 1
1 0 0

] 

Equation 2.25 

A new sample xnew is assigned to the class that shows the highest predicted 

response ŷnew, since the predicted values are continuous and not dummy-coded. By 

following the aforementioned example in Equation 2.25, a sample whom predicted 

response vector is ŷnew = [1.15 -0.02 0.36] will be assigned to class A. Nevertheless, 

the classification rule may vary depending on the application. As it was mentioned 

earlier in this Section, the classification operated by PLS–DA is discriminant. 

2.1.2. Design of Experiments 

The other major branch of Chemometrics is Design of Experiments (DoE). The 

terminology Design of Experiments was firstly reported in a book published in mid 

‘30 by Ronald A. Fisher [30], widely considered the father of statistics. In “The 

Design of Experiments”, Fisher elucidates the foundations behind strategies to 
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extract the maximum possible information from a number of experiments. This is 

achieved by selecting among the possible experimental conditions the most 

informative ones. These aspects summarize the core idea and the goal of DoE. 

An experimentation is characterized by [31,32]: 

• Variables: also referred to as factors within the DoE terminology, 

represent all the sources of variation within an experimentation. Factors 

can be categorial (e.g., the solvent in which a chemical reaction is carried 

out), discrete (e.g., power settings expressed as arbitrary units), and 

continuous (e.g., temperature). The values that a factor can assume are 

called levels and the range of values in which the experimenter decides to 

study a given factor is called experimental domain. Factors can be: 

o Under control: if their value can be set at a desired level. 

o Out of control: if their value changes deliberately. Examples of 

factors that are almost always out of control include the operator, 

aging, and the environmental conditions (i.e., room temperature, 

ambient pressure, and humidity). 

• Responses: represent the properties of interest that can be measured as 

the outcome of an experimentation. As for the factors, the nature of the 

responses can be categorial and quantitative, either discrete or continuous. 

For the sake of brevity, only the strategies for the analysis of quantitative 

responses will be reported in this Section. 

The goal of an experimentation is to find how factors relate to the responses the 

experimenter is interested in. DoE methodologies allow the experimenter to study 

simultaneously the effects the factors of interest and their interactions have on a 

response within the experimental domain in a single set of planned experiments. 

The set of experiments involves that all the factors taken into consideration are 

varied together in a reasonable way. After the data has been collected, an empirical 

model can be produced, permitting i) the investigation on how the factors influence 

the response, and, in some instances, ii) the prediction of the response in any point 

within the experimental domain with a known precision, even for experimental 

conditions for which the experiment was not performed. 

This general idea behind DoE is in contraposition with the one behind the so-called 

One-Factor-At-a-Time (OFAT) approach. The latter is still, unfortunately, widely 

utilized for the study and optimization of processes. According to the OFAT 

strategy, the experimenter will keep all the factors fixed at one level except one that 
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will be varied at various levels. Once the best value of the response has been 

reached, the factor will be set and another one will be varied, and so on until all the 

factors have been varied once. It might seem that the OFAT approach is simpler and 

allows the experimenter a better control of the experimental conditions than DoE, 

but it has severe limitations [32,33]: 

• The fact that only one factor at a time is changed assumes the complete 

independence between factors. In other words, the interactions between 

factors will be completely overlooked. 

• The total number of experiments to be carried out cannot be forecasted a 

priori. 

• Since OFAT allows to know the value of the response only in the 

experimental conditions for which the experiment has been performed, the 

true optimal conditions can be missed in the exploration of the 

experimental domain. 

The steps involved when aiming to solve a problem with a set of experiments 

according to DoE can be summarized as follows [33]: 

1. Definition of the problem: this step is dedicated to the understanding of 

the system object of the experimentation, to the definition of the resources, 

and to the definition of the problem that want to be solved with a set of 

experiments. This step is the most important one, because if it is carried 

out in a lousy way, the results of the experimentation will not be in the end 

as informative as they could.  

2. Definition of the factors and the responses: in this step the 

experimenter must select which factors to study. The selection of the 

factors study should reflect to the amount of prior knowledge about the 

problem. In this context, three main objectives can be identified: 

o Exploration: exploration reflects a situation in which there is 

almost no prior knowledge about a given system. Therefore, the 

number of factors that are taken into consideration can be very 

large. In addition, in exploration it should be questioned how wide 

the experimental domain associated to each factor should be. 

o Screening: screening is midway, and its aim is the identification of 

the most important factors that are worth further investigation. In 

addition, in screening important hints about whether the 
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experimental domain that was selected is useful or it has to be 

adjusted can be retrieved, as well as information about 

interactions between factors. 

o Optimization: for optimization a high level of knowledge is 

demanded. The factors to be studied are almost always known and 

they are very limited in terms of numerosity. The objective in 

optimization is the identification of the direction in which the 

response assumes the desired value. 

For what concerns the response, it must be decided what properties that 

relate to the problem of interest are measurable. 

3. Selection of the design and experimental planning: depending on the 

objective, the amount of prior information that is available, the presence of 

constraints, how many experiments can be afforded, and the most 

appropriate experimental plan have to be chosen. During this step, 

attention should be paid towards factors that are out of control, as they can 

introduce trends within the observation. Two possible solutions are 

represented by randomization and blocking: the first strategy consists in 

randomizing the order in which the experiments will be performed, 

whereas the second one involves the execution of all the experimental 

conditions with respect to a factor that cannot be controlled. 

4. Execution of the experiments: after experimental planning, the 

experiments are executed according to the established order. 

5. Analysis of the results: this step is dedicated to the extraction of 

information from data.  

As it was stated earlier, it is not guaranteed that the problem of interest can be 

solved with a single set of experiments. Therefore, after the analysis of the results, 

the experiments can be re-planned to take into consideration also the amount of 

information that was gained with the first experimentation. 

In DoE, the design matrix contains the standardized values of the investigated 

factors, and it will be used as the X matrix, whereas the responses will be stored 

into a Y matrix. In the case of quantitative responses, the data analysis process 

typically involves OLS, but in the case of multiple responses also PLS–R can be 

utilized. 
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2.1.2.1. Screening Designs 

Screening designs are particularly useful both in explorative and screening studies, 

as they allow to evaluate the effect of many factors with a parsimonious number of 

experimental runs. 

Plackett-Burman Designsxi (PBDs) are exceptionally useful both in exploration and 

in screening, as they allow the evaluation of the importance of a high number of 

factors with a limited number of experimental runs [31–34]. In this design, the first-

order interaction terms are aliased with the main factors and no main factors are 

aliased with each other (Resolution III): this means that PBD allows only the 

evaluation of the effect the main factors have on the response. 

The general form of an OLS model for a PBD for k factors is reported in Equation 

2.26: 

𝑦 = 𝑏0 +∑𝑏𝑖𝑋𝑖

𝑘

𝑖=1

+ 𝑒 

Equation 2.26 

Where y is the response, b0 is the intercept and bi is the regression coefficient 

associated to the factor Xi, and e represents the residual.  

In a PBD each factor is studied at two levels (–1 and +1) being i) the extremes of the 

experimental domain for continuous and discrete factors or ii) the two conditions 

of a dichotomous categorial factor. The N experiments are planned according to an 

Hadamard’s matrix, which is a square matrix of order N, where N is a multiple of 4. 

Table 2.1 reports an example of Hadamard’s matrix for N = 8. 

Table 2.1. Hadamard’s matrix for N = 8. The fist column contains only ones and it is utilized for the 
estimation of the intercept b0. 

Standard order Intercept X1 X2 X3 X4 X5 X6 X7 

1 1 1 1 1 1 1 1 1 

2 1 -1 1 -1 1 -1 1 -1 

3 1 1 -1 -1 1 1 -1 -1 

4 1 -1 -1 1 1 -1 -1 1 

5 1 1 1 1 -1 -1 -1 -1 

6 1 -1 1 -1 -1 1 -1 1 

7 1 1 -1 -1 -1 -1 1 1 

8 1 -1 -1 1 -1 1 1 -1 

 

 
xi https://www.itl.nist.gov/div898/handbook/pri/section3/pri335.htm (accessed 12/10/2022) 

https://www.itl.nist.gov/div898/handbook/pri/section3/pri335.htm
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As it can be seen from the example, an experimental plan accounting for N = 8 

experiments allows the evaluation of the effect of maximum k = 7 factors. This 

means that, given k the number of factors to be investigated, the minimum number 

of experiments N to be carried out is going to be the minimum multiple of 4 that is 

greater than k. Therefore, N increases somewhat slowly as k increases. 

If k is lower than N – 1 the design defined as unsaturated. In this case, the remaining 

N – k – 1 columns can be utilized to evaluate the coefficient of dummy variables, i.e., 

redundant factors whose coefficient can be used to estimate the pure experimental 

variance. The utilization of dummy variables allows to capture aspects of the 

normal variability the process under study is subjected, e.g., operator, lot number of 

a starting material, etc. The experimental variance associated to the dummy 

variables MSd is expressed in Equation 2.27: 

𝑀𝑆d =
𝑁

𝑁 − 𝑘 − 1
∑ 𝑑𝑖

2

𝑁−𝑘−1

𝑖=1

 

Equation 2.27 

The 95% confidence interval for a given coefficient can be derived from Equation 

2.11 by using the variance estimated as in Equation 2.27. The associated degrees of 

freedom are equal to the number of dummy variables. In a PBD, the term hjj in 

Equation 2.11 is equal to 1/N. 

If k is greater than N – 1, the design defined as saturated, and no dummy variables 

can be fitted into the design matrix. In this instance Fang Dong [35] proposed a 

procedure to evaluate the experimental variance (Equation 2.28) based on the 

median absolute value of the coefficients of the factors that were investigated: 

𝑀𝑆D =
1

𝑚
∑𝑏𝑖

2

𝑚

𝑖=1

 

Equation 2.28 

Where the elements of the sum are the regression coefficients that do not satisfy 

Equation 2.29 and m is the number of them: 

|𝑏𝑖| >
15

4
Me{|𝐛|} 

Equation 2.29 

Where Me{|b|} represents the median of the absolute values of the regression 

coefficients of the investigated factors. The 95% confidence interval is expressed 

according to Equation 2.30. Note that a Bonferroni correction is necessary. 
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𝛽𝑖 = 𝑏𝑖 ± 𝑡(0.05
2𝑚

;𝑚)
√𝑀𝑆D 

Equation 2.30 

Full Factorial Designsxii (FFDs) are another option for screening [31–34]. FFD offers 

an advantage with respect to PBD, as in FFD none of the main factors nor 

interactions are aliased (“Infinite” Resolution): this means that with an FFD the 

main factors and their higher-order interactions can be determined. The general 

form of an OLS model for a FFD for k = 3 factors is reported in Equation 2.31: 

𝑦 = 𝑏0 + 𝑏1𝑋1 + 𝑏2𝑋2 + 𝑏3𝑋3 + 𝑏12𝑋1𝑋2 + 𝑏13𝑋1𝑋3 + 𝑏23𝑋2𝑋3 + 𝑏123𝑋1𝑋2𝑋3 + 𝑒 

Equation 2.31 

In two-levels FFD, each factor is studied on two levels, similarly to PBD. Unlike PBD, 

the number of experiments N increases more rapidly as k increases, as the number 

of experiments to be performed is expressed as in Equation 2.32: 

𝑁 = 2𝑘 

Equation 2.32 

Table 2.2 reports an example of a design matrix for k = 3 planned according to a 

FFD. Figure 2.7 shows the disposition of the experiments for a 23 FFD in the 

multivariate space. 

Figure 2.7. Location of the experiments of a two-levels FFD in the multivariate space for k = 2 factors 
(left) and for k = 3 factors (right).  

 
xii https://www.itl.nist.gov/div898/handbook/pri/section3/pri3331.htm (accessed 12/10/2022) 

https://www.itl.nist.gov/div898/handbook/pri/section3/pri3331.htm
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Table 2.2. Design matrix for k = 3. The fist column contains only ones and it is utilized for the estimation 
of the intercept b0. Note that the columns related to the interaction terms can be obtained by multiplying 
the elements of the columns of the main factors involved in the interaction. 

Standard order Intercept X1 X2 X3 X1 X2 X1 X3 X2 X3 X1 X2X3 

1 1 -1 -1 -1 1 1 1 -1 

2 1 1 -1 -1 -1 -1 1 1 

3 1 -1 1 -1 -1 1 -1 1 

4 1 1 1 -1 1 -1 -1 -1 

5 1 -1 -1 1 1 -1 -1 1 

6 1 1 -1 1 -1 1 -1 -1 

7 1 -1 1 1 -1 -1 1 -1 

8 1 1 1 1 1 1 1 1 

 

The significance of the coefficients associated to the main factors and the 

interactions can be assessed by taking into consideration the experimental 

variance, which can be estimated in two ways: 

• By replicating all the experiments: in this case all the experiments are 

carried out in independent replicates. This strategy allows a more reliable 

estimate of the experimental variance, as the associated degrees of 

freedom are higher, but it is expensive as it needs all the experimental 

conditions to be replicated. The experimental variance is calculated as the 

average variance weighted by the degrees of freedom ν for each of the 

experimental conditions (Equation 2.33): 

𝑀𝑆PE =
1

∑ 𝜈𝑖
𝑁
𝑖=1

∑𝜈𝑖𝑠𝑖
2

𝑁

𝑖=1

 

Equation 2.33 

• By replicating a single experimental condition: in this case only a single 

experimental condition is replicated. This condition is additional to the 

experiments accounted for the experimental plan, and it is typically 

performed in the center of the experimental domain, at the level 0 of all the 

investigated factors (for dichotomous categorial factors, one of the two 

conditions can be selected to perform these additional experiments). This 

strategy assumes that the estimated variance in the center of the 

experimental domain is representative of the variance that can be expected 

all over it. In terms of reliability, it is less reliable than the previous 

strategy in terms of degrees of freedom, but it is more advantageous in 
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terms of experiments that have to be performed, as the number of 

replicated experiments n0 is typically lower than the number of replicated 

experiments that need to be carried out if all the experimental conditions 

were replicated. An additional advantage of this strategy is that it allows to 

estimate whether the response y behaves linearly or if there is a significant 

curvature. 

In both cases, the 95% confidence interval for the coefficients is expressed 

according to Equation 2.10. 

As the number of experiments to be performed in FFD increases rapidly as the 

number of factors k increases, based on the assumption that high-order 

interactions become less and less likely to be significant, less experiments have to 

be planned. This is the core idea of Fractional Factorial Designsxiii (FrFDs), which 

are totally similar to FFDs.  

The number of experiments to be performed is (Equation 2.34): 

𝑁 = 2𝑘−𝑝 

Equation 2.34 

Where p is a reduction factor. The price to pay to perform less experiments is 

Resolution: this means that depending on k and p it will or will not be possible to 

retrieve information about all the factors and interactions that have been 

investigated. There are optimum combination of k and p that still permits a good 

Resolution. 

2.1.2.2. Response Surface Designs 

The designs discussed so far are suitable in the initial stages of the understanding 

of a process. When the number of factors has been narrowed down to the very 

critical ones and the experimental domains were properly chosen the prior 

knowledge about the problem can be considered sufficient to proceed with the 

optimization stage. Response surface designs are suitable for optimization and 

allow a deeper understanding of the problem. These designs allow the estimation of 

the so-called response surfacexiv. 

The OLS model involved in this typology of designs is of a higher order than the 

ones involved for screening. Typically, a quadratic model (Equation 2.35) is 

sufficient to describe most of the processes under study, but cubic models are also 

possible. Similarly to what was stated earlier, high-order interactions are typically 

 
xiii https://www.itl.nist.gov/div898/handbook/pri/section3/pri3344.htm (accessed 12/10/2022) 
xiv https://www.itl.nist.gov/div898/handbook/pri/section3/pri336.htm (accessed 14/10/2022) 

https://www.itl.nist.gov/div898/handbook/pri/section3/pri3344.htm
https://www.itl.nist.gov/div898/handbook/pri/section3/pri336.htm
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neglected under the assumption they become less and less likely to be significant as 

the order of interaction increases. 

𝑦 = 𝑏0 +∑𝑏𝑖𝑋𝑖

𝑘

𝑖=1

+∑𝑏𝑖𝑗𝑋𝑖𝑋𝑗

𝐶𝑘,2

𝑖≠𝑗

+∑𝑏𝑖𝑖𝑋𝑖
2

𝑘

𝑖=1

+ 𝑒 

Equation 2.35 

In this case, categorial and discrete factors are not so easy to handle, and 

experiments should be planned according to computer-aided designs, and D-

optimal design [36] is an example of them. This strategy is valuable also in the 

presence of constraints that results in the experimental domain having an irregular 

shape (i.e., incompatibility between certain combinations of factors). 

In order to detect and resolve quadratic terms, each factor must be studied at least 

on three levels (–1, 0, and +1). Even if in FFD with additional experiments in the 

center point the factors are technically studied on three levels, quadratic terms are 

aliased with each other. A possible solution is represented by three-levels FFDs 

(Figure 2.8), but they have severe limitations: 

• The number of experiments increases way more rapidly than two-levels 

FFDs as k increases (Equation 2.36): 

𝑁 = 3𝑘 

Equation 2.36 

• They lack a favorable property called rotabilityxv. A design is rotable if the 

variance associated to the prediction ŷ depends only on the distance 

between the desired point and the center point of the experimental 

domain. Rotability depends on the distribution of the experiments in the 

multivariate space. 

Box-Wilson Central Composite Designxvi (CCD) is arguably the most common 

response surface design [31–34]. It is called composite because it is formed by the 

combination of a two-levels FFD, center points, and a so-called star-design (Figure 

2.9). The experimental conditions involved in the star-design are known as star 

points or axial points and their purpose is to estimate the squared terms in the 

response function. The distance between the center points and the axial points is 

denoted as α, whose absolute value is greater or equal than 1. Depending on the 

 
xv https://www.itl.nist.gov/div898/handbook/pri/section3/pri336.htm (accessed 14/10/2022) 
xvi https://www.itl.nist.gov/div898/handbook/pri/section3/pri3361.htm (accessed 15/10/2022) 

https://www.itl.nist.gov/div898/handbook/pri/section3/pri336.htm
https://www.itl.nist.gov/div898/handbook/pri/section3/pri3361.htm
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value of α, different properties can be achieved, and different typologies of CCD can 

be obtained (Figure 2.10). 

Figure 2.8. Location of the experiments of a three-levels FFD in the multivariate space for k = 2 factors 
(left) and for k = 3 factors (right). 

Figure 2.9. Location of the experiments in the multivariate space for a CCD with k = 2 factors. Left: two-
levels FFD with an additional center point; middle: star-design with an additional center point; right: 

CCD. Blue dots: factorial points; red stars: axial points; green squares: center points. 

Figure 2.10. Location of the experiments in the multivariate space for the three typologies of CCD with k 
= 3 factors. Left: circumscribed; middle: faced; right: inscribed. Blue dots: factorial points; red stars: axial 

points; green squares: center points. 
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• Circumscribed (CCC): the experiments are arranged in k-dimensional 

spherical symmetry. This means that both factorial and axial points are at 

the same distance from the center point. The distance between the center 

points and the axial points α is related to the number of factors k according 

to Equation 2.37: 

𝛼 = √2𝑘
4

 

Equation 2.37 

This design is rotable and the quality of the prediction is high all over the 

experimental domain, but each factor requires to be studied on five levels 

(–α, –1, 0, +1, +α). Therefore, in the step dedicated to the selection of the 

experimental domain, it must be evaluated in advance whether the 

conditions ±α (which are outside the experimental domain) are feasible or 

not. 

• Faced (CCF): in this design the distance between the axial points and the 

center point is α = 1. This means that factorial points and axial points are at 

a different distance from the center point. An advantage with respect to the 

CCC, the faced design requires the factors to be studied only on three levels 

(–1, 0, +1) still guaranteeing a good prediction quality all over the 

experimental domain. Nevertheless, as in three-levels FFD, this design 

lacks rotability and, moreover, the precision to estimate quadratic terms is 

poorer than the CCC. Note that for k = 2, the arrangement of the 

experiments for a CCF is the same as a three-levels FFD. 

• Inscribed (CCI): as in the CCC, also in CCI the experiments are arranged in 

k-dimensional spherical symmetry. This means that both factorial and axial 

points are at the same distance from the center point and, as in CCF, α = 1. 

It has, therefore, the same properties of a CCC, but the portion of the 

experimental domain in which the quality of the prediction is high is much 

more limited. It requires each factor to be studied on five levels as well. 

The number of experimental runs N of a CCD increases less rapidly than in a three-

levels FFD (Equation 2.38): 

𝑁 = 2𝑘 + 2𝑘 + 𝑛0 

Equation 2.38 

n0 is the number of center points that should be sufficient to have a good estimate 

of the pure experimental variance. n0 can be also selected to give the design 
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properties such as orthogonality and nearly uniform variance on the prediction 

[34,37]. 

As an example, the experimental plan for a CCF for k = 3 factors and n0 = 1 is 

reported in Table 2.3. 

Table 2.3. Design matrix for k = 3 for a CCF. The fist column contains only ones and it is utilized for the 
estimation of the intercept b0. Note that the columns related to the interaction terms can be obtained by 
multiplying the elements of the columns of the main factors involved in the interaction. 

Standard order Intercept X1 X2 X3 X1 X2 X1 X3 X2 X3 X12  X22 X32 

1 1 -1 -1 -1 1 1 1 1 1 1 

2 1 1 -1 -1 -1 -1 1 1 1 1 

3 1 -1 1 -1 -1 1 -1 1 1 1 

4 1 1 1 -1 1 -1 -1 1 1 1 

5 1 -1 -1 1 1 -1 -1 1 1 1 

6 1 1 -1 1 -1 1 -1 1 1 1 

7 1 -1 1 1 -1 -1 1 1 1 1 

8 1 1 1 1 1 1 1 1 1 1 

9 1 -1 0 0 0 0 0 1 0 0 

10 1 1 0 0 0 0 0 1 0 0 

11 1 0 -1 0 0 0 0 0 1 0 

12 1 0 1 0 0 0 0 0 1 0 

13 1 0 0 -1 0 0 0 0 0 1 

14 1 0 0 1 0 0 0 0 0 1 

15 1 0 0 0 0 0 0 0 0 0 

 

Box-Behnken Designxvii (BBD) is another experimental design suitable for the 

estimation of the response surface [31–34]. This experimental plan can be utilized 

only if the number of main factors to be investigated is k ≥ 3. 

BBD designs are rotable and all the experiments are located at the same distance 

from the center points and, similarly to a CCF, they require each factor to be studied 

at three levels (–1, 0, +1). In a BBD the experiments are located differently with 

respect to a CCD (Figure 2.11). 

The number of experimental runs N of a BBD is derived from Equation 2.39: 

𝑁 = 2𝑘(𝑘 − 1) + 𝑛0 

Equation 2.39 

 
xvii https://www.itl.nist.gov/div898/handbook/pri/section3/pri3362.htm (accessed 16/10/2022) 

https://www.itl.nist.gov/div898/handbook/pri/section3/pri3362.htm
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As an example, the experimental plan for a BBD for k = 3 factors and n0 = 1 is 

reported in Table 2.4. 

 

Figure 2.11. Location of the experiments in the multivariate space for a BBD (left) and a CCF (right) with 
k = 3 factors. Blue dots: experiments for the BBD and factorial points for the CCF; red stars: axial points; 

green squares: center points. 

Table 2.4. Design matrix for k = 3 for a BBD. The fist column contains only ones and it is utilized for the 
estimation of the intercept b0. Note that the columns related to the interaction terms can be obtained by 
multiplying the elements of the columns of the main factors involved in the interaction. 

Standard order Intercept X1 X2 X3 X1 X2 X1 X3 X2 X3 X12  X22 X32 

1 1 -1 -1 0 1 0 0 1 1 0 

2 1 1 -1 0 -1 0 0 1 1 0 

3 1 -1 1 0 -1 0 0 1 1 0 

4 1 1 1 0 1 0 0 1 1 0 

5 1 -1 0 -1 0 1 0 1 0 1 

6 1 1 0 -1 0 -1 0 1 0 1 

7 1 -1 0 1 0 -1 0 1 0 1 

8 1 1 0 1 0 1 0 1 0 1 

9 1 0 -1 -1 0 0 1 0 1 1 

10 1 0 1 -1 0 0 -1 0 1 1 

11 1 0 -1 1 0 0 -1 0 1 1 

12 1 0 1 1 0 0 1 0 1 1 

13 1 0 0 0 0 0 0 0 0 0 

 

Compared to CCD, BBD are more efficient as they require less experiments for the 

same number of factors k. On the contrary, due to the so-called missing corners 
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there are regions of the experimental domain in which the quality of the prediction 

is poorxviii. 

This feature of the BBDs can be taken advantage of, because in this experimental 

plan, all the experimental conditions that involve the combination of factors at the 

extremes of the experimental domain are not tested. Difficulties can be 

encountered when working with this design, as it cannot always be divided in 

orthogonal blocks when factors out of control have to be taken into consideration. 

Mixture Designs are another class of experimental designs suitable to study 

formulation problems [31–34,38]. All the experimental plans discussed so far are 

suitable for studying the so-called process factors, whose values can be changed 

within the experimental domain without affecting the value of the other factors. On 

the contrary, mixture factors (e.g., the components of a formulation, the ingredients 

of a recipe) add up to each other to give 100%: this means that if the value of one 

factor is changed, the remaining ones must be changed accordingly to sum up to 

100%. 

This fact has two main consequences: 

• Since the total must be 100%, the problem is constrained, meaning that the 

mixture factors are not independent on each other. 

• The problem is not about finding the optimal values between parameters, 

as it is for process factors, but it is about finding the optimal ratios between 

mixture factors. 

A typical experimental plan for k = 3 mixture factors can be visualized as an 

equilateral triangle (Figure 2.12) in which the vertexes correspond to the three 

pure components. For k = 4 mixture factors, the experimental planned can be 

visualized as a tetrahedron and the degree of complexity and dimensions increases 

as k increases.  

The experimental plan has no treatment in which all the values for the mixture 

factors are set at 0%, meaning that all the components of the mixture are absent 

and, therefore, there is no mixture and no response to be measured. Hence, the OLS 

model for such an experimental plan has no intercept. 

  

 
xviii https://www.itl.nist.gov/div898/handbook/pri/section3/pri3363.htm (accessed 16/10/2022) 

https://www.itl.nist.gov/div898/handbook/pri/section3/pri3363.htm
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Figure 2.12. Example of the arrangement of the experiments in the multivariate space for a mixture 
design with k = 3 factors. The vertexes (blue dots) represent experimental conditions in which only one 

of the pure components is utilized. The mid-point of the sides (red dots) represents 50:50 mixtures 
between the two components that share that side. The center of the experimental domain (green square) 

represents a condition in which the three components are 1/3 each. 

Equation 2.40 shows the OLS model for a mixture design with k = 3 factors that can 

be postulated if the experiments are planned as in Figure 2.12. 

𝑦 = 𝑏1𝑋1 + 𝑏2𝑋2 + 𝑏3𝑋3 + 𝑏12𝑋1𝑋2 + 𝑏13𝑋1𝑋3 + 𝑏23𝑋2𝑋3 + 𝑏123𝑋1𝑋2𝑋3 + 𝑒 

Equation 2.40 

In particular: 

• Experiments at the vertexes allow for the estimation of the coefficients 

related to the main factors. 

• Experiments at the mid-points allow for the estimation of the coefficients 

related to the first-order interactions. 

• The experiment at the center point allows for the estimation of the 

coefficients related to the second-order interaction. This experiment can be 

replicated for estimating the pure experimental variance instead of 

replicating all the experimental conditions. 

The design matrix that refers to the abovementioned example (Figure 2.12 and 

Equation 2.33) is reported in Table 2.5. If squared or cubic terms are relevant, then 

the experiments are planned in a different way as more levels are required to 

estimate such coefficients. 
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Table 2.5. Design matrix for k = 3. Note that there is no column for the intercept and that for each 
experimental run, the sum of the fractions for the three main factors is 1. 

Standard order X1 X2 X3 X1 X2 X1 X3 X2 X3 X1 X2X3 

1 1.00 0.00 0.00 0.00 0.00 0.00 0.00 

2 0.00 1.00 0.00 0.00 0.00 0.00 0.00 

3 0.00 0.00 1.00 0.00 0.00 0.00 0.00 

4 0.50 0.50 0.00 0.25 0.00 0.00 0.00 

5 0.50 0.00 0.50 0.00 0.25 0.00 0.00 

6 0.00 0.50 0.50 0.00 0.00 0.25 0.00 

7 0.33 0.33 0.33 0.11 0.11 0.11 0.04 

 

An important aspect to note is that in mixture design, the magnitude of the 

regression coefficients does not reflect the effect that a given factor has on the 

response as it is generally for OLS models. The magnitude of the effects in mixture 

design can be deduced only by inspecting the response surface. 

It is much more frequent in formulation problems than in process problems to have 

constraints, e.g., a cake is not a cake anymore if it is made up of eggs only. In this 

context two main situations can be identifiedxix: 

• Pseudo-component domain: in this case, the constrained experimental 

domain can be considered a sized-down version of the original 

experimental domain (i.e., a smaller equilateral triangle in the case of k = 3 

factors; Figure 2.13). The vertexes of the constrained experimental domain 

are called pseudo-components that are none other than mixtures with a 

well-defined composition of the original mixture factors to be investigated 

[31–33,38]. This situation is particularly advantageous both from the 

analytical and operational point of view, as: i) the experiments can be 

planned in the usual way and the coefficients that will result from the 

analysis are related to the pseudo-components, and ii) the experimenter 

can prepare bigger batches of the pseudo-components and utilize them to 

execute the experiments that has been planned. 

• Irregular domain: in this case, the constrained experimental domain is of 

an irregular shape. As discussed earlier for experimental plans suitable for 

process factors, computer-aided designs as the D-optimal design [36] are 

valuable strategies to identify the most relevant combinations of factors to 

be tested based on the model that has been postulated. 

 
xix https://www.itl.nist.gov/div898/handbook/pri/section5/pri544.htm (accessed 18/10/2022) 

https://www.itl.nist.gov/div898/handbook/pri/section5/pri544.htm
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Figure 2.13. Example of constrained experimental domain for k = 3 factors in which pseudo-
components (P1, P2, and P3) can be identified. Their composition corresponds to the proportions of the 

main factors X1, X2, and X3 at the vertexes of the not shaded triangle, i.e., the portion of the experimental 
domain whose combinations of the main factors are allowed due to the constraints. The experiments in 

the pseudo-components domain can be planned depending on the model complexity, in this example 
they have been planned to estimate the coefficients for main factors, first-, and second-order 

interactions. 

There are instances in which mixture and process factors must be taken into 

consideration togetherxx. In this case, under the assumption that mixture factors 

and process factors are independent (i.e., they do not interact), the experiments are 

almost always planned according to D-optimal design [36]. 

2.1.2.3. Multicriteria decision making 

When the problem under study accounts for more than one response, a strategy to 

find the set of process and/or mixture factors that guarantees the best performance 

simultaneously for all the investigated responses must be available [34]. In the case 

of multiple responses, one way is to utilize PLS instead of OLS in the modelling 

stage to build a model that accounts for all the responses. In this case, optimization 

can be carried out graphically by checking both how the experiments (samples) are 

distributed in the score space and which variables correlate with the responses 

(weights). 

Another solution is the one proposed by George Derringer and his coworker Ronald 

Suich in 1980 [34,39]. This is known as the Derringer’s method of the desirability 

functions and involves the transformation of each of the R responses in new 

functions, called desirability functions that are then merged into a global desirability 

function. 

 
xx https://www.itl.nist.gov/div898/handbook/pri/section5/pri545.htm (accessed 20/10/2022) 

https://www.itl.nist.gov/div898/handbook/pri/section5/pri545.htm
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The desirability function di is derived from the predicted value ŷi(x) of the OLS 

model for the ith response and can assume values between 0 and 1: 

• If di = 0 it means that ŷi assumes an undesirable value for that setting of 

factors x. 

• If di = 1 it means that ŷi assumes a desirable value for that setting of factors 

x. 

Desirability functions are defined depending on the objective: this means that the 

shape of the function will be different whether the response have to be maximized 

(Equation 2.41a), minimized (Equation 2.41b) or it has to reach a target value 

(Equation 2.41c). 

𝑑𝑖 =

{
 
 

 
 0 if �̂�𝑖(𝐱) < 𝐿𝑖

(
�̂�𝑖(𝐱) − 𝐿𝑖
𝑈𝑖 − 𝐿𝑖

)
𝑠

if 𝐿𝑖 ≤ �̂�𝑖(𝐱) ≤ 𝑈𝑖

1 if �̂�𝑖(𝐱) > 𝑈𝑖

 

Equation 2.41a 

𝑑𝑖 =

{
 
 

 
 1 if �̂�𝑖(𝐱) < 𝐿𝑖

(
𝑈𝑖 − �̂�𝑖(𝐱)

𝑈𝑖 − 𝐿𝑖
)
𝑠

if 𝐿𝑖 ≤ �̂�𝑖(𝐱) ≤ 𝑈𝑖

0 if �̂�𝑖(𝐱) > 𝑈𝑖

 

Equation 2.41b 

𝑑𝑖 =

{
 
 
 

 
 
 

0 if �̂�𝑖(𝐱) < 𝐿𝑖

(
�̂�𝑖(𝐱) − 𝐿𝑖
𝑇𝑖 − 𝐿𝑖

)
𝑠

if 𝐿𝑖 ≤ �̂�𝑖(𝐱) < 𝑇𝑖

1 if �̂�𝑖(𝐱) = 𝑇𝑖

(
𝑈𝑖 − �̂�𝑖(𝐱)

𝑈𝑖 − 𝑇𝑖
)
𝑠

if 𝑇𝑖 < �̂�𝑖(𝐱) ≤ 𝑈𝑖

0 if �̂�𝑖(𝐱) > 𝑈𝑖

 

Equation 2.41c 

Where Li, Ui, and Ti are the lower, upper, and target value, respectively, for a given 

response to be optimized. In other words, they represent the optimization 

boundaries between which the desirability value di varies depending on the 

predicted response ŷi(x). It is interesting to note that desirability functions can be 

computed also for the factors, and not only for the responses. The exponent s (a 

positive real number) denotes a shape factor that can be set depending on how 

strict the optimization criteria should be: 
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• s < 1: the desirability function assumes values close to 1 for a wider range 

of ŷi(x). This is related to a less strict optimization criterion. 

• s = 1: the desirability value varies linearly depending on ŷi(x). 

• s > 1: the desirability function assumes values close to 1 only if ŷi(x) is very 

close to the optimal value. This is related to a stricter optimization 

criterion. 

As already stated, once the desirability functions have been defined for all the 

responses R, they can be merged into a global desirability function (D, Equation 

2.42) which represents the weighted geometric mean for the single desirably 

values. The geometric mean ensures that experimental conditions x that produces 

an undesirable value (di ≈ 0) for a response ŷi will make D ≈ 0 as well. 

𝐷 = √∏(𝑑𝑖(�̂�𝑖(𝐱)))
𝑟𝑖

𝑅

𝑖=1

∑ 𝑟𝑖
𝑅
1=1

 

Equation 2.42 

Where ri (a positive integer) denotes the weight of the ith desirability value with 

respect to the others. By default, all the desirability values will have the same 

importance (ri = 1), but their relative importance can be set according to the 

optimization criteria. 

It has to be noted that D ≠ 0 means that there is at least one set of factors x that 

satisfies the optimization criteria for all the responses that have been taken into 

consideration. A global desirability value close to 1 means that there is a high level 

of agreement between the single desirability values and, therefore, the responses 

behave in a similar way depending on the factors. The best compromise is 

represented by the set of factors x that maximizes D. 

With respect to the validity of the identified conditions there are two alternatives: 

• The identified conditions can be validated a posteriori by carrying out 

enough replicated experiments and by comparing the experimental results 

with the ones predicted by the OLS models. 

• The identified conditions can be considered validated a priori if the OLS 

models are not affected by a significant lack-of-fit. The estimation of lack-

of-fit requires that replicated experiments have been already carried out in 

advance. 
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2.2. Validation of analytical methods 
Diagnoses, water and food safety and quality, and the entity of the sentence for the 

detention of drugs of abuse are just a few of the aspects of modern society that 

strictly depends on the results of an analytical measurement [40]. This means that, 

if a decision has to be made based on the result of the analysis, the result itself must 

be reliable enough to allow the decision to be made with confidence. Therefore, the 

aim of an analytical determination goes far beyond the mere need of determining 

an analyte in a given matrix, and it might have strong socio-economic implications 

[41]. 

This is the paradigm of fit for purpose, and validation is a process that allows an 

analytical laboratory to claim that the results produced with a given method are 

reliable for a given purpose. Many definitions of validation have been provided. To 

mention one, ISO 9000xxi defines it as “confirmation, through the provision of 

objective evidence, that the requirements for a specific intended use or application 

have been fulfilled”. The same norm also defines verification as the process of 

“confirmation, through provision of objective evidence, that specified requirements 

have been fulfilled”. Although the two definitions are very similar, there are 

substantial differences between validation and verification: 

• Validation comes before, and it is intended to assess whether a method can 

deliver results reliable enough depending on the application. 

• Verification comes after, and its purpose is the assessment of the capability 

of a laboratory to produce results reliable enough with a method that has 

been already validated. 

According to ISO/IEC 12025xxii there are instances in which validation is not 

necessary, for example for standardized methods. In the case of standard methods 

utilized outside the intended scope or modification of standard methods, or after 

the development of a new method, validation is necessary. There is no one 

prescribed way to validate a method: in fact, many guidelines are available to 

support validation studies depending on the field of interest. In general, validation 

involves the evaluation of certain quality parameters of the method. The ones to be 

evaluated may depend on the application, and surely depends on whether the 

method is intended for qualitative or quantitative analysis. 

The following Sections will be devoted to few of the quality parameters to be 

evaluated in quantitative methods of analysis. For the sake of brevity this and the 

 
xxi https://www.iso.org/obp/ui/#iso:std:iso:9000:ed-4:v1:en (accessed 20/10/2022) 
xxii https://www.iso.org/obp/ui/#iso:std:iso-iec:17025:ed-3:v1:en (accessed 20/10/2022) 

https://www.iso.org/obp/ui/%23iso:std:iso:9000:ed-4:v1:en
https://www.iso.org/obp/ui/#iso:std:iso-iec:17025:ed-3:v1:en
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following Sections refers to the EURACHEM guidelines [40], as they were followed 

for the validation of methods presented in the following Chapters. 

2.2.1. Limits of Detection and Limits of Quantitation 

Limit of Detection (LOD) and Limit of Quantitation (LOQ) can be defined as the 

lowest concentration of analyte that can be detected and quantified, respectively, at 

a specified confidence level [40,42]. 

LODs and LOQs can be ascribed both to a specific instrument that has been used for 

a measurement and to the whole analytical method [42]. The method LOD and LOQ 

reflect the detection and quantitation capabilities of the whole analytical method, 

whereas instrumental LOD and LOQ are related to the capability of a given 

instrument in detecting or quantifying a given analyte. 

The evaluation of LODs and LOQs requires an initial estimate of the standard 

deviation at near-zero concentration level (s0). Few aspects have to be considered: 

• For spectroscopic techniques s0 can be evaluated on a blank matrix, 

whereas for separative techniques fortification is usually required, as in 

the absence of the analyte no peak will be produced. 

• The evaluation should be representative of the conditions in which the 

analyses will be performed and should cover the scope of the method. This 

means that if method LODs and LOQs are under evaluation, the blanks 

should be submitted to the whole analytical procedure. In addition, if more 

matrices are taken into consideration, the standard deviation should be 

evaluated separately for each matrix. Furthermore, if blank correction or 

averaging will be performed, LODs and LOQs should reflect that. 

• The evaluation of s0 is typically done under repeatability conditions. A 

more reliable estimate can be carried out by evaluating s0 under 

intermediate precision conditions (Section 2.2.3). In addition, enough 

independent determinations m should be carried out. Typically, during 

validation, m = 10 replicated measurements are considered sufficient for 

estimating s0. 

After s0 has been estimated, it can be utilized to estimate the LOD [40] according to 

Equation 2.43 (a 95% confidence level is used): 

LOD = 𝑦0 + 2𝑡(0.05;𝜈)
𝑠0

√𝑛
 

Equation 2.43 
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Where y0 is the average signal of several procedural blanks that have been 

measured (note that for spectroscopic techniques this number is the same as m as 

no fortification is required), n is the number of independent determinations per 

sample that will be averaged when reporting the resultsxxiii, and t is the one-sided 

Student’s t with m – 1 degrees of freedom. The factor 2t, often approximated at 3, 

allows to claim that, if a signal greater than the LOD has been measured, the analyte 

has been detected with a 95% of confidence and a 95% of statistical power. 

The LOQ is estimated in a similar way, but with a different factor, usually set to 10 

(Equation 2.44): 

LOQ = 𝑦0 + 10
𝑠0

√𝑛
 

Equation 2.44 

LODs and LOQs calculated as above are expressed in terms of signal. The 

conversion in the concentration domain can be done through the calibration 

functions. 

2.2.2. Linearity, significance, and validity 

According to the International vocabulary of metrologyxxiv (i.e., the ISO/IEC Guide 

99:2007), the working range is the range of concentrations in which the method 

itself can provide results with a suitable uncertainty. The lower boundary of the 

working range is represented by the LOQ, whereas the upper boundary is 

represented by a threshold above which variation in the concentration of the 

analyte does not produce any significant variations in the analytical signal. The 

definition is slightly different depending on whether the instrument working range 

or the method working range are taken into consideration: the first one refers to the 

capability of the instrument of producing a signal proportional to the concentration 

in a standard, whereas the second one refers to the capability of the method of 

producing a signal proportional to the concentration in a sample. Therefore, the 

method working range takes into consideration also any sample preparation step 

before the analysis. 

The definition of the concentration interval to be explored during validation 

depends on the range of expected concentration of the analytes in the test samples. 

The EURACHEM guidelines [40] suggests evaluating this range by expanding the 

range of expected concentrations by 10% or 20% in each direction. Then, 

 
xxiii Note that if blank correction is necessary, the number of blanks that have been measured to make the correction 
must also be taken into consideration. 
xxiv https://www.iso.org/obp/ui/#iso:std:iso-iec:guide:99:ed-1:v2:en (accessed 20/10/2022) 

https://www.iso.org/obp/ui/#iso:std:iso-iec:guide:99:ed-1:v2:en
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concentration levels (typically k = 6–10) are chosen so that they are going to be 

equally spaced across the range of interest and are measured in replicate (typically 

duplicate or triplicate). If these concentration levels refer to the concentration of a 

standard, then the working range under evaluation will be the instrumental one, 

whereas if matrix matched calibration is adopted (i.e., submitting to the whole 

analytical process fortified blank matrix), then the method working range will be 

evaluated. 

Once the signals have been measured, the nature of the relationship between the 

signal and the concentration has to be established. This can be carried out by 

evaluating the regression statistics. 

• Linearity: typically, the nature of the relationship between the signal and 

the concentration is either linear or quadratic, and high-order relationship 

are generally neglected. The concentration until which the relationship is 

linear, is called Limit of Linearity (LOL). Note that the linear range is 

always narrower than the working range. The nature of the relationship 

can be tested, for instance, with the Mandel’s fitting test [43]. This 

inferential test is based on the calculation of the Fisher’s F statistic 

(Equation 2.45), and it compares the difference between the variance that 

is not explained by a linear and quadratic model with the residual variance 

of a quadratic one. In other words: if the quadratic model does not account 

for more variability than the linear one, then a linear model is sufficient for 

describing the relationship at a given confidence level. 

𝐹 =
Δ𝑆𝑆RES

𝑀𝑆RES
Q =

𝑆𝑆RES
L − 𝑆𝑆RES

Q

𝑀𝑆RES
Q  

Equation 2.45 

Where SSLRES and SSQRES are the sum of squared residuals for the linear 

model and for the quadratic model, respectively, and MSQRES is the mean of 

squared residuals for the quadratic model. It must be noted that the R2 is 

not an indication of linearity, as it just provides an indication about the 

fraction of variance that the model is able to explain [15]. R2 always 

increases as the model become more and more complex. These 

consideration holds true also in the case of multivariate techniques. 

• Significance of the model: the significance of the model is still based on 

Fisher’s F statistic, and it provides information regarding whether there is 

a relationship between the signal and the concentration at a given 

confidence level. The F-test compares the variance captured by the 
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regression with the one that is not retained, i.e., the residual (Equation 

2.46): 

𝐹 =
𝑀𝑆REG
𝑀𝑆RES

 

Equation 2.46 

• Validity: also known as goodness-of-fit [15], the validity of the regression 

model provides information about the error deriving from approximation. 

In this case, the Fisher’s F statistic involves the so-called variance of lack-

of-fit (Equation 2.47) that can be derived from the sum of squares of the 

residuals and from the sum of squares of the pure experimental error. 

𝐹 =
𝑀𝑆LOF
𝑀𝑆PE

 

Equation 2.47 

If the model is not affected by a significant lack-of-fit, it means that the 

error deriving from the model approximation can be explained in terms of 

pure experimental variability. 

2.2.3. Precision 

In a validation study, precision should be evaluated by performing replicated 

experiments to provide an estimate of the typical variability that could be expected 

within (and between) the results that are produced by a method. According to the 

ISO/IEC Guide 99:2007xxv and the ISO 5725-5:1998xxvi, precision refers to an 

estimate on the closeness of the results produced by a measurement under specific 

conditions. Standard deviation, relative standard deviation and interquartile range 

are typical measures of spread utilized in univariate statistics. 

Depending on the measurement conditions, different levels of precision can be 

estimated. The measurement conditions must be specified when reporting the 

results of a precision study. 

• Repeatability: sr, it represents the typical variation that can be expected in 

the results when the measurement is performed in a short period of time, 

typically by the same operator in the same laboratory. 

 
xxv https://www.iso.org/obp/ui/#iso:std:iso-iec:guide:99:ed-1:v2:en (accessed 21/10/2022) 
xxvi https://www.iso.org/obp/ui/#iso:std:iso:5725:-5:ed-1:v1:en (accessed 21/10/2022) 

https://www.iso.org/obp/ui/#iso:std:iso-iec:guide:99:ed-1:v2:en
https://www.iso.org/obp/ui/#iso:std:iso:5725:-5:ed-1:v1:en
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• Reproducibility: sR, it represents the variation that can be expected in the 

results when the measurement is performed over a long period of time by 

different laboratories that use the same method, or even different ones. 

Repeatability and reproducibility represent the two extremes of precision 

conditions. Between the two there is the so-called intermediate precision sI that 

represents the variability that can be expected over a longer period within the same 

laboratory under more variable conditions than repeatability. Note that 

repeatability and intermediate precision can be estimated with the so-called one 

laboratory validation, whereas reproducibility requires collaborative 

interlaboratory validation, i.e., different laboratories working together in order to 

validate the same method. 

In evaluating precision, the replicates should be independent and numerous 

enough to provide a reliable estimate of the standard deviation. Typically, 6–15 

replicates are recommended [40]. In addition, it should be considered that for 

quantitative methods precision should be evaluated on different concentration 

levels over the working and/or linear range as precision may be dependent on 

concentration. For the same reason, generally the results of a precision study are 

expressed as relative standard deviation (RSD%). Repeatability and intermediate 

precision can be studied separately or in a single study, which is convenient as it 

allows to reduce the number of experiments. This second strategy, described 

extensively in the ISO 5725-3xxvii, involves performing small groups of independent 

measurements so that each group is measured under repeatability conditions and 

different groups are measured under intermediate precision conditions (e.g., on 

different days, with a different stock solution, by a different operator, etc.). The 

standard deviations for repeatability sr and intermediate precision sI can be derived 

by carrying out one-way Analysis of Variance (ANOVA): 

• Repeatability can be derived directly from the variance within groups MSW 

(Equation 2.48): 

𝑠r = √𝑀𝑆W 

Equation 2.48 

• Intermediate precision accounts both from the variability that can be 

expected between the means of the groups of measurements (MSB) and 

within the same group (Equation 2.49): 

 
xxvii https://www.iso.org/obp/ui/#iso:std:iso:5725:-3:ed-1:v1:en (accessed 21/10/2022) 

https://www.iso.org/obp/ui/#iso:std:iso:5725:-3:ed-1:v1:en
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𝑠I = √𝑀𝑆W +
𝑀𝑆B −𝑀𝑆W

𝑛
 

Equation 2.49 

Where n is the number of measurements per group performed under 

repeatability conditions. 

ANOVA also suggests whether the means of the groups are significantly different 

from each other. In the case there are significant differences between the groups, 

this experimental design does not allow to understand which factor is responsible 

from the variation that was observed under intermediate precision conditions. 

2.2.4. Trueness 

The trueness of a measurement reflects the closeness between the mean of an 

infinite number of results to the true population mean (also known as reference 

value or true value) [40]. The term accuracy is often improperly used as a synonym 

of trueness. The difference between the two terms lays in the definition of accuracy: 

according to the ISO/IEC Guide 99:2007xxviii, accuracy represents how close the 

result of a single measurement is to the true population mean. In other words, 

accuracy accounts both from systematic deviations and random variation of a 

result: 

• The entity of the random variations is accounted by estimating the 

precision of the method, as discussed earlier. 

• The systematic deviation from the true population mean is accounted by 

trueness. 

It must be noted that trueness cannot be estimated, as it is not possible to perform 

an infinite number of measurements. Bias is considered a suitable measurable 

estimate of trueness. Bias represents the deviation of the sample mean x̄ of the 

results from a suitable reference value xref. 

Bias b can be expressed in absolute terms, as a percentage value with respect to xref, 

or as recovery rate RR% (Equation 2.50): 

𝑏 = �̅� − 𝑥ref 

Equation 2.50a 

  

 
xxviii https://www.iso.org/obp/ui/#iso:std:iso-iec:guide:99:ed-1:v2:en (accessed 22/10/2022) 

https://www.iso.org/obp/ui/#iso:std:iso-iec:guide:99:ed-1:v2:en
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𝑏% =
�̅� − 𝑥ref
𝑥ref

× 100 

Equation 2.50b 

𝑅𝑅% =
�̅�

𝑥ref
× 100 

Equation 2.50c 

In the case the method is able to estimate exactly xref (meaning that x̄ = xref), the 

expected bias b% will be 0% and the recovery rate RR% will be 100%. Therefore, 

note that b% < 0% and RR% > 100% are allowed when the method underestimates 

and overestimates, respectively, the concentration of the reference xref. To estimate 

bias in this way the xref value must be known. This is the case, for instance, of 

certified reference materials. In this case, those are measured in independent 

replicates and the mean of the results is utilized to assess the bias. Nevertheless, 

such materials can be expensive and not always available for the intended scope of 

the method. Another option is that xref has been estimated with a different method 

in the same laboratory or by an independent laboratory. 

Otherwise, spiking experiments can be carried out. In spiking, a blank matrix or a 

sample with known concentration of the analyte is fortified with a known 

concentration of analyte, denoted as xspike. In this instance, bias is expressed as 

relative spike recovery rate RR’% (Equation 2.51): 

𝑅𝑅′% =
�̅�′ − �̅�

𝑥spike
× 100 

Equation 2.51 

Where x̄’ is the estimated concentration of the spiked sample with the method 

under validation and x̄ is the estimated concentration in the sample that necessarily 

has been determined with another method in the same laboratory or by an 

independent laboratory. Note that in the case of a spiked blank matrix x̄ = 0, 

therefore Equation 2.51 simplifies in Equation 2.52: 

𝑅𝑅′% =
�̅�′

𝑥spike
× 100 

Equation 2.52 

In either case, enough replicated measurements must be performed and n = 10 is 

the suggested number by the EURACHEM guidelines [40]. As for precision, in 

quantitative analysis bias should be estimated on multiple levels to check whether 
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the method is able to provide reliable results at different concentration levels. The 

results for bias can be reported as is, or by also reporting the confidence interval. 

2.2.5. Enrichment capability 

This quality parameter is typically not reported in guidelines for the validation of 

analytical methods, but its estimation can be important in the case the proposed 

method involves non-standard devices or techniques. The enrichment capability is 

a quality parameter that expresses the magnitude of the concentration factor of an 

analytical method, including any sample preparation step that is involved. 

Enrichment Factors (EFs) provide an estimate of the enrichment capability the 

devised method has on the investigated analytes. EFs can be calculated as the ratio 

between the signal of the analyte obtained by submitting a sample (typically a 

spiked blank matrix at a known concentration level) to the whole analytical method 

(Sprocessed) and the signal of the analyte obtained by liquid injection of a solution at 

the theoretical concentration that would be reached if the method is unbiased 

(Sstandard) [44,45].  

EFs can be calculated according to Equation 2.53: 

EF =
𝑆processed

𝑆standard
 

Equation 2.53 

Note of the author 
This Chapter was meant to introduce the basic methodologies that were utilized 

for the experimental planning and analysis of the results in the following Chapters. 

In addition to that, it was intended to underline the importance of Chemometrics in 

the field of Material Science, allowing for the rational design of novel materials 

through Design of Experiments and Pattern Recognition, as well as optimizing 

procedures and processes in the context of sample preparation based both on 

standard and new materials. 
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Chapter 3 | Evaluating the potential of carbon 
nanotubes for the solid-phase microextraction 

of personal care products from water samples 

3.1. Introduction 

3.1.1. Emerging contaminants 

Emerging contaminants (ECs) comprise a pool of chemicals (either synthetic or 

natural-identical, including their metabolites) and biological entities that could 

damage the environment and ecosystems, but whose presence in environmental 

matrices is usually not monitored [1,2]. It has been suggested that municipal 

wastewater can be considered as the primary source of ECs; other sources include 

grey- and blackwaters from households and industries, and effluents of sewage 

treatment facilities. All these sources are known also as point-pollution sources [3]. 

Other diffuse-pollution sources include atmospheric deposition and wastes from 

farms and livestock [4]. 

Currently, an international monitoring program on ECs has not been proposed yet 

for many reasons [2,3]: 

• Their impact on the ecosystems and toxicological behavior are still a 

matter of debate and, often, not well understood. 

• There are limited data about their fate once they enter the environment. 

• The number of chemicals/biological entities that can be considered as ECs 

is constantly increasing. This could happen, e.g., with the incorporation of a 

new chemical in a commercial formulation, or with the diffusion of a new 

infectious disease. 

•  The discovery of these substances was possible only thanks to the 

advancements in analytical sciences. In fact, the concentration of ECs in 

environmental matrices ranges from µg/L to ng/L. 

Given the abovementioned considerations, it can be stated that the fraction of 

regulated pollutants that are conventionally monitored in water bodies and other 

environmental matrices represents only a minor fraction of the total number of 

potential pollutants [5]. In addition, the lack of knowledge in regard of the 
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ecotoxicological effects and potential adverse consequences on the human health 

makes ECs a seemingly unsurmountable issue. 

In 2005, a project chartered by the European Commission known as the NORMAN 

projectxxix was established with the aim of generating knowledge regarding ECs, as 

well as promoting the harmonization and validation of analytical methodologies for 

the identification of new ECs and their quantitation in environmental matrices 

[2,6]. Thus, regulating agencies could promptly manage and communicate risks 

related to such substances. The contributions to the NORMAN project are made 

possible thanks to an interlaboratory network comprising universities, industries, 

regulating agents and research centers across 20 countries [6]. The information 

that has been gathered in the framework of the NORMAN project has been made 

available in the NORMAN SusDatxxx, one of the largest databases about ECs. 

Up to now, the NORMAN SusDat accounts of more than one hundred thousand 

entries, including ECs and their metabolites, classified in more than twenty 

categories depending on their origin. Figure 3.1 reports few examples of such 

classes. 

Figure 3.1. Classes of ECs according to the NORMAN SusDat. 

Other examples worth to mention include disinfection by-products, siloxanes, 

pesticides, and nanomaterials [7–9]. 

3.1.2. Personal care products 

Personal Care Products (PCPs) is an umbrella term enclosing active and functional 

ingredients that can be found in a variety of commodities and in every household 

 
xxix https://www.norman-network.net/ (accessed 19/08/2022) 
xxx https://www.norman-network.com/nds/susdat/ (accessed 19/08/2022) 

Biocides and crop protection products

Drugs of abuse and pharmaceuticals

Personal care products and surfactants

Industrial chemicals, flame retardants, and plastic additives

Poly- and perfluoroalkyl substances

Food additives and food contact chemicals

Natural toxins and human metabolites

https://www.norman-network.net/
https://www.norman-network.com/nds/susdat/
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including cleaning products, soaps, cosmetics, detergents, disinfectants, as well as 

veterinary products and goods used for pest control [2,10]. Such formulations are 

utilized and disposed daily down the drains of every household and workplace. 

PCPs represent the vast majority of the ECs present in the environment. Due to 

their complex molecular structure, most PCPs resist to most of the unitary 

operations in sewage and wastewater treatment facilities and can access the 

environment intact or only partially degraded. In fact, detectable amounts of ECs 

have been found in effluents of water treatment facilities, as well as in groundwater 

and surface water [11,12], in soil and sediments [13], and also in drinking water 

[14,15]. 

Given the abovementioned considerations, the presence of PCPs and their 

metabolites in water poses a risk to human health and environmental safety as they 

can go back into the water cycle thus persisting into the environment. In addition, 

their diverse chemical structure makes them able to access different biochemical 

pathways, and, up till now, there is limited information available regarding their 

combined toxic effects [2]. Moreover, few PCPs are suspected to cause sensitization, 

allergies, and to disrupt the endocrine system [16]. 

The main sub-classes of PCPs are reported below: 

• Surfactants: surfactants represent the major ingredient in cleaning 

products, including detergents, soaps, and body and face cleansers. 

Surfactants are amphiphilic molecules that lower the surface tension of 

water and increases the wettability of surfaces so that fat-based substances 

can more easily detach [17]. The environmental risks connected to 

surfactants are mostly under control since most surfactants are 

biodegradable and/or can be mineralized by the unitary operations in 

water treatment facilities [18]. 

• UV filters: these substances are mainly found in sun protection products 

and in skincare formulations, and their function is to reduce the amount of 

UV radiation that reaches the skin. UV filters can be grouped in two main 

classes, i.e., physical and chemical filters [19]. Physical filters are inorganic 

compounds, like titanium dioxide, able to backscatter the UV radiation. 

Chemical filters are organic compounds with high molar attenuation 

coefficients in the UV region of the electromagnetic spectrum. Most of 

chemical filters resist biodegradation and their ecotoxicological profile 

suggests that acute effects on the environment can be observed at 

concentration around 1 mg/L [18]. Besides the effects on the environment, 
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awareness towards this class of compounds has increased as evidence 

suggested that certain chemical UV filters can act as endocrine disruptors 

[18,20]. 

• Antimicrobial agents and preservatives: this class of ingredients 

comprises substances with different effects depending on their 

concentration. For products specifically intended for disinfection, 

antimicrobial agents can represent the major fraction of the formulation, 

whereas if they have a functional role in a formula, they represent a minor 

fraction. The functional role of preservatives and antimicrobial agents is to 

extend the shelf-life of the formulation, preventing microbial growth and 

oxidative degradation processes [10]. The most known preservatives and 

antimicrobial agents that can be found in formulations are triclosan, 

parabens and butylated hydroxytoluene. Most of these substances are 

readily biodegradable, so they do not constitute a hazard for the 

environment [18]. Triclosan resists biodegradation and is currently under 

evaluation as it is suspected as a bioaccumulating substance that can have 

adverse effects on the endocrine systemxxxi. 

• Pest repellents: this class comprises substances involved in regulating the 

growth and/or eliminating unwanted organisms [21,22]. Pest repellents 

are biocides, so they are policed by the Regulation EU 528/2012xxxii. The 

major fraction of pesticides found into the environment derives from 

agriculture and aquaculture, but a minor fraction could derive also from 

domestic activities, like gardening or from the use of insect-repellent 

lotions. The environmental concerns related to these substances are 

related to their persistence and capability to bioaccumulate along the food 

chain [23]. 

• Fragrances: fragrances are volatile organic compounds widely used in the 

manufacturing of cleansers, house-cleaning products, cosmetics, and 

perfumes [24,25]. Over 3000 synthetic and natural-identical substances 

are used for this purpose. For what concerns cosmetics, the use of 

fragrances and other ingredients must follow the Regulation EU 

1223/2009xxxiii. Many substances used as fragrance agents have been 

reported in having adverse effects on the human health, including 

sensitization, allergic reaction, as well as contact dermatitis and disrupting 

 
xxxi https://echa.europa.eu/it/brief-profile/-/briefprofile/100.020.167 (accessed 24/08/2022) 
xxxii http://data.europa.eu/eli/reg/2012/528/oj (accessed 24/08/2022) 
xxxiii http://data.europa.eu/eli/reg/2009/1223/2022-07-31 (accessed 24/08/2022) 

https://echa.europa.eu/it/brief-profile/-/briefprofile/100.020.167
http://data.europa.eu/eli/reg/2012/528/oj
http://data.europa.eu/eli/reg/2009/1223/2022-07-31
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effects towards the endocrine system [16,25]. Since such compounds are 

widely used in everyday commodities in 2012 the Scientific Committee on 

Consumer Safety declared 82 fragrances as contact allergens for the 

safeguard of consumers [25]. Many fragrances are persistent into the 

environment and resist both chemical and biological processes in water 

treatment facilities and, as bioaccumulation phenomena concerning such 

substances have been reported [16,24,25], they constitute a threat for 

human health and the safety of the environment. 

3.1.3. Solid-phase microextraction 

As mentioned earlier, since ECs and, therefore, PCPs can be present in the 

environment at trace levels [2,3], proper sample preparation techniques are 

required for an effective clean-up and preconcentration of these analytes [26]. 

No official analytical methodologies are prescribed for the identification and 

quantitation of ECs in environmental matrices. To be mindful about the 

environmental impact of analytical chemistry, the development and validation of 

methods of analysis should be carried out in accordance with the principles of 

Green Analytical Chemistry [27]. The combination of multiple steps of the analytical 

process into a single one, the reduction of sample size and the limited use of 

solvents are key concept to be considered in the development of analytical methods 

with a reduced impact on the environment. Miniaturization has become arguably 

the response to fulfill the requirements of Green Analytical Chemistry [28]. 

Solid-phase microextraction (SPME) was formerly introduced by Janusz Pawliszyn 

and coworkers in 1989 [29,30]. SPME is a solventless sample preparation 

technique, that combines extraction, clean-up, and preconcentration in a single 

step. In SPME (Figure 3.2) a narrow silica or metal needle is covered with an 

appropriate coating material that actively participates to the extraction process. 

This abovementioned device is called “fiber”. 

SPME can be operated in: 

• Direct immersion mode (DI): the fiber is submerged into the liquid 

sample. The equilibrium involved in the extraction process is: 

Matrix ⇋ Fiber 

Equation 3.1 

The DI mode is mandatory with nonvolatile analytes. 
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• Headspace mode (HS): the fiber is exposed to the vapors generated by a 

solid or a liquid sample, without a direct contact with it. The equilibrium 

involved in the extraction process is: 

Matrix ⇋ Headspace ⇋ Fiber 

Equation 3.2 

HS mode is particularly suitable for the extraction of volatile analytes. 

Since no contact with the matrix is required, HS sampling also allows the 

clean-up as nonvolatile interfering compounds are not collected during the 

extraction process. 

Figure 3.2. Schematic representation of a SPME manual sampling device. Reprinted with permission 
from [31]. 

During the extraction, analytes interact with the coating material and concentrate 

on it. After extraction, the analytes are detached from the coating by placing the 

fiber into the injection port of a gas chromatograph for thermal desorption or into a 

proper interface of a liquid chromatograph for solvent desorption. 

The extraction mechanism is different depending on the nature of the coating. Two 

main mechanisms can be identified: 

• Partitioning: in partitioning, the coating behaves like a bonded liquid 

phase, solubilizing the analytes. The loading capacity of such fibers 

depends only on the thickness of the coating. Polydimethylsiloxane (PDMS) 

is an example of coating material whose extraction mechanism is 

partitioning. 
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• Adsorption: the coating is constituted by a high-porous solid that non-

covalently interacts with the analytes. Adsorptive coatings are typically 

characterized by lower loading capacities than coatings whose extraction 

mechanism is partitioning. In fact, once the active sites have been 

saturated, no more analytes can be adsorbed. Carboxen™ is a carbon-based 

coating material whose extraction mechanism is adsorption. 

There are different fibers available on the market, with different coatings, 

thickness, and length, suitable for the vast majority of routine applications. Since 

SPME have become popular, important innovations have been made thanks to the 

advancements in the field of Materials Science. In fact, SPME devices with a 

plethora of new coatings have been proposed to face more difficult analytical 

challenges [32,33], like the detection of analytes at trace and ultra-trace levels in 

complex matrices. Novel materials that have been proposed as SPME coating 

include ionic liquids [34], Metal-Organic Frameworks [35], carbon nanotubes [36], 

and molecularly imprinted polymers [37]. 

3.1.4. Carbon nanotubes 

Carbon nanotubes (CNTs) are an allotropic state of carbon, serendipitously 

discovered by Sumio Iijima in 1991 [38]. CNTs are constituted by a single or 

multiple layers of graphene rolled up into a tubular shape whose length is in the 

order of tens of micrometers. Depending on how many concentrical graphene tubes 

are in the structure [39], two main categories of CNTs can be identified (Figure 3.3): 

• Single-walled carbon nanotubes (SWCNTs): they are constituted by a 

single sheet of graphene rolled on itself. Depending on the direction of 

rolling, different configurations can be produced. SWCNTs have a diameter 

around 1 nm. 

• Multi-walled carbon nanotubes (MWCNTs): they are constituted by 

multiple layers of graphene rolled up together. MWCNTs can reach 

diameters in the order of few hundreds of nanometers and the graphene 

layers are coaxial, typically 0.3–0.4 nm apart from each other. 

CNTs have a large surface area and therefore they have potential as sorbent 

materials. CNTs have been proposed as sorbents both in sample preparation 

[39,40] and in the context of sewage treatment, to scavenge both organic and 

inorganic contaminants [41,42]. 
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Figure 3.3. Schematic representation of a SWCNT (left) and a MWCNT (right). Reprinted with 
permission from [43]. 

CNTs can establish interaction with other molecules mainly thanks to the 

delocalized electrons on their entire surface. Such interactions are π–π stacking, 

CH–π and π–cation interactions, and London dispersion forces. In addition, dipole-

dipole interactions and hydrogen bonding can be exploited after proper 

modification of CNTs with the introduction of polar functional groups [39,40]. 

In the framework of a research activity devoted to the development of miniaturized 

extraction techniques, this study aimed at evaluating the extraction capability of 

various CNTs as SPME coating for the determination of PCPs in water samples. A 

pool of 12 PCPs were selected as model compounds (Table 3.1xxxiv), including the 

substances commonly found in the environment [12,44–46]. The SPME procedure 

was optimized by evaluating the effect of four different types of CNTs in a first step, 

and the effect of extraction time and temperature thereafter. The validated method 

was succesfully utilized for the determination of PCPs in surface water samples, 

collected in various water bodies in Northern Italy.  

 
xxxiv Molecular structures were retrieved from PubChem (https://pubchem.ncbi.nlm.nih.gov/, accessed 29/08/2022) 
and the properties of concern from the European Chemical Agency (https://echa.europa.eu/it/home, accessed 
29/08/2022) 

https://pubchem.ncbi.nlm.nih.gov/
https://echa.europa.eu/it/home
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Table 3.1. Overview of the analytes included in this study. 

Analyte Molecular structure a PCP category Properties of 
concern in EU a 

(+)-limonene  Fragrance Ss 

PBT 

Cinnamaldehyde  Fragrance Ss 

Eugenol  Fragrance Ss 

Butylated 
hydroxytoluene 

 Antioxidant ED 

i-eugenol  Fragrance Ss 

Amyl salicylate  Fragrance 
UV filter 

n.n. 

Hexyl salicylate  Fragrance 
UV filter 

Ss 

2’-acetonahphtone  Fragrance n.n. 

(–)-ambroxide  Fragrance n.n. 

Triallate  Plant 
protection 
product 

Ss 

2-ethylhexyl-4-
methoxycinnamate 

 UV filter n.n. 

a ◾hydrogen; ◾oxygen; ◾nitrogen; ◾sulfur; ◾chlorine. b bold: recognized property; plain: broad 
agreement about the property; underlined: property under evaluation; grey: property reported in a 
minority of notifications; Ss: skin sensitizing; PBT: persistent, bioaccumulative, and toxic; ED: endocrine 
disruptor; n.n.: not notified. 
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3.2. Materials and methods 

3.2.1. Chemicals and materials 

Methyl alcohol (> 99%) and HF (48% in H2O) were obtained from Merk (Milan, 

Italy). NaCl (> 99.99%) was obtained from VWR Chemicals (Milan, Italy). 

Amyl salicylate (AmS), 2-ethylhexyl-4-methoxycinnamate (EHMC), triallate (Tri, all 

analytical grade), butylated hydroxytoluene (BHT), cinnamaldehyde (Cin), eugenol 

(Eug), hexyl salicylate (HexS, all > 99%), isoeugenol (iEug, mixture of cis-/trans-

isomers, > 98%), and perdeuterated naphthalene (≥ 98%; deuteration grade > 

99%) were obtained from Merk. 2’-acetonaphtone (2AcN, > 99%) was obtained 

from Acros Organics (Milan, Italy). Benzyl salicylate (BzS, > 99%) was obtained 

from Alfa Esar (Kandel, Germany). (–)-ambroxide (Amb, > 98%) was obtained from 

TCI Chemicals (Zwijndrecht, Netherlands). (+)-limonene (Lim, > 98%) was 

obtained from Fluka (Seelze, Germany). 

Helical multi-walled carbon nanotubes (HMWCNTs; average diameter: 100–200 

nm; length: 10–30 µm), multi-walled carbon nanotubes with an average diameter of 

50 nm (MWCNTs50; length: 10–20 µm), multi-walled carbon nanotubes with an 

average diameter < 8 nm (MWCNTs8; length: 10–30 µm), and carboxylated 

graphitized multi-walled carbon nanotubes (MWCNTs–COOH; average diameter: 50 

nm; length: 10–20 µm) were obtained from Cheap Tubes Inc. (Massachusetts, USA). 

Bare fused silica SPME fibers (length: 1 cm) and 50/30μm DVB/Carboxen™-PDMS 

fibers (length: 1 cm) were obtained from Supelco (Bellefonte, USA). Duralco 4460 

epoxy glue was obtained from Cotronics Corp. (Brooklyn, USA). 

Milli-Q water was produced by means of a Millipore Milli-Q Element A10 water 

purification system (Merk-Millipore, Milan, Italy). 

Working solutions were prepared by proper dilution of the analytes and N-d8 in 

methanol. Diluted solutions were kept at 4 °C in the dark until use. 

3.2.2. Preparation and characterization of the fibers 

3.2.2.1. Fiber fabrication 

The CNTs-coated fibers were fabricated by following a dipping procedure [40]. 

Bare fused silica fibers were submerged into an aqueous HF solution (40% v/v) for 

10 s and then washed several times in Milli-Q water. The etched fibers were let dry 

into a desiccator overnight. 
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Once dried, the fibers were vertically dipped into the Duralco 4460 epoxy glue and, 

after 2 min into the CNT powder for three times. The coatings were let harden 

overnight. For each coating (HMWCNTs, MWCNTs50, MWCNTs8, and MWCNTs–

COOH) three fibers were fabricated. 

Each fiber was conditioned in the GC injection port at 320 °C for 1 h under a 

constant flow of helium. 

3.2.2.2. Fiber characterization 

Morphological investigation was carried out by using a Quanta FEG 250 (Thermo 

Fisher Scientific, Waltham, USA) Environmental Scanning Electron Microscope 

(ESEM) equipped with a XFlash 6 | 30 (Bruker, Billerica, USA) detector. 

Thermal stability was assessed via Thermo-Gravimetric Analysis (TGA) by heating 

at 10 °C/min under nitrogen atmosphere in the 40–400 °C range. The investigation 

was carried out on a TGA 7 instrument by PerkinElmer (Waltham, USA). Fiber 

bleeding was investigated by placing the fibers in the GC injection port at 320 °C for 

2 min. 

3.2.3. Optimization of the extraction procedure 

Optimization of the SPME procedure was carried out by performing extraction 

experiments on 19.5 mL of aqueous solutions containing the analytes. SPME was 

operated in Direct Immersion mode (DI). The response variable was the peak area 

of each analyte. 

3.2.3.1. Preliminary evaluation of the coating performance 

The performance of each CNTs-based coating was tested by carrying out extraction 

experiments on aqueous samples at the concentration of 2 µg/L of each analyte. 

Each sample was equilibrated for 10 min at 45 °C. Thereafter, the fiber was 

immersed into the sample solution for 30 min at 45 °C under constant agitation 

(250 rpm). Then, the fiber was placed in the GC injection port at 320 °C for 2 min. 

For each fiber, three independent replicated extractions were performed (N = 3 

fibers per coating, n = 3 extractions per fiber). 

Differences in the average responses for each coating were highlighted with one-

way ANOVA. Homoscedasticity and normality were tested beforehand with 

Bartlett’s test and Shapiro-Wilk test, respectively. For statistically significant 

results, the effect size was estimated in terms of Cohen’s η2 [47] and, post-hoc 

multiple pairwise comparisons were carried out with Student’s t-tests with a 

Bonferroni correction. The confidence level was 95%. 
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3.2.3.2. Optimization 

Two main factors (k = 2) were investigated at three levels within their respective 

experimental domain according to a Box-Wilson Central Composite Design (CCD): 

extraction temperature (X1, 30–60 °C) and extraction time (X2, 15–45 min). In total, 

N = 12 experiments were carried out, including n0 = 4 experiments in the center of 

the experimental domain to estimate the pure experimental variance. 

A full second-order model was postulated. The significance of the regression 

coefficients was evaluated with a backward-stepwise variable selection algorithm 

(αto remove = 0.05). Each model was evaluated in terms of fraction of explained 

variance (R2) and validity was evaluated by carrying out a lack-of-fit F-test (α = 

0.05). 

The global optimal conditions were identified according to Derringer’s method 

[48]. Single desirability functions di were defined for each analyte according to 

Equation 3.1: 

𝑑𝑖 =

{
 

 
0, 𝑦𝑖 < 0

𝑦𝑖

1.2 × 𝑦𝑖
MAX , 0 ≤ 𝑦𝑖 ≤ 1.2 × 𝑦𝑖

MAX

1, 𝑦𝑖 > 1.2 × 𝑦𝑖
MAX

 

Equation 3.1 

yiMAX is the maximum predicted response within the experimental domain. The 

optimal conditions were in correspondence of the maximum global desirability 

(Equation 2.42), computed as unweighted geometric mean of the single desirability 

functions. The maximum was found with a derivative-free search algorithm.  

3.2.4. Operating procedure and instrumental conditions 

3.2.4.1. Sample preparation  

A volume of 19.5 mL of sample was introduced into 20 mL amber glass vials. The 

aliquot was spiked with the internal standard (IS) solution so that its final 

concentration was 250 ng/L. The IS was N-d8. 

Each sample was equilibrated for 10 min at 60 °C. Thereafter, the HMWCNTs-based 

fiber was immersed into the sample solution for 45 min at 60 °C under constant 

agitation (250 rpm). Then, the fiber was placed in the GC injection port at 320 °C for 

2 min. These operations were carried out with the aid of a PAL COMBI-xt 

autosampler (CTC Analytics AG, Zwingen, Switzerland). 
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3.2.4.2. GC–MS 

Instrumental analyses were carried out with a HP 6890 Series Plus gas 

chromatograph hyphenated with an MSD 5973 mass spectrometer (both by Agilent 

Technologies, Milan, Italy). 

The split/splitless injector temperature was 320 °C. The injection was executed in 

splitless mode into a 5190-4056 ultra-inert liner (Agilent Technologies). An Rxi-

17Sil MS capillary column (30 m length × 0.25 mm i.d., 0.25 μm film thickness; 

Restek, Bellefonte, USA) was used for the chromatographic separation with the 

following temperature program: 60 °C, 15 °C/min to 120 °C, 3 °C/min to 180 °C, 20 

°C/min to 280 °C, 5 °C/min to 290 °C, held for 1.00 min (runtime: 32.00 min). The 

carrier gas was helium (constant flow rate: 1.2 mL/min). The transfer line was 

maintained at 280 °C. 

The single quadrupole mass spectrometer was operated in electron ionization 

mode (EI; 70 eV). The ion source and the quadrupole were held at 230 and 150 °C, 

respectively. Mass spectra were registered in selected ion monitoring (SIM) mode 

(dwell time: 30 ms; electron multiplier voltage: 2.470 kV). The acquisition started 

2.00 min after the injection. One microliter of a solution containing both the 

analytes and the IS (concentration: 1 mg/L) in methyl alcohol was injected and the 

mass range 50–350 m/z was recorded to properly set the time scheduled SIM 

program. The retention times and the monitored m/z ratios for each compound are 

reported in Table 3.2. 

Table 3.2. Retention times and monitored ions of the compounds involved in the present study. 
Qualifier ions are reported in plain text, quantifier ions are reported in bold text. 

Compound Retention time (min) Monitored m/z ratios  

Lim 3.57 68, 93 

N-d8 7.05 108, 136 

Cin 9.71 103, 131 

Eug 10.56 149, 164 

BHT 12.88 205, 220 

iEug 13.63 131, 164 

AmS 15.59 120, 208 

HexS 18.61 120, 222 

2AcN 20.97 127, 155 

Amb 21.35 137, 221 

Tri 24.77 86, 268 

BzS 26.51 91, 228 

EHMC 29.29 161, 178 
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3.2.5. Method validation 

The SPME–GC–MS method was validated by working under the optimized 

conditions according to the EURACHEM guidelines [49]. The validation study was 

carried out with matrix-matched standards that were subjected to the whole 

analytical process. Tap water was used as blank matrix. 

Limits of detection and limits of quantitation (LODs and LOQs, respectively) were 

evaluated by estimating the standard deviation s0 of m = 10 independent replicated 

measurements of blank matrix fortified with a detectable amount of analytes. The 

average signal of the blank y0 was estimated by submitting to analysis n = 5 

procedural blanks. Detection and quantitation limits, expressed in the signal 

domain, were calculated according to Equation 2.43 and 2.44, respectively, 

considering that n = 3 replicated measurements will be averaged when reporting 

the results. The corresponding concentrations were calculated by their projection 

on the x axis. Calibration functions were evaluated on k = 6 levels exploring two 

orders of magnitude from the LOQ (n = 3 independent replicated measurements per 

level) for all the analytes. The intercept was tested for significance with the 

Student’s t-test (α = 0.05). Linearity and validity were evaluated, by applying 

Mandel’s test and lack-of-fit test (α = 0.01 and α = 0.05, respectively). 

Repeatability and intermediate precision were evaluated in a single study by 

carrying out n = 6 independent measurements per day for three days by using a 

different fiber each day. Repeatability and intermediate precision standard 

deviations were estimated according to Equation 2.48 and 2.49 and expressed as 

relative standard deviations (RSD%). ANOVA was applied to assess whether the 

results obtained under intermediate precision conditions were significantly 

different among each other (α = 0.05). Trueness was expressed as spike recovery 

rate (RR’%, Equation 2.52) by submitting n = 10 independent replicated 

measurements to the whole analytical process. Precision and bias were evaluated 

on three levels for each analyte (Table 3.3). 

Enrichment capabilities of the HMWCNTs-based coating were evaluated in terms of 

enrichment factors (EFs). EFs were calculated according to Equation 2.53 by 

submitting to SPME aqueous solutions spiked with each analyte at 200 ng/L and by 

injecting 1 µL of a solution containing all the analytes in methyl alcohol at 50 µg/L. 

The EFs of the proposed coating were compared with the ones obtained by using 

the DVB/Carboxen™-PDMS fiber (n = 3 independent replicated measurements). For 

the latter, a desorption temperature of 250 °C was used. The responses were 
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adjusted by the corresponding response factor as they were carried out at different 

concentration levels. 

Table 3.3. Concentration levels for the precision and bias studies. All the values are reported in ng/L. 

 Precision Trueness 

Analyte L1 a L2 L3 L1 a L2 L3 

Lim 3.2 250 1800 3.2 500 1500 

Cin 42.3 500 5000 42.3 1000 3000 

Eug 20.6 500 5000 20.6 1000 3000 

BHT 2.9 125 900 2.9 250 750 

iEug 20.1 500 5000 20.1 1000 3000 

AmS 4.1 125 900 4.1 250 750 

HexS 4.4 50 450 4.4 100 350 

2AcN 4.6 500 1800 4.6 750 1500 

Amb 4.1 250 1800 4.1 500 1500 

Tri 7.8 250 1800 7.8 500 1500 

BzS 0.7 50 450 0.7 100 350 

EHMC 3.0 50 450 3.0 100 350 
a evaluation carried out at the LOQ. 

3.2.6. Analysis of real samples 

Eleven samples were collected during a monitoring campaign (February 2020) of 

different water bodies in the Northern Italy (Table 3.4). Samples were collected 

keeping a proper distance from the bank. Samples were stored in 100 mL 

decontaminated clear glass bottles filled to the top. Samples were preserved at 4 °C 

and analyzed within 15 days after the sampling. Samples were submitted to 

analysis with the proposed analytical method after proper dilution in triplicate. 

3.2.7. Software 

GC–MS data were handled with the HP ChemStation (Agilent Technologies) 

software. The significance of the coefficients was evaluated by means of SPSS 

Statistics v.23.0 (IBM, Milan, Italy) software. Multicriteria optimization was carried 

out by running a custom macro in Excel (Microsoft, Washington, USA). 
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Table 3.4. Locations of the samples that were collected and analyzed in the framework of the present 
study. 

Sample Area Province Water body Name 

A Sirmione Brescia Lake Garda 

B Rivoltella del Garda Brescia Lake Garda 

C Montichiari Brescia River Chiese 

D Sassuolo Modena River Secchia 

E S. Vittoria di Gualtieri Reggio 
Emilia 

River Tassone 

F Traversetolo Parma River Termina 

G Fiorenzuola d’Arda Piacenza River Arda 

H Finale Emilia Modena Outlet of a wastewater 
treatment facility 

– 

I S. Quirico Parma River Taro 

J Colorno Parma River Po 

K Colorno Parma River Naviglio 

 

3.3. Results and discussion 

3.3.1. Characterization of the CNTs-based coatings 

As mentioned earlier, CNTs have interesting topological, geometric, and 

physicochemical properties that make them attractive as SPME coating. In the 

framework of this study, four different types of CNTs were taken into consideration 

for the fabrication of SPME devices. 

HMWCNTs, MWCNTs50, and MWCNTs8 have different diameters and spatial 

configurations and differ in surface area. These three types of CNTs can interact 

with the analytes via π–π stacking, CH–π interactions, and London dispersion 

forces. MWCNTs–COOH had the same size of MWCNTs50, but their surface was 

both graphitized and functionalized with –COOH groups. Graphitization exposes 

graphene leaves on the surface of the CNTs [50], thus increasing both the surface 

area and, the possibility of interacting via π–π stacking, CH–π interactions, and 

London dispersion forces. The functionalization with –COOH groups allows 

hydrogen bonding and dipole-dipole interactions with polar functional groups 

present in the molecular structure of the analytes. 

All the investigated CNTs proved being thermally stable up to 400 °C with a mass-

loss below 3%. For temperatures higher than 160 °C, MWCNTs–COOH showed a 
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steeper mass loss than the other CNTs. This was most likely ascribable to the loss of 

–COOH functional groups through decarboxylation [51]. Thermal stability was 

further investigated by placing the fibers into the GC injector for 2 min at 320 °C 

after proper conditioning. TGA curves and gas chromatograms (SIM–MS mode, see 

Table 3.2) are reported in Figure 3.4. The morphology of the fibers was investigated 

by ESEM. All the fabricated fibers showed a homogeneous coating. The thicknesses 

of the coatings were: 41.1 (± 3.7) µm for the HMWCNTs-based fiber, 40.7 (± 3.5) µm 

for the MWCNTs50-based fiber, 40.6 (± 4.4) µm for the MWCNTs8-based fiber, and 

40.5 (± 4.1) µm for the MWCNTs–COOH-based fiber (results are reported as mean ± 

one standard deviation; N = 3 fibers per coating, n = 3 replicated measurements per 

fiber). As an example, the ESEM micrograph of the HMWCNTs-based fiber is 

reported in Figure 3.5. 

Figure 3.4. Results of the TGA (left) and GC–SIM–MS chromatograms obtained via thermal desorption 
(right). 
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Figure 3.5. ESEM micrograph of the HMWCNTs-based coating. Reprinted from [52]. 

3.3.2. Optimization of the SPME procedure 

3.3.2.1. Preliminary evaluation of the coating performance 

The analytical performance of the investigated CNTs-based coatings was evaluated 

before the proper optimization stage. The desorption temperature and the 

desorption time were set at 320 °C and 2 min, respectively, according to what was 

observed from the TGA measurements and the evaluation of bleeding. The 

responses were transformed by taking the square root to fulfill the 

homoscedasticity assumption. ANOVA was carried out on the transformed 

responses: statistically significant differences were found in the average responses 

for all the analytes (p < 0.05; Cohen’s η2 ≥ 0.88). The results are depicted in Figure 

3.6. HMWCNTs and MWCNTs8 performed the best in terms of repeatability, with 

RSD% < 20%, whereas for the MWCNTs50 and MWCNTs–COOH RSD% within 24% 

and 23%, respectively, were observed. 

As a general comment, HMWCNTs showed better or not significantly different 

performance than the other investigated coatings (p > 0.05, Bonferroni adjusted). It 

has been reported in the literature that the shape and topological features of the 

analytes are the primary factor that influences their ability to interact with 

MWCNTs [53], but the reasons behind the superior sorptive capabilities of 

HMWNCTs are still a matter of debate.  
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Figure 3.6. Coating effect on the extraction of the analytes. Results are plotted as mean ± one standard 
deviation (N = 3 fibers per coating, n = 3 independent replicated measurements per fiber). Reprinted 

from [52]. 

The results observed in the present study could find an explanation in the lack of 

functional groups on the surfaces on HMWCNTs as well as in their helicoidal shape, 

as these two features yields a high surface area. Other studies have found similar 

results in evaluating the performance of different CNTs on the extraction of 

pharmaceuticals and polycyclic aromatic hydrocarbons [54–56]. 

In only two instances MWCNTs–COOH showed the best performance (p < 0.05, 

Bonferroni adjusted), particularly towards Cin and Tri. This could be ascribed to 

the presence of strongly polar groups in the structure of the abovementioned 

analytes. MWCNTs–COOH did not appear suitable for the extraction of the other 

analytes, as the carboxylic groups can interact via hydrogen bonding with water, 

hindering the interaction with the analytes. In addition, hydrophobic and π–π 

interactions are weakened by the presence of carboxylic groups [54]. Furthermore, 

lower desorption temperatures had to be used to ensure adequate reusability for 

the MWCNTs–COOH-based fiber avoiding decarboxylation [51]. In this case, the 

main drawback resulted in the incomplete desorption of the analytes.  

Based on these findings, HMWCNTs were selected as the coating material for 

further method development. 

3.3.2.2. Optimization 

Among the several parameters that could potentially affect the efficacy of the SPME 

procedure, extraction temperature and extraction time are among the most critical 
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ones [29,30]. Extraction temperature and extraction time were, therefore, studied 

as main factors. The experimental domains were set by taking into consideration 

operative limitations. 

• Extraction temperature: temperatures lower than 30 °C were difficult to 

stabilize, whereas temperatures higher than 60 °C were not considered to 

avoid the desorption of the analytes from the fiber. 

• Extraction time: extraction times higher than 15 min were considered to 

ensure a good analytical response from all the analytes, whereas extraction 

times higher than 45 min were not taken into consideration to guarantee a 

good balance between the time required for the extraction and the analysis 

time. 

Ionic strength was not investigated as preliminary experiments (data not shown) 

revealed that no significant improvement (p > 0.05) was produced when NaCl was 

added in a concentration range of 0–10% w/w. Moreover, when the concentration 

was 20% w/w the responses decreased. This is most likely ascribable to the 

increased viscosity of sample solutions, making more difficult for the analytes to 

diffuse to the coating interface. Similar results have been previously reported 

[57,58]. 

The responses were left untransformed, and the models were calculated. ANOVA 

showed that all the models were valid (p > 0.05), meaning that the error deriving 

from approximation is not significantly greater than the variance that it could be 

expected experimentally. The models showed R2 in the 0.65–0.91 range. For the 

sake of brevity, Lim, HexS, and EHMC surface plots were shown to exemplify the 

typical shapes of response surfaces (Figure 3.7), whereas the regression models are 

reported in Table 3.5. 

All the terms in the regression models had a positive coefficient. As far as the main 

factors are taken into consideration, it can be stated that temperature had a 

positive influence on the response, as it increases the diffusion coefficients of the 

analytes towards the fiber interface [29,30]. As for extraction time, salicylate esters 

and EHMC responses resulted in being positively influenced by a protracted 

exposure of the fiber into the sample solution. Salicylate esters and EHMC models 

also included the interaction term, and EHMC model also retained the quadratic 

term for extraction temperature. 
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Figure 3.7. Response surfaces of Lim, HexS, and EHMC. The predicted response for each analyte is 
plotted as a function of extraction temperature and extraction time (X1 and X2, respectively). 

Table 3.5. Regression models calculated for each analyte. 

Analyte Equation a 

Lim y = 10960 (±880) + 5500 (±1200)X1 

Cin y = 3100 (±370) + 2280 (±350)X1 

Eug y = 540 (±60) + 420 (±80)X1 

BHT y = 12700 (±1200) + 7900 (±1700)X1 

iEug y = 730 (±60) + 720 (±80)X1 

AmS y = 14800 (±1600) + 9900 (±2300)X1 + 5900 (±2300)X2 
+ 6900 (±2900)X1X2 

HexS y = 15500 (±1600) + 9400 (±2300)X1 + 5900 (±2300)X2 
+ 7100 (±2800)X1X2 

2AcN y = 4610 (±490) + 2900 (±700)X1 

Amb y = 15700 (±1400) + 8100 (±1900)X1 

Tri y = 6020 (±570) + 3380 (±810)X1 

BzS y = 23000 (±2500) + 14100 (±3600)X1 + 8500 (±3600)X2 
+ 10800 (±4400)X1X2 

EHMC y = 23400 (±4200) + 10600 (±4200)X1 + 18200 (±4200)X2 
+ 20600 (±5200)X1X2 + 32400 (±6000)X12 

a only the terms that were retained by the variable selection process are reported (αto remove = 0.05), the 
coefficients (X1: extraction temperature; X2: extraction time) are reported as coefficient (± standard 
error) rounded at two significant digit. 

The optimal conditions required an extraction temperature of 60 °C and a 

extraction time of 45 min. The global desirability corresponding to such 

experimental conditions was D = 0.91, with single desirability values di ≥ 0.90. A 

non-zero global desirability value means that a set of conditions able to fulfill the 

optimization criteria for all the responses could be found, whereas its high value 

denotes a high degree of accordance between the single desirability values. The 
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identified experimental conditions were valid, as the lack-of-fit was not statistically 

significant (p > 0.05). 

3.3.3. Method validation 

The SPME–GC–MS method was validated operating under optimized conditions. 

The LODs, LOQs, calibration range, and equation of the calibration functions are 

reported in Table 3.6. 

The method exhibited LODs in the 0.2–12.7 ng/L range, suitable for the detection of 

the investigated analytes at trace and ultra-trace levels, whereas LOQs were in the 

0.7–42.3 ng/L range. All the calibration functions proved to be linear (p > 0.01) at 

least within two orders of magnitude starting from the LOQ and statistically 

significant (p < 0.05). In addition, the approximation error was not significantly 

greater than the expected pure experimental variation (p > 0.05). 

Satisfactory results were obtained from the precision and trueness studies, with the 

results summarized in Table 3.7 and in Figure 3.8, respectively. There were not 

statistically significant differences in the results obtained under intermediate 

precision conditions. 

Table 3.6. LODs, LOQs, calibration range, and calibration curve equations of the SPME–GC–MS analytical 
method. LODs, LOQs, and calibration range values are reported in ng/L. 

    Calibration curve equation a 

Analyte LOD LOQ Range b0 ± SE b b1 ± SE b 

Lim 1.0 3.2 LOQ–2000 7 (±2)×10-2 1.26(±0.02)×10-3 

Cin 12.7 42.3 LOQ–7500 – c 3.24 (±0.03)×10-4 

Eug 6.2 20.6 LOQ–7500 – 4.13 (±0.03)×10-4 

BHT 0.9 2.9 LOQ–1000 – 2.81 (±0.03)×10-3 

iEug 6.0 20.1 LOQ–7500 – 7.45 (±0.09)×10-4 

AmS 1.2 4.1 LOQ–1000 – 6.13 (±0.04)×10-3 

HexS 1.3 4.4 LOQ–500 – 1.38 (±0.01)×10-2 

2AcN 1.4 4.6 LOQ–2000 – 2.17 (±0.04)×10-4 

Amb 1.2 4.1 LOQ–2000 0.21 (±0.05) 1.32 (±0.04)×10-3 

Tri 2.3 7.8 LOQ–2000 – 5.48 (±0.08)×10-4 

BzS 0.2 0.7 LOQ–500 – 1.55 (±0.01)×10-2 

EHMC 0.9 3.0 LOQ–500 – 8.04 (±0.11)×10-3 
a the equation of the calibration curve is y = b0 + b1x. b the intercept and slope are reported as coefficient 
± standard error rounded at one significant digit. c – not significant (p > 0.05). 
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Table 3.7. Results of the precision study. RSD% referring to repeatability is marked with an r in apex and 
the one referring to intermediate precision is marked with an I in apex. Results are rounded at the 
nearest integer. 

 L1 a L2 a L3 a 

Analyte RSDr% RSDI% RSDr% RSDI% RSDr% RSDI% 

Lim 6 19 7 9 3 4 

Cin 6 18 10 12 1 3 

Eug 9 17 2 4 1 2 

BHT 2 19 4 5 3 4 

iEug 7 18 2 13 3 5 

AmS 12 19 9 11 1 2 

HexS 12 19 11 12 2 3 

2AcN 12 13 12 17 4 5 

Amb 2 19 5 6 6 8 

Tri 6 20 9 11 3 5 

BzS 12 19 5 14 1 2 

EHMC 1 20 12 15 4 5 
a the concentration levels are reported in Table 3.3. 

Figure 3.8. Results of the trueness study. Results are reported as mean ± semiamplitude of the 95% 
confidence interval (n = 10). The horizontal dashed line corresponds to a RR% = 100%. The 

concentration levels L1, L2, and L3 are reported in Table 3.3. 

The most hydrophobic compounds and 2AcN showed the highest EFs (Figure 3.9). 

In the case of 2AcN, this behavior could find an explanation in the structure of the 

analyte: in fact, 2AcN is characterized by an electron-poor naphthalene scaffold that 

can interact with electron-rich HMWCNTs. The performance of the proposed 
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HMWCNTs-based coating was compared with that of a commercially available 

SPME fiber, i.e., DVB/Carboxen™-PDMS fiber. The latter is and adsorptive coating 

whose characteristics make it suitable for the vast majority of routine applications. 

The HMWCNTs-based coating provided better or not significantly different EFs 

than the ones achieved by the DVB/Carboxen™-PDMS fiber, with an average 

improvement of 6 standard deviations [59]. 

The proposed analytical methodology provided LODs substantially lower than the 

ones reported in other studies [60,61] dealing with the determination of this class 

of analytes also by using more selective and sensitive techniques, such as MS/MS 

[12,44–46]. It is worth mentioning that the volume of the aliquots requested by the 

proposed SPME–GC–MS method were considerably lower than the ones requested 

by methodologies reported in other studies dealing with the determination of such 

analytes via solid phase extraction followed by GC–MS/MS [12,44–46]. In addition, 

the devised method is solventless and requires minimum sample handling, as SPME 

can be completely automated. 

Figure 3.9. Enrichment factors for the HMWCNTs-based fiber and the DVB/Carboxen™-PDMS fiber. 
Results are reported as mean ± one standard deviation (n = 3). Reprinted from [52]. 

3.3.4. Analysis of real samples 

The proposed analytical method was used for the analysis of 11 surface water 

samples collected during a sampling campaign, in February 2020. The samples 

were collected from rivers and lakes belonging to the drainage basin of the Po 

River. Po is 652 km long and its drainage basin extends for about 71000 km2xxxv. 

These characteristics make the Po River the longest river in Italy and the one with 

the largest drainage basin. The Po River flows, for the vast majority of its length, 

across the Padan Plain, a highly populated area, but the distribution of the 

population is not uniform. Within this frame of reference, the monitoring of PCPs in 

 
xxxv https://www.adbpo.it (accessed 03/09/2022) 

https://www.adbpo.it/PBI/PBI_progetto_piano/02_Allegato1_Bilancio_Asta_Po_V06_10_2016.pdf
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the drainage basin of the Po River could provide useful information related to the 

anthropic impact of the population on the water quality.  

The results obtained in this study are summarized in Table 3.8. With the exception 

of sample B, in which none of the investigated analytes was detected, the other ones 

showed various concentration levels of the analytes, ranging from few ng/L to few 

hundreds ng/L. BHT was quantified in 9 out of 11 samples: the widespread 

presence of this compound could find an explanation in the fact is widely used as an 

antioxidant in the food and pharmaceutical industries as well as in the 

manufacturing of plastic materials [62]. Lim and Amb were the second most widely 

detected analytes, being present in 4 samples out of 11. AmS, HexS, 2AcN, and Tri 

were not detected in any of the analyzed samples. 

Sample H was characterized by the highest overall concentration of PCPs, i.e., 420 

(± 10) ng/L, with BHT being the most abundant analyte. The high concentration of 

analytes detected in this samples agrees with what has already been reported in the 

literature: high concentration levels of PCPs can be found in sample collected in the 

neighboring of wastewater treatment facilities [1–3,15]. This could be an indication 

about the persistence in the environment of these compounds and their non-

exhaustive removal by the unitary operations involved in wastewater treatment 

processes. 

3.4. Conclusions 
This study was devoted to the evaluation of the potential of four different CNTs for 

the fabrication of SPME coatings. The fabricated fibers were used for the SPME–GC–

MS analysis of a pool of 12 PCPs in surface water samples. HMWNCTs proved to be 

the most promising material for the adsorption of the investigated compounds and, 

therefore, MNWCNTs-based fibers were utilized for further method development. 

The method was validated according to the EURACHEM guidelines, providing LODs 

and LOQs suitable for the analysis of the investigated PCPs at trace and ultra-trace 

levels. The enrichment factors were noticeable, and they were compared with the 

ones obtained with a commercially available SPME fiber, namely the 

DVB/Carboxen™-PDMS. The HMWCNTs-based coating showed enrichment 

capabilities, on average, 6 standard deviations higher than the ones obtained for the 

commercial fiber, with the only exception of 2 analytes. On a closing note, the 

proposed methodology can be considered suitable for the determination of PCPs at 

trace and ultra-trace levels in full respect of the principles of Green Analytical 

Chemistry, as no extraction solvents were involved in the operating procedures. 
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Chapter 4 | Development of a magnetic Metal-
Organic Framework composite for the 

dispersive micro solid-phase extraction of 
polycyclic aromatic hydrocarbons from water 
samples 

4.1. Introduction 

4.1.1. Polycyclic aromatic hydrocarbons 

Polycyclic aromatic hydrocarbons (PAHs) are organic compounds constituted of a 

minimum of two aromatic rings fused together. Depending on the production 

mechanism and on how they enter the environment, PAHs can be classified in three 

main categories [1–3]: 

• Pyrogenic: most PAHs present in the environment are pyrogenic. They are 

produced by the incomplete combustion of organic matter at temperatures 

typically higher than 350 °C. 

• Petrogenic: this class of PAHs have formed through over million years 

through the geochemical conversion of organic matter at temperatures of 

100–150 °C and high pressures. The result of this conversion is what today 

it is called fossil fuels, i.e., petroleum and coal. Petrogenic PAHs have a 

relative high fraction of alkylated compounds in respect to pyrogenic and 

biogenic ones.  

• Biogenic: biogenic PAHs represent the minoritarian fraction. They are 

produced by the biological conversion of substrates of various nature. 

Perylene and retene are examples of biogenic PAHs [4]. 

Besides the production mechanisms, both natural processes and anthropic 

activities can introduce these compounds into the environment [1]. Pyrogenic PAHs 

can enter the ecosystems, e.g., via volcanic eruptions or wildfires, as well as 

domestic and industrial activities that involve combustion. Erosion in proximity of 

coal and petroleum reservoirs or accidental leakages represents examples on how 

petrogenic PAHs can access the environment. 

PAHs are ubiquitous, as that they can be found in all environmental matrices, and 

persist into the environment, meaning that they resist to degradation processes 
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and are subjected to bioaccumulation phenomena. With the Regulation EU 

2019/1021xxxvi, the European Union included PAHs in the persistent organic 

pollutants (POPs) list. The Regulation aims at protecting human health and the 

environment by banishing or restricting the use and the emission in the 

environment of such substances. The need for regulation and monitoring in 

environmental matrices is due to their well-known adverse effects on the health of 

humans and other organisms. In fact, many PAHs are suspected or certainly 

carcinogenic, mutagenic, or toxic for the reproductive systemxxxvii. Given their 

persistence in the environment and the adverse effects they have on health, the 

United States Environmental Protection Agency (US-EPA) included 16 PAHs in the 

Priority Pollutants List (Table 4.1), published at 40 CFR Part 423xxxviii. 

Table 4.1. PAHs included in the US-EPA Priority Pollutants List along with their classification as 
carcinogenic, mutagenic or reprotoxic according to the Regulation (EC) 1272/2008xxxix.  

PAH Carcinogenic Mutagenic Reprotoxic 

naphthalene 2 a n.n. b n.n. 

acenaphthylene n.n. n.n. n.n. 

acenaphthene n.n. n.n. n.n. 

fluorene n.n. n.n. n.n. 

phenanthrene 2 n.n. n.n. 

anthracene 1B/2 n.n. n.n. 

fluoranthene n.n. n.n. n.n. 

pyrene n.n. n.n. n.n. 

benz[a]anthracene 1B n.n. n.n. 

chrysene 1B 2 n.n 

benzo[b]fluoranthene 1B n.n. n.n. 

benzo[k]fluoranthene 1B n.n. n.n. 

benzo[a]pyrene 1B 1B 1B 

indeno[1,2,3-c,d]pyrene 2 n.n. n.n. 

dibenz[a,h]anthracene 1B n.n. n.n. 

benzo[g,h,i]perylene n.n. n.n. n.n. 
a underlined: the classification has been harmonized; plain: the classification has only been notified. b not 
notified. 

PAHs included in the Priority Pollutants Lists are intended to be monitored 

specifically in water bodies, as evidence suggests that there are several ways PAHs 

 
xxxvi http://data.europa.eu/eli/reg/2019/1021/oj (accessed 05/08/2022) 
xxxvii https://echa.europa.eu/it/home (accessed 05/08/2022) 
xxxviii https://www.ecfr.gov/current/title-40/chapter-I/subchapter-N/part-423 (accessed 05/08/2022) 
xxxix http://data.europa.eu/eli/reg/2008/1272/oj (accessed 05/08/2022) 

http://data.europa.eu/eli/reg/2019/1021/oj
https://echa.europa.eu/it/home
https://www.ecfr.gov/current/title-40/chapter-I/subchapter-N/part-423#ap40.31.423_117.a
http://data.europa.eu/eli/reg/2008/1272/oj
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can reach water bodies, including run-offs, deposition from the atmosphere, and 

direct discharge [5,6]. In addition, since water is one of the main supplies for the 

sustenance of agriculture and husbandry, the use of contaminated water poses a 

risk not only towards the exposure of water itself, but also towards food deriving 

from those activities [6]. 

4.1.2. Magnetic dispersive micro solid-phase extraction 

The detection and quantitation of PAHs in environmental matrices is challenging 

due to their low concentration levels. To reach the required sensitivity for the 

quantitation of such analytes, official analytical methodologies, such as the EPA 

Method 610xl, typically involves the treatment of large volumes of sample with 

chlorinated solvents. 

With the advent of Green Analytical Chemistry [7], new challenges have been posed 

in the development of analytical methodologies paying attention to their impact on 

the environment. In this context, reduction of sample size, utilization of reduced 

amounts of solvents, and integration of multiple steps of the analytical process (e.g., 

preconcentration and clean-up), represent few valuable strategies to meet the 

requirements of Green Analytical Chemistry. The abovementioned approaches are 

the core of miniaturized sample preparation techniques. 

Dispersive micro solid-phase extraction (D-µSPE) [8] can be considered the 

miniaturized version of the sample preparation technique formerly introduced by 

Michelangelo Anastassiades and coworkers in 2003 [9]. In D-µSPE (Figure 4.1): 

1. the sorbent is dispersed into the liquid sample and, after an adequate 

amount of time has elapsed, 

2. it is recovered (e.g., by centrifugation) and the supernatant is discarded. 

3. An appropriate amount of organic solvent is added to elute the analytes 

and, after the sorbent has been removed, 

4. the extract is subjected to analysis. 

 
xl https://www.epa.gov/sites/files/2015-10/documents/method610.pdf (accessed 06/08/2022) 

https://www.epa.gov/sites/default/files/2015-10/documents/method_610_1984.pdf
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Figure 4.1. Graphical representation of the main steps of the D-µSPE procedure. Reprinted from [10]. 

Compared to other sample preparation techniques, such as liquid-liquid extraction 

and solid phase extraction, D-µSPE offers the advantage of smaller sample size and 

solvent consumption, as well as a reduced extraction time [8]. The latter is because 

the dispersion of the sorbent increases the surface contact between the sorbent 

itself and the sample solution and the eluent. The most critical step in D-µSPE is 

sorbent recovery [8]. A poor sorbent recovery during the extraction phase results 

in analyte loss, whereas during the elution step a poor sorbent separation results in 

a turbid extract which is problematic for further instrumental analysis. Within this 

frame of reference, in 1999, Mirka Šafaříková and Ivo Šafařík brought substantial 

improvements [11]. In fact, their contribution is the first reporting the use of a 

magnetic sorbent in sample preparation in the field of analytical chemistry: this 

means that the sorbent can be easily recovered just by the application of an 

external magnetic field. 

The conjugation between the magnetic properties of magnetic nanoparticles (NPs) 

and the structural characteristics of nanomaterials (e.g., high surface area, porosity, 

and tunable affinity) lead to a generation of magnetic sorbents with high affinity 

towad target analytes. Few examples include carbon nanoubes, silica, graphene 

oxide, molecularly imprinted polymers, and ionic liquids [12,13]. Within this frame 

of reference, such magnetic sorbents allowed the development of analytical 

methodologies based on the magnetic dispersive micro solid-phase extraction (MD-

µSPE). 

4.1.3. Metal-Organic Frameworks 

Metal-Organic Frameworks (MOFs) are porous crystals originating by the self-

assembly of polytopic organic ligands and metallic nodes [14,15]. The inorganic 

part of MOFs can be either ions or polymetallic clusters, and it is the so-called 

secondary building unit (SBU) [16]. The proper selection of the SBU and the organic 
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ligands allows for the design of MOFs with unique characteristics in terms of 

porosity of the crystals, and geometry and polarity of the cavities [17]. As easily 

tunable, MOFs can be specifically designed to best fit their field of application, 

ranging from catalysis to gas storage and fractionation [18]. 

4.1.3.1. MOFs as sorbents for sample preparation 

Given the abovementioned characteristics, is it not surprising that MOFs have 

found application also in the framework of analytical chemistry. Examples of 

applications in this field include sorbents for sample preparation, stationary phases 

for gas chromatography, and recognition elements in sensing [19–21]. 

In the context of sample preparation, the interactions between the sorbent and the 

analyte should be maximized. This can be achieved, for instance, by introducing 

functional groups on the ligand that can interact with the analytes of interest. This 

strategy was followed by Iván Taima-Mancera and coworkers [22], who used 

variously substituted terephthalic acids for the synthesis of UiO66 for the D-µSPE of 

a pool of contaminants from water samples. Another valuable strategy is pillaring 

[23,24]; in pillared MOFs, parallel bidimensional lattices are held together by 

bridging ligands, oriented perpendicularly to the lattices: in other words, the 

overall structure resembles the floors of a skyscraper. Pillared MOFs are 

heteroleptic, as they involve two different ligands in the overall structure. The 

presence of multiple ligands offers few possibilities in the frame of designing MOFs 

as suitable sorbent materials capable of targeting analytes with different polarity 

and size, because: 

• Ligands with different functional groups can be selected. 

• The careful choice of the two different ligands allows the modulation of the 

framework flexibility. 

Providencia González-Hernández and coworkers [25] took advantage of the 

pillaring strategy, using the MOF CIM-81 as a sorbent for the D-µSPE of different 

personal care products from wastewater. Another application of pillared MOFs in 

sample preparation is the one reported by Federica Bianchi and coworkers [26], 

who used the mixed-ligand MOF PUM210 for the solid-phase microextraction of 

PAHs from environmental water samples. 

4.1.3.2. Fabrication of magnetic MOF composites for MD-µSPE 

The vast majority of known MOFs are not magnetic themselves. Therefore, most of 

MOFs are not directly applicable in MD-µSPE. In order to make them magnetic, few 

strategies have been proposed. All of them have in common the incorporation or 
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the decoration of MOF crystals with magnetic NPs: the resulting material is, 

therefore, a composite. 

A summary of the available approaches for the synthesis of manetic MOF 

composites is given below [19,27]: 

• Direct mixing: this is by far the most straightforward and simple to 

execute among the fabrication strategies. MOF and NPs are synthesized 

separately, and the magnetic composite is obtained by mixing the two 

components in solution. In the composite, NPs and MOF interact with each 

other most likely via electrostatic forces. 

• In situ magnetic nanoparticles growth: MOF is synthesized separately 

and, then, introduced in the reaction environment for the preparation of 

magnetic NPs. The magnetic NPs will form on the surface of the MOF 

crystals and/or inside the cavities, depending both on the size of the 

cavities and the size of NPs. In order to actuate this synthetic protocol, MOF 

must be stable under the reaction conditions for the synthesis of NPs. 

• In situ MOF growth: this synthetic way is the opposite of the one 

discussed previously. In this case, NPs are synthesized separately and, 

then, introduced in the reaction environment containing the salt and the 

ligand for the synthesis of the MOF. NPs can be functionalized with a 

suitable spacer able to coordinate the SBU: if it is the case, the fabrication 

strategy can be called encapsulation. Two subgroups of this strategy can be 

identified: 

o Single step: after NPs are added to the reaction mixture for MOF 

synthesis, the components are left reacting until the endpoint. The 

spatial distribution of magnetic NPs inside the MOF crystals can be 

modulated by adding them after a proper amount of time has 

elapsed, or by making multiple additions. 

o Layer-by-layer: this strategy involves sequential self-assembly 

cycles. NPs are firstly introduced in an environment containing 

only the inorganic part of the MOF, so that the SBU can be 

coordinated. Thereafter, the NPs are put in an environment 

containing the organic ligand. The abovementioned procedure, 

describes a growth cycle. The composite can be subjected to 

several growth cycles, until the desired thickness of the crystalline 

coating around the NPs is reached. 
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• MOF carbonization: this synthetic path is suitable only for MOFs whose 

SBU converts into zerovalent metallic NPs that are magnetic. This is the 

case, for instance, of the ZIF-67, whose carbonization produces cobalt 

nanoparticles trapped in a porous carbonaceous residue [28]. 

Carbonization takes place under inert atmosphere and at high 

temperature, so combustion do not occur. 

4.1.3.3. PUM198 

PUM198 is a zinc-based MOF, firstly synthesized at the University of Parma by 

Davide Balestri and coworkers [29]. PUM198 is the result of the combination of a 

bispyridine-bisamide ligand (L1, [30]), terephtalic acid, and Zn(NO3)2 in N,N’-

dimethylformamide (DMF). 

PUM198 is a pillared MOF, in which 2D planes, containing Zn2+ ions and 

terephtalate ions, are connected by the bridging L1 ligand. The SBU has formula 

[Zn2(κ1-COO)2(μ-COO)2(L1)4] and the four carboxylate anions behave differently: 

• two of them act as bridging ligands between the Zn2+ ions in the SBU, 

• the other two are monodentate and interact via hydrogen bonding with the 

amide groups of the L1 ligand. 

The framework is doubly interpenetrated and it is microporous, with a pore size of 

5.6 Å × 17.4 Å. After the synthetic procedure, PUM198 channels are filled with the 

reaction solvent, i.e., DMF. The removal of the electronic density of DMF results in a 

28% void volume per cell unit (corresponding to 2125 Å3, Figure 4.2). 

The flexibility of the framework, as well as the presence of aromatic rings both on 

terephtalate ions and L1 ligands makes PUM198 a potential sorbent material for 

aromatic analytes, such as PAHs. 

As in the case of carbon nanotubes presented in Chapter 3, this research activity is 

in the framework of the development of miniaturized extraction techniques. The 

aim is the fabrication of a magnetic composite based on PUM198 for the MD-µSPE 

of the 16 US-EPA PAHs from environmental water samples. The most critical 

factors affecting the extractive performance were optimized with a focus on 

reducing the sample size and the solvent needed for elution. The validated method 

was succesfully utilized for the determination of PAHs in underground water 

samples, collected in a contaminated site in the province of Parma. 
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Figure 4.2. Representation of the voids (depicted in yellow) and the pores of PUM198. The channels of 
PUM198 runs along the crystallographic a axis (depicted in red). Reprinted from [31]. 

4.2. Materials and methods 

4.2.1. Chemicals 

Acetonitrile (> 99.9%), acetone (> 99.5%), FeCl2 · 4H2O, n-hexane, toluene, 

Zn(NO3)2 · 6H2O (all > 99%), (3-aminopropyl)trietoxysilane (APTES), terephthalic 

acid (both > 98%), FeCl3 (> 97%), HCl (> 37% in H2O), NH4OH (33% in H2O) were 

obtained from Sigma-Aldrich (Milan, Italy). DMF (99.8% purity) was from VWR 

International (Milan, Italy). Methylene chloride (> 99.9%) and methyl alcohol (> 

99.8%) were obtained from Honeywell International Inc. (Morristown, USA). 

Cyclohexane (> 99.8%) was obtained from Carlo Erba Reagents (Milan, Italy), 

whereas i-propyl alcohol (> 99.98%) was obtained from Fisher Chemicals (Milan, 

Italy). 

PAH–Mix 16 (EPA 550, EPA 610) containing naphthalene (N), acenaphthylene 

(Acy), acenaphthene (Ace), fluorene (F), phenanthrene (P), anthracene (Ant), 

fluoranthene (Fl), pyrene (Pyr), benz[a]anthracene (BaAnt), chrysene (Chr), 

benzo[b]fluoranthene (BbFl), benzo[k]fluoranthene (BkFl), benz[a]pyrene (BaPyr), 

indeno[1,2,3-c,d]pyrene (IPyr), dibenz[a,h]anthracene (DBahAnt), 

benzo[g,h,i]perylene (BghiPer) (nominal concentration: 100 mg/L in acetonitrile), 

and PAH-Dx–Mix 16 containing their perdeuterated surrogates (nominal 
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concentration: 10 mg/L in acetonitrile) were obtained from NEOCHEMA GmbH 

(Bodenheim, Germany). 

Working solutions were prepared by proper dilution of PAH–Mix 16 and PAH-Dx–

Mix 16 in acetonitrile. Diluted solutions were kept at 4 °C in the dark until use. 

4.2.2. Preparation and characterization of the sorbent 

4.2.2.1. Synthetic procedures 

4.2.2.1.1. Iron oxide nanoparticles. Iron oxide nanoparticles (IONPs) were prepared 

by coprecipitation [32]. Under nitrogen atmosphere, 1.00 g of FeCl2 · 4H2O and 1.56 

g of FeCl3 were dissolved in 12 mL of an aqueous solution of HCl 2 M. The reaction 

mixture was brought to 85 °C under constant and fierce stirring and 10 mL of 

aqueous NH4OH (33%) were added dropwise. The mixture was let react for 1 h and 

let cool at room temperature. The black precipitate was collected by magnetic 

decantation, and it was washed i) with distilled water until neutrality and ii) two 

times with 25 mL of methanol. The product was stored in methanol under nitrogen 

atmosphere until use. 

4.2.2.1.2. Silanization. IONPs were encapsulated with APTES [33]. IONPs were dried 

under a nitrogen flow overnight. One hundred milligrams of dried IONPs were 

dispersed in 15 mL of anhydrous toluene by vigorous stirring at room temperature 

under nitrogen atmosphere. After 45 minutes had elapsed, 150 µL of APTES were 

introduced and the mixture was brought at 120 °C and let react for 18 h. After 

cooling at room temperature, the product was collected by magnetic decantation 

and washed i) two times with 25 mL of n-hexane, ii) two times with 25 mL of 

acetone, and iii) two times with 25 mL of methanol. The product was stored in 

methanol until use. 

4.2.2.1.3. PUM198. The synthesis followed the procedure reported on the original 

publication [29]. In a 70 mL glass vessel were introduced 41 mL of DMF, 120 g of 

Zn(NO3)2 · 6H2O, 66 mg of terephthalic acid, and 80 mg of the L1 ligand [30]. The 

vessel was closed with a screw cap and maintained still for 4 days at 80 °C. After 

slow cooling at room temperature, yellow crystals were collected by Büchner 

filtration and washed with DMF. The crystals were stored under DMF until use. 

4.2.2.1.4. Magnetic composite. The grafting was carried out by following the 

procedure reported by Yuling Hu and coworkers [34], with some modifications. 

PUM198 crystals were dried on a vacuum filter and encapsulated IONPs were dried 

under a nitrogen flow prior the use. Twenty milligrams of PUM198 crystals and 6.5 

mg of encapsulated IONPs were dispersed in 3.5 mL of DMF. The mixture was 
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stirred fiercely at 120 °C for 12 h. After cooling at room temperature, the product 

was collected with a magnet and washed two times with 5 mL of DMF. The 

composite sorbent was activated by following a solvent exchange procedure. The 

supernatant DMF was removed, and the composite was soaked in acetone for 24 h. 

Thereafter, acetone was replaced with methylene chloride. After additional 24 h 

had elapsed, the supernatant was discarded, and the sorbent was kept at 50 °C and 

under vacuum overnight to remove the residual methylene chloride. 

4.2.2.2. Characterization 

Vibrational spectra were recorded in the 400–4000 cm-1 region using a Spectrum 

Two FT–IR Spectrometer (Perkin Elmer, Milan, Italy) by operating in Attenuated 

Total Reflectance (ATR) mode. The collection of the Powder X-Ray Diffraction 

(PXRD) traces was carried out in Bragg-Brentano geometry using a Cu-Kα radiation 

on a Rigaku Smartlab XE diffractometer (Tokyo, Japan) equipped with a 2D 

Hypix3000 solid-state detector. 

Morphological investigation and Energy Dispersive Spectroscopy (EDX) were 

carried out on the magnetic composite with a Quanta FEG 250 (Thermo Fisher 

Scientific, Waltham, USA) Environmental Scanning Electron Microscope (ESEM) 

equipped with a XFlash 6 | 30 (Bruker, Billerica, USA) detector. 

The magnetic properties of the IONPs and the composite were investigated by 

Vibrating Sample Magnetometry (VSM) using the VSM 7400 instrument by Lake 

Sore (Westerville, USA). The maximum magnetic field that was applied was 1.8 T. 

4.2.3. Optimization of the extraction procedure 

Optimization of the MD-µSPE procedure was carried out by performing extraction 

experiments on aqueous solutions at the concentration of 500 ng/L of each analyte. 

After extraction, 50 µL of extract were recovered. The extract was spiked with the 

internal standard (IS) solution containing perdeuterated PAHs so that the final 

concentration was 10 µg/L. This last step was for compensating instrumental 

fluctuations. One microliter of spiked extract was submitted to analysis. The 

response variable was defined as the ratio between the area of each analyte and the 

area of the respective perdeuterated surrogate (Equation 4.1): 

Area ratio =
𝐴analyte

𝐴IS
 

Equation 4.1 
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 Extraction experiments were performed by means of an ultrasonicating bath DU-

32 (Argolab, Modena, Italy). The ultrasound frequency was 40 kHz. 

4.2.3.1. Preliminary evaluation of the elution solvent 

The effect of acetonitrile, i-propyl alcohol, cyclohexane, and a mixture 10% v/v of i-

propyl alcohol in cyclohexane was evaluated in terms of signal intensity, number of 

extracted analytes and repeatability. Three milliliters of sample were processed 

with 10 mg of sorbent and 130 µL of solvent. Extraction and elution time were both 

set at 10 minutes. The temperature was left at ambient conditions. Three 

independent extractions (n = 3) were carried out for each solvent. 

Differences in the average responses for each solvent were highlighted with one- 

way ANOVA. Homoscedasticity and normality were tested beforehand with 

Bartlett’s test and Shapiro-Wilk test, respectively. For statistically significant 

results, the effect size was estimated in terms of Cohen’s η2 [35] and, post-hoc 

multiple pairwise comparisons were carried out with Student’s t-tests with a 

Bonferroni correction. The confidence level was 95%. 

4.2.3.2. Screening for the important factors 

Seven factors (k = 7) were investigated at two levels within their respective 

experimental domain according to a Plackett-Burman Design (PBD) with N = 12 

runs. The following factors were studied: sorbent amount (A, 3–12 mg), sample 

volume (B, 2–5 mL), solvent volume (C, 70–150 µL), extraction time (D, 5–15 min), 

elution time (E, 5–15 min), ultrasonication power (F, 48–98 W), and temperature 

(G, ice bath–ambient condition). The design was saturated with four dummy 

variables. 

A first-order model was postulated. A factor was considered critical if the absolute 

value of its regression coefficient was greater than the semiamplitude of its 95% 

confidence interval. The pure experimental variance was estimated from the 

regression coefficients of the dummy variables. 

4.2.3.3. Optimization of the critical factors 

Three main factors (k = 3) were investigated at three levels within their respective 

experimental domain according to a Box-Wilson Central Composite Design (CCD): 

sample volume (X1, 1–5 mL), solvent volume (X2, 50–150 µL), and sorbent amount 

(X3, 2–14 mg). In total, N = 26 experiments were carried out, including n0 = 6 

experiments in the center of the experimental domain to estimate the pure 

experimental variance. 



102 
 

A full second-order model was postulated. A coefficient was considered significant 

if the absolute value of its regression coefficient was greater than the 

semiamplitude of its 95% confidence interval. Each model was evaluated in terms 

of fraction of explained variance (R2) and predictive capability in leave-one-out 

cross-validation (Q2). The validity was evaluated by carrying out a lack-of-fit F-test 

(α = 0.01). 

The global optimal conditions were identified according to Derringer’s method 

[36]. Single desirability functions di were defined for each analyte according to 

Equation 4.2: 

𝑑𝑖 = {

0, 𝑦𝑖 < 𝐿𝑖
𝑦𝑖 − 𝐿𝑖
𝑈𝑖 − 𝐿𝑖

, otherwise
 

Equation 4.2 

Li is the upper limit of the 95% confidence interval of the minimum predicted 

response and Ui is the maximum predicted response within the experimental 

domain. The optimal conditions were in correspondence of the maximum global 

desirability (Equation 2.42), computed as unweighted geometric mean of the single 

desirability functions. The maximum was found with a derivative-free search 

algorithm.  

4.2.4. Operating procedure and instrumental conditions 

4.2.4.1. Sample preparation  

Five milliliters of sample were introduced into a centrifuge glass test tube and 

spiked with 10 µL of IS solution (final concentration: 200 ng/L). Thereafter, 5.4 (± 

0.1) mg of sorbent were added, and the sample was ultrasonicated for 5 min. The 

sorbent was collected by magnetic decantation and the supernatant was discarded. 

The elution step was carried out by adding 50 µL of acetonitrile to the sorbent and 

the suspension was ultrasonicated for 15 min. Before each ultrasonication step, the 

test tube was vortexed for 10 s. The ultrasonication power was set at 48 W. 

After magnetic decantation, the extract was transferred into 2 mL clear glass vials 

equipped with a conical high-recovery glass insert. One microliter of extract was 

addressed to the GC injector with the aid of a PAL COMBI-xt autosampler (CTC 

Analytics AG, Zwingen, Switzerland) equipped with a 10 µL syringe. 
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4.2.4.2. GC–MS 

Instrumental analyses were carried out with a HP 6890 Series Plus gas 

chromatograph hyphenated with an MSD 5973 mass spectrometer (both by Agilent 

Technologies, Milan, Italy). 

The split/splitless injector temperature was 300 °C. The injection was executed in 

pulsed splitless mode (pressure pulse: 20.0 psi; pulse duration: 0.3 min; purge flow: 

1.2 mL/min @ 1.20 min) into a 5190–2293 ultra-inert liner (Agilent Technologies). 

An Rxi-5Sil MS capillary column (30 m length × 0.25 mm i.d., 0.25 μm film 

thickness; Restek, Bellefonte, USA) was used for the chromatographic separation 

with the following temperature program: 70 °C, held for 0.50 min, 15 °C/min to 290 

°C, held for 4.00 min (runtime: 19.17 min). The carrier gas was helium (constant 

flow rate: 1.0 mL/min). The transfer line was maintained at 280 °C. 

The single quadrupole mass spectrometer was operated in electron ionization 

mode (EI; 70 eV). The ion source and the quadrupole were held at 230 and 150 °C, 

respectively. Mass spectra were registered in selected ion monitoring (SIM) mode 

(dwell time: 30 ms; electron multiplier voltage: 1.153 kV). The acquisition started 

3.80 min after the injection. One microliter of a solution containing both PAHs and 

perdeuterated PAHs (concentration: 1 mg/L) in acetonitrile was injected and the 

mass range 45–350 m/z was recorded to properly set the time scheduled SIM 

program (Table 4.4). 
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Table 4.4. Time scheduled SIM program. 

Time (min) Compound Monitored m/z ratios  

3.80–4.90 N 

N-d8 a 

128 

136 

4.90–7.60 Acy 

Ace 

Acy-d8 

Ace-d10 

152 

153 

160 

162 

7.60–8.50 F 

F-d10 

166 

176 

8.50–10.50 P, Ant 

P-d10, Ant-d10 

176 

188 

10.50–12.50 Fl, Pyr 

Fl-d12, Pyr-d12 

202 

212 

12.50–14.50 BaAnt, Chr 

BaAnt-d12, Chr-d12 

228 

240 

14.50–16.50 BbFl, BkFl, BaPyr 

BbFl-d12, BkFl-d12, BaPyr-d12 

252 

264 

16.50–19.17 IPyr, BghiPer 

DBahAnt 

IPyr-d12, BghiPer-d12 

DBahAnt-d14 

276 

278 

288 

292 
a perdeuterated surrogates are marked as such. 

4.2.5. Method validation 

The MD-µSPE–GC–MS method was validated by working under the optimized 

conditions according to the EURACHEM guidelines [37]. The validation study was 

carried out with matrix-matched standards that were subjected to the whole 

analytical process. Drinking water was used as blank matrix. 

Limits of detection and limits of quantitation (LODs and LOQs, respectively) were 

evaluated by estimating the standard deviation s0 of m = 10 independent replicated 

measurements of blank matrix fortified with 30 ng/L of each analyte. The average 

signal of the blank y0 was estimated by submitting to analysis n = 4 procedural 

blanks. Detection and quantitation limits expressed in the signal domain, were 

calculated according to Equation 2.43 and 2.44, respectively, considering that n = 2 

replicated measurements will be averaged when reporting the results. The 

corresponding concentrations were calculated by their projection on the x axis. 

Calibration functions were evaluated on k = 9 levels in the LOQ–600 ng/L range (n 
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= 2 independent replicated measurements per level) for all the analytes. The 

intercept was tested for significance with the Student’s t-test (α = 0.05). Linearity 

and validity were evaluated, respectively, with Mandel’s test and lack-of-fit test (α = 

0.01). 

Repeatability and intermediate precision were evaluated in a single study by 

carrying out independent duplicated measurements per day for five days by five 

different operators. Repeatability and intermediate precision standard deviations 

were estimated according to Equation 2.48 and 2.49 and expressed as relative 

standard deviations (RSD%). ANOVA was applied also to assess whether the results 

obtained under intermediate precision conditions were significantly different 

among each other (α = 0.05). Trueness was expressed as spike recovery rate (RR’%, 

Equation 2.52) by submitting n = 10 independent replicated measurements to the 

whole analytical process. Precision and trueness were evaluated at 60, 250, and 

550 ng/L. 

Enrichment capabilities of the composite sorbent and bare IONPs were evaluated in 

terms of enrichment factors (EFs). EFs were calculated according to Equation 2.53 

by submitting to MD-µSPE aqueous solutions containing the analytes at the 

concentration of 500 ng/L and by injecting 1 µL of a solution of the analytes in 

acetonitrile at 50 µg/L. The EFs of the sorbent composite and bare IONPs were 

compared (n = 3 independent replicated measurements were performed). The 

responses were adjusted by the corresponding response factor as they were carried 

out at different concentration levels. 

4.2.6. Analysis of real samples 

Nineteen samples were collected near a company devoted to the production of tar 

and other chemicals in the province of Parma (Emilia-Romagna, Italy). Samples 

were stored in 20 mL amber glass vials sealed with polytetrafluoroethylene septa 

and kept in the dark at 4 °C until analysis. Samples were submitted to analysis with 

the proposed analytical method after proper dilution in duplicate. 

4.2.7. Software 

GC–MS data were handled with the HP ChemStation (Agilent Technologies) 

software. Multilinear regression and multicriteria optimization were carried out by 

using custom scripts in MATLAB environment (v. R2019a, Mathworks, 

Massachusetts, USA). 
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4.3. Results and discussion 

4.3.1. Characterization of the magnetic composite 

As reported earlier, PUM198 can be considered a good candidate for adsorbing 

PAHs for sample preparation purposes. Even if the framework can establish 

nonspecific interactions with potential guests, the presence of aromatic rings in the 

ligands can promote π–π interactions and London dispersion forces with PAHs. 

In order to fabricate a magnetic composite based on PUM198, a post-synthetic 

protocol for its modification was followed: 

1. PUM198 and IONPs were synthesized separately. 

2. IONPs were modified with APTES to yield encapsulated IONPs with NH2 

groups exposed on their surface (IONPs@NH2). 

3. IONPs@NH2 were grafted onto PUM198 crystals. 

Vibrational spectra and diffraction traces of all the different intermediates are 

depicted in Figure 4.3. The vibrational spectrum of IONPs showed the distinctive 

bands of Fe3O4 systems, i.e., a broad weak band around 3400 cm–1 and a stronger 

one around 550 cm–1 ascribable to O–H and Fe–O stretching vibrations [33]. The 

presence of absorption bands around 1220 cm–1 and 990 cm–1, ascribable to the Si–

O–Si and Si–O–Fe vibrations [38], respectively, in the IONPs@NH2 spectrum 

suggested that the encapsulation of IONPs with APTES was successful. The bands in 

the spectrum of PUM198 were at 1660 cm–1 and at 1670 cm–1, related to κ1-COO– 

groups in the SBU and the amidic C=O of L1 [30], respectively. The spectrum of the 

magnetic composite comprised all the bands of PUM198 and IONPs. The band at 

1660 cm–1 resulted slightly attenuated: this finding could be ascribed to the 

participation of the monodentate κ1-COO– groups at the frontier PUM198 crystals in 

grafting IONPs@NH2. 

This hypothesis was supported by the ESEM micrograph (Figure 4.4), showing 

IONPs@NH2 grafted on the coarse surface of PUM198 crystals. Yuling Hu and 

coworkers [34] found a similar result by grafting APTES-encapsulated magnetite on 

the surface of MOF-5 crystals by exploiting the free carboxylate groups of the MOF. 
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Figure 4.3. Vibrational spectra (top) and PXRD patterns (bottom) of all the intermediates (IONPs: green; 
IONPs@NH2: blue; PUM198: magenta; magnetic composite: black). Each spectrum was shifted upwards 

or downwards for comparison purposes. Reprinted from [31]. 

The Si–O–Fe vibration band was not visible in the spectrum of the magnetic 

composite, but the presence of Si and other elements emerged by recording the 

EDX spectrum (Figure 4.4). In addition, the broad band around 2θ ≈ 23° in the 

diffractograms of the magnetic composite and IONPs@NH2 imputable to the 

amorphous APTES coating suggested that the encapsulation and the fabrication of 

the magnetic composite were successful. 

All the diffraction traces of the intermediates containing IONPs showed an intense 

reflection at 2θ ≈ 36°, suggesting the successful grafting of the encapsulated IONPs 

on MOF crystals. In addition, the diffraction bands of PUM196 were also found in 

the magnetic composited diffractogram, suggesting that the crystal structure was 

retained through the synthetic procedure. 
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Figure 4.4. ESEM micrographs (top) and EDX spectrum (bottom). Reprinted from [31]. 

Results deriving from magnetometry revealed, as per the other characterization 

techniques, the successful fabrication of the magnetic composites. Magnetograms 

(Figure 4.5) suggested that the magnetic behaviors of both bare IONPs and the 

magnetic composite were predominantly superparamagnetic. The presence of 

bigger aggregates could be hypothesized due to the presence of a small hysteresis 

when low fields were applied. IONPs were characterized by a specific 

magnetization value of 39 A × m2/kg, whereas the specific magnetization value 

magnetic composite was 12 A × m2/kg (considering the total mass of the sample), 

both at 1.8 T and at room temperature. The normalization of the specific 

magnetization value of the magnetic composite by the weight fraction of bare 

IONPs yielded to a value of 40 A × m2/kg, in accordance with the IONPs one. The 

decrease of the specific magnetization value evidenced the successful grafting of 

IONPs@NH2 on PUM198 crystals. 
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Figure 4.5. Magnetization loops measured at room temperature on bare IONPs (top) and the magnetic 
composite (bottom). The insets highlight the slight hysteresis when low fields are applied. Reprinted 

from [31]. 
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4.3.2. Optimization of the MD-µSPE procedure 

4.3.2.1. Preliminary evaluation of the elution solvent 

Solvent plays a key role in all the sample preparation techniques that involves a 

partitioning and/or an elution step. Aspects like polarity, volatility, and viscosity 

are crucial to provide a reliable chromatographic behavior and good extraction 

efficiency. Acetonitrile, isopropanol, cyclohexane, and a mixture 10% v/v of 

isopropanol in cyclohexane were tested in this study. The results are depicted in 

Figure 4.6. Statistically significant differences were found in the average responses 

for all the analytes (p < 0.05; Cohen’s η2 ≥ 0.77). 

Figure 4.6. Solvent effect on the extraction of the analytes (ACN: acetonitrile; iPrOH: isopropanol; Cy: 
cyclohexane). Results are plotted as mean ± one standard deviation (n = 3). Reprinted from [31]. 

Acetonitrile and isopropanol provided the best performance, with acetonitrile 

showing better or not significantly different extractive capability than isopropanol 

(p > 0.05, Bonferroni adjusted) and good repeatability (RSD% < 13%). Isopropanol, 

on the contrary, provided poor repeatability, with RSD% < 26%, most likely due to 

its viscosity obstructing the diffusion of the analytes. 

The extracts in cyclohexane provided weak GC–MS responses and high-molecular 

weight PAHs were not recovered. This finding was unexpected, as cyclohexane is 

non-polar as the analytes of interest. This behavior could be explained by 

considering that cyclohexane is able to interact with the framework of PUM198 

only via London dispersion forces, whereas isopropanol and acetonitrile can also 

interact via hydrogen-bonding. Another explanation could be ascribed to residual 

water coating the sorbent after the extraction step and in the higher lipophilicity of 

high-molecular weight PAHs [39]. These compounds could have remained 

preferably adsorbed rather than partitioning in water to reach cyclohexane. A 

similar behavior was observed by Angela Arcoleo and coworkers [5], who 
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experienced difficulties in the elution of PAHs with methylene chloride in the 

development of a microextraction by packed sorbent procedure. In that case, the 

presence of a small amount of isopropanol allowed the extraction of the high-

molecular weight PAHs, somehow supporting the hypotheses stated earlier. 

However, in this case, the addition of 10% v/v of isopropanol, did not significantly 

improve the recovery of the analytes (p > 0.05, Bonferroni adjusted), so acetonitrile 

was then selected for further method development. 

4.2.3.2. Screening for the important factors 

Factors to be investigated and their experimental domain were selected according 

to previous studies concerning the development of D-µSPE-based analytical 

methods [39–41], preliminary experiments (data not shown), and the following 

considerations: 

• Since a fine control of temperature was not possible, temperature was 

studied as a dichotomous variable. 

• Extraction and elution times greater than 15 min were not considered to 

maintain a good balance between the analysis time and the time needed to 

process the samples. 

• Salt addition was not investigated, as it has been reported that high 

concentration of Na+ could hinder the interactions between the analytes 

and the framework, worsening its performance [26,42,43]. 

As a multitude of factors was involved, the optimization was preceded by a 

screening step so that only the critical factors can be more finely studied during the 

optimization stage, and the experimental domain of the critical factors can be 

adjusted consequently, whereas unimportant ones can be fixed at a reasonable 

level. 

For the sake of brevity, Ace, Pyr, and BaPyr coefficient plots were shown to 

exemplify the behavior of low-, mid- and high-molecular weight PAHs, respectively 

(Figure 4.7). The inspection of the coefficient plots revealed that three general 

behaviors could be outlined:  

• The amount of sorbent had a positive effect on the extraction of low-

molecular weight PAHs. 

• The volume of treated sample and the eluent volume had a positive and 

negative effect, respectively, on the responses of both mid-molecular 
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weight analytes. The same behavior was also observed for high-molecular 

weight analytes. 

• The amount of sorbent had a negative effect on the responses of high-

molecular weight PAHs. 

Figure 4.7. Coefficient plot of Ace, Pyr, and BaPyr. The sign of each regression coefficient (A: sorbent 
amount; B: sample volume; C: solvent volume; D: extraction time; E: elution time; F: ultrasonication 

power; G: temperature) defines how the response changes when the setting value of a given factor is 
switched from the lower to the upper limit of its experimental domain. The dashed vertical lines show 

the limits of the 95% confidence interval. Reprinted from [31]. 

For what concerned the remaining factors, they were not critical. Their value was 

set according to the sign of their coefficients. Extraction and elution times were 

fixed at 5 and 15 minutes, respectively, as they had a negative and a positive 

coefficient, respectively, for most of the analytes. Ultrasonication power was fixed 

at 48 W as its impact on the responses was very little, and ice was added to the 

ultrasonication bath to reduce the evaporation rate of the solvent and to prevent 

the loss of low-molecular weight PAHs. 
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4.2.3.3. Optimization of the critical factors 

Prior the execution of the experiments for the estimation of the response surfaces, 

the experimental domains of the critical factors, i.e., sample volume, solvent 

volume, and sorbent amount, were adjusted according to the results that emerged 

from the screening stage: 

• Sample volume: its effect was explored in the 1–5 mL range, to orientate 

method development towards smaller volumes. 

• Solvent volume: its effect was explored in the 50–150 µL range, as all the 

analytes presented a negative coefficient in the screening stage. Volumes 

smaller than 50 µL were not considered as they were difficult to recover. 

• Sorbent amount: its effect was explored in the 2–14 mg range, as low- and 

high-molecular weight PAHs showed an opposite behavior. Amounts 

outside this range were not considered both to limit sorbent consumption 

and to avoid a large error in the mass measurement. 

The responses were logarithmically transformed [44], and the models were 

calculated. ANOVA showed that all the models were valid (p > 0.01), meaning that 

the error deriving from approximation is not significantly greater than the variance 

that it could be expected experimentally. The models were good in terms of 

explained variance and predictive capability in cross-validation, with R2 ≥ 0.95 and 

Q2 ≥ 0.75. For the sake of brevity, Ace, Pyr, and BaPyr surface plots were shown to 

exemplify the behavior of low-, mid- and high-molecular weight PAHs, respectively 

(Figure 4.8), whereas the regression models are reported in Table 4.5. 

The results agreed with the main idea behind preconcentration: the greater the 

treated sample and the smaller the solvent volume, the highest the greater the 

preconcentration factor. In fact, as far as the main effect of sample volume and 

solvent volume are taken into consideration, they were present in most of the 

regression models with a positive and negative coefficient, respectively. The main 

effect of sorbent mass had a negative and a positive influence on high- and low-

molecular weight PAHs, respectively. These findings agreed with those obtained 

earlier in the screening stage. Quadratic effects related to the amount of treated 

sample and sorbent used for the extraction were present with a negative 

coefficient. This could be ascribed to saturation phenomena involving the 

adsorption sites.  
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Figure 4.8. Response surfaces of Ace, Pyr, and BaPyr. The predicted response for each analyte is plotted 
as a function of sample volume and solvent volume (X1 and X2, respectively) at three different levels of 
the amount of sorbent used for the extraction (X3): -1 (left column), 0 (middle column), and +1 (right 

column). 

The optimal conditions required to treat an aliquot of 5 mL of sample with 5.4 mg 

of sorbent and 50 µL. The global desirability corresponding to such experimental 

conditions was D = 0.90, with single desirability values di ≥ 0.71. A non-zero global 

desirability value means that a set of conditions able to fulfill the optimization 

criteria for all the responses could be found, whereas its high value denotes a high 

degree of accordance between the single desirability values.   
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Table 4.5. Regression models calculated for each PAH. 

Analyte Equation a 

N y = - 0.89 (±0.03) + 0.32 (±0.02)X1 - 0.35 (±0.02)X2 + 0.23 (±0.02)X3 
- 0.34 (±0.05)X32 

Acy y = - 0.63 (±0.03) + 0.16 (±0.02)X1 - 0.52 (±0.02)X2 + 0.61 (±0.02)X3 

+ 0.30 (±0.03)X1X3 + 0.07 (±0.03)X2X3 - 0.34 (±0.05)X32 

Ace y = - 0.46 (±0.03) + 0.19 (±0.03)X1 - 0.47 (±0.03)X2 + 0.56 (±0.03)X3 

+ 0.33 (±0.03)X1X3 - 0.65 (±0.05)X32 

F y = - 0.41 (±0.05) + 0.57 (±0.05)X1 - 0.35 (±0.05)X2 

P y = - 0.15 (±0.03) + 0.54 (±0.03)X1 - 0.35 (±0.03)X2 - 0.14 (±0.05)X32 

Ant y = - 0.36 (±0.02) + 0.62 (±0.02)X1 - 0.32 (±0.02)X2 - 0.23 (±0.02)X3 

+ 0.06 (±0.02)X1X2 + 0.12 (±0.02)X2X3 - 0.19 (±0.03)X12 

- 0.16 (±0.03)X32 

Fl y = - 0.10 (±0.04) + 0.74 (±0.03)X1 - 0.39 (±0.03)X2 - 0.17 (±0.02)X3 

- 0.22 (±0.06)X12 

Pyr y = - 0.10 (±0.03) + 0.76 (±0.02)X1 - 0.41 (±0.02)X2 - 0.16 (±0.02)X3 - 
0.23 (±0.05)X12 - 0.13 (±0.05)X32 

BaAnt y = 0.72 (±0.03)X1 - 0.34 (±0.03)X2 - 0.22 (±0.02)X3 + 0.12 (±0.04)X2X3 

- 0.25 (±0.06)X12 

Chr y = 0.74 (±0.04)X1 - 0.34 (±0.04)X2 - 0.21 (±0.04)X3 + 0.12 (±0.04)X2X3 

- 0.32 (±0.07)X12 

BbFl y = - 0.08 (±0.02) + 0.69 (±0.02)X1 - 0.20 (±0.02)X2 - 0.41 (±0.02)X3 

+ 0.20 (±0.02)X2X3 - 0.28 (±0.03)X12 - 0.14 (±0.03)X32 

BkFl y = 0.76 (±0.02)X1 - 0.27 (±0.02)X2 - 0.37 (±0.02)X3 + 0.16 (±0.03)X2X3 

- 0.30 (±0.04)X12 - 0.15 (±0.04)X32 

BaPyr y = 0.73 (±0.03)X1 - 0.27 (±0.03)X2 - 0.36 (±0.03)X3 + 0.14 (±0.03)X2X3 

- 0.26 (±0.06)X12 

IPyr y = - 0.42 (±0.03) + 0.76 (±0.03)X1 - 0.14 (±0.03)X2 - 0.64 (±0.03)X3 

+ 0.27 (±0.03)X2X3 - 0.27 (±0.05)X12 

DBahAnt y = - 0.78 (±0.04) + 0.75 (±0.04)X1 - 0.74 (±0.03)X3 + 0.31 (±0.04)X2X3 

- 0.28 (±0.07)X12 

BghiPer y = - 0.41 (±0.03) + 0.66 (±0.02)X1 - 0.65 (±0.02)X3 + 0.35 (±0.03)X2X3 

- 0.20 (±0.05)X12 
a only the significant terms at the 95% confidence level are reported, the coefficients (X1: sample volume; 
X2: solvent volume; X3: sorbent amount) are reported as coefficient (± standard error) rounded at one 
significant digit. 

The identified experimental conditions were valid, as the lack-of-fit was not 

significant, and practicable, allowing for the extraction of all the analytes by limiting 

the amount of sample to be treated as well as solvent and sorbent to be consumed. 
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4.3.3. Method validation 

The MD-µSPE–GC–MS method was validated operating under optimized conditions. 

The equation of the calibration functions, LODs and LOQs are reported in Table 4.6. 

Table 4.6. LODs, LOQs and calibration curve equations of the MD-µSPE–GC–MS analytical method. LODs 
and LOQs values are reported in ng/L. 

   Calibration curve equation a 

Analyte LOD LOQ b0 ± SE b b1 ± SE b 

N 27 73 2.1 ± 0.2 2.2 ± 0.1 

Acy 15 41 – c 1.19 ± 0.02 

Ace 17 46 – 1.29 ± 0.03 

F 14 38 0.16 ± 0.05 1.05 ± 0.03 

P 9.8 27 – 1.47 ± 0.02 

Ant 12 32 – 1.41 ± 0.01 

Fl 8.5 23 – 1.212 ± 0.008 

Pyr 6.9 19 – 1.34 ± 0.01 

BaAnt 6.7 18 – 1.34 ± 0.01 

Chr 8.3 23 – 1.25 ± 0.01 

BbFl 21 57 – 1.25 ± 0.02 

BkFl 13 36 – 1.43 ± 0.01 

BaPyr 15 40 – 1.52 ± 0.01 

IPyr 14 36 – 1.28 ± 0.02 

DBahAnt 20 54 0.16 ± 0.04 1.29 ± 0.02 

BghiPer 20 56 0.15 ± 0.05 1.59 ± 0.02 
a the equation of the calibration curve is y = b0 + b1x. b the intercept and slope are reported as coefficient 
± standard error rounded at one significant digit. c – not significant (p > 0.05). 

The method exhibited LODs in the low ng/L range, suitable for the detection of 

PAHs at trace levels, whereas LOQs were in the 18–73 ng/L range. All the 

calibration functions proved to be linear (p > 0.01) in the LOQ–600 ng/L range and 

statistically significant (p < 0.05). In addition, the approximation error was not 

significantly greater than the expected pure experimental variation (p > 0.01). 

Satisfactory results were obtained from precision and trueness studies, with the 

results summarized in Table 4.7 and in Figure 4.9, respectively. There were not 

statistically significant differences in the results obtained under intermediate 

precision conditions. 
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Table 4.7. Results of the precision study. RSD% referring to repeatability is marked with an r in apex and 
the one referring to intermediate precision is marked with an I in apex. Results are rounded at the 
nearest integer. 

 L1 a L2 b L3 c 

Analyte RSDr% RSDI% RSDr% RSDI% RSDr% RSDI% 

N n.d. d n.d. 18 26 17 24 

Acy 10 14 7 9 6 7 

Ace 11 15 8 16 11 11 

F 11 12 7 10 13 23 

P 9 9 4 6 11 11 

Ant 7 10 8 9 8 8 

Fl 6 7 5 5 3 5 

Pyr 5 6 4 5 4 6 

BaAnt 9 14 11 12 7 7 

Chr 4 5 5 5 3 3 

BbFl 10 18 15 16 12 14 

BkFl 4 4 6 6 2 3 

BaPyr 9 9 7 11 10 13 

IPyr 6 6 6 7 5 8 

DBahAnt 16 19 9 9 9 11 

BghiPer 13 15 10 11 5 8 
a 60 ng/L. b 250 ng/L. c 550 ng/L. d not determined. 

Figure 4.9. Results of the trueness study. Results are reported as mean ± semiamplitude of the 95% 
confidence interval (n = 10). The horizontal dashed line corresponds to a RR% = 100%. 
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For what concerns EFs (Figure 4.10), the lowest values were reached for low-

molecular weight PAHs, mid-range values for high-molecular weight PAHs, and the 

highest values were obtained for the mid-molecular weight PAHs. 

Figure 4.10. Enrichment factors for the bare IONPs and the magnetic composite. Results are reported as 
mean ± one standard deviation (n = 3). 

These results could be related to the different steric hindrance of the analytes: 

• Smaller PAHs could have been less retained, being able to diffuse inside 

and outside the framework more easily. 

• High-molecular weight PAHs could have interacted preferably with the 

surface of the framework rather than diffusing inside the pores. In fact, on 

average, the observed EFs for the high-molecular weight PAHs were 20–30 

% lower than the ones of mid-molecular weight PAHs. 

• The highest EFs observed for mid-molecular weight PAHs suggested that 

they could benefit both from the adsorption on the surface of the 

framework and from the diffusion inside the pores. 

The trend observed with EFs was consistent with the one of LODs and LOQs. The 

comparison between the EFs obtained for bare IONPs and the magnetic composite 

furtherly confirmed that the fabrication of the sorbent was successful. In fact, the 

modification of bare IONPs improved their EFs of, on average, 11 standard 

deviations [45]. 

The proposed analytical methodology provided LODs comparable or lower than the 

ones reported in previous studies [38–40,46–52] dealing with the development of 

sorbents for MD-µSPE. In addition, the preconcentration achieved with the 

proposed method was noteworthy, as only 5 mL of sample are required: this 

amount is roughly 3–20 times lower than the one requested by other methods. 
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4.3.4. Analysis of real samples 

The proposed analytical method was used for the quali- quantitative determination 

of the 16 US-EPA PAHs in underground water samples, collected in a contaminated 

site in the province of Parma. Out of 19 samples, only six were characterized by the 

presence of PAHs at various concentration levels. The results are summarized in 

Table 4.8. High-molecular weight PAHs were the less abundant compounds, with 

DBahAnt and BghiPer being undetected in all the processed samples. Low-

molecular weight analytes were the most abundant, with sample A and sample F 

being the only exception. Sample B and E were massively contaminated, showing 

the highes Σ16 PAHs concentration, i.e., 830 (± 30) and 197 (± 5) μg/L, respectively, 

with Ace representing the major fraction of the quantitated analytes. 

4.4. Conclusions 
This study was devoted to the development of a magnetic composite for the MD-

µSPE of the 16 PAHs included in the US-EPA list from environmental water 

samples. The synthetic procedure was based on the post-synthetic modification of 

PUM198, by decorating it with APTES-encapsulated IONPs. Thanks to the presence 

of aromatic ligands and the high porosity of PUM198, the magnetic composite 

proved to be suitable for the enrichment of PAHs. The method was validated 

according to the EURACHEM guidelines, providing LODs and LOQs suitable for the 

analysis of PAHs at trace levels. Other figures of merit include good precision and 

bias also near the LOQs. Noticeable enrichment capabilities were also reached, 

especially considering that the method requires the treatment of only 5 mL and the 

consumption of limited amounts of organic solvents, i.e., 50 µL. This well 

counterbalances the resources spent in the synthesis of the material, making a step 

forward towards the requirements of Green Analytical Chemistry. On a closing note, 

the potential of the proposed method could be exploited for the treatment of 

samples whose availability is limited, and a good sample throughput can be 

forecasted, being the time per sample preparation being close to the time per 

analysis. 
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Chapter 5 | Exploring the potential of aquatic 
plants and carbon-based materials in 

detoxifying polluted sediments 

5.1. Introduction 

5.1.1. Eutrophication of water bodies and bioremediation 

The recent increase in the worldwide populationxli produced an acceleration of 

economic development, intensifying manufacturing activities to satisfy the 

worldwide demandxlii. In this context, the food system had serious difficulties in 

keeping pace: in fact, although more sustainable approaches to agriculture and 

livestock have been proposed [1,2], the effects of the inconsiderate use of mineral 

fertilizers, pesticides and intensive farming are still a matter to deal with [3–5]. As a 

matter of fact, such practices produced adverse effects, depleting precious 

resources like soil, reducing biodiversity, and producing effects on water 

ecosystems [3–9]. 

Eutrophication is a phenomenon that occurs in water ecosystems in response to an 

increased level of nutrients in water bodies deriving from anthropic activities [6–9]. 

Nutrients are substances with fertilizing effects and include essential components 

for plant metabolism among which P, N, and K are the most important ones [10]. 

The higher availability of such substances, deriving, for instance, from agricultural 

activities, husbandry, and the improper disposal of grey- and blackwaters from 

households and industries, produces a rapid and uncontrollable algal proliferation, 

producing undesirable consequences on the aquatic ecosystem sustenance and on 

the quality of the water itself [7,8,11,12] (Figure 5.1). 

The increased availability of nutrients promotes the rapid blooming of aquatic 

plants, including both microscopic and macroscopic algae and epiphyte plants. This 

represents only the initial response of the ecosystem to the perturbation [6–9]. The 

large algal biomass causes the loss of transparency of the water body subjected to 

eutrophication, hindering the photosynthesis to the aquatic plants that are part of 

the benthos. This depletes the dissolved oxygen extending the anoxic zone, causing 

the loss of submerged aquatic vegetation and fish kill with an overall reduction in 

terms of biodiversity [7–9,11,12]. 

 
xli https://unric.org/en/8-billion-people-10-facts-on-the-worlds-population/ (accessed 07/01/2023) 
xlii https://www.un.org/en/dayof8billion (accessed 07/01/2023) 

https://unric.org/en/8-billion-people-10-facts-on-the-worlds-population/
https://www.un.org/en/dayof8billion
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Figure 5.1. Schematic representation of the eutrophication process. Adapted after Yan Zhang and 
coworkers [7]. 

5.1.1.1. Bioremediation 

In December 2019, the European Commission announced a series of policies that 

aim at making Europe the first climate-neutral continent by 2050, reducing by 55% 

the emission of greenhouse gasses in the atmosphere by 2030 (with respect to 

1990 levels), to create a toxic-free environment. These are just a few of the 

objectives that are reported in the so-called European Green Dealxliii. In order to 

concretize the climatic objectives, it is fundamental to re-design the economic 

model from a linear to a more circular onexliv. Additionally, along with the 

introduction of technologies with a reduced impact on the climate and the 

environment, it is fundamental to implement ones able to remediate polluted 

ecosystems to effective reach a depolluted environment. 

Within this frame of reference, bioremediation provides a sustainable and cost-

effective approach for the removal of pollutants from contaminated ecosystems 

[13–18]. The term bioremediation comprises a series of biotechnological processes 

that involves organisms from different taxonomic Kingdoms, including Bacteria 

[19], Plantae [14,19], Fungi [20] (see Chapter 7) and even Animalia [21], for the 

detoxification of contaminated ecosystems. The detoxification process is due to the 

metabolic activity of the involved organisms, that promotes the degradation, 

bioadsorption, and immobilization of contaminants [13]. 

There is evidence reported in the literature about the efficacy of bioremediation 

processes applied to different environmental matrices towards different class of 

pollutants, including metals [19], pesticides [17], aliphatic and aromatic 

 
xliii https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1576150542719&uri=COM%3A2019%3A640%3AFIN 
(accessed 31/12/2022) 
xliv https://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-definition-
importance-and-benefits (accessed 30/12/2022) 

https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1576150542719&uri=COM%3A2019%3A640%3AFIN
https://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-definition-importance-and-benefits
https://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-definition-importance-and-benefits
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hydrocarbons [22], and also emerging contaminants (see Chapter 3) like organic 

dyes [20] and antibiotics [23]. 

5.1.1.2. Carbon-based materials in remediation processes 

It is known that the remediation process can be improved using active materials 

such as biochar and hydrocharxlv [18,24]. 

Hydrochar is a material similar to lignite. It is poor in ashes and rich in carbon [25–

27]. The composition and its surface chemistry can change depending on the 

starting material. Hydrochar is a notoriously poorly porous material [28], with 

surface areas ranging from few tens to few hundreds m2/g depending on the 

starting material [29] and the post-production thermal treatments [25]. 

Nevertheless, its surface chemistry still makes it appealing as a sorbent material. 

Indeed, the surface of hydrochar is rich in oxygenated functional groups [27], 

including –OH (both hydroxylic and phenolic), –COOH, and C=O, making it suitable 

in cation exchange processes for removing metals from liquid matrices [24,25], and 

also promoting the immobilization of microbial communities and biofilm formation 

[18]. 

Hydrochar is produced by the so-called hydrothermal carbonization (HTC). HTC is 

a thermochemical process that utilizes biomass as feedstock and converts it into 

different fractions in the presence of water. The work conditions are milder with 

respect to the ones of other well-known technologies, such as pyrolysis and 

gasification [27,30]. In addition, the HTC process takes places in presence of water, 

thus not making necessary biomass drying, saving a large amount of energy as the 

vaporization enthalpy of water is fairly high [25–27,30]. HTC is usually carried out 

by operating into a 180–280 °C temperature range, under autogenous pressure and 

non-oxidant atmosphere. The carbonization process lasts from few minutes to 

several hours and produces a solid fraction (i.e., the hydrochar), a liquid fraction, 

and a smaller proportion of gaseous fraction [25]. 

The typical feedstock is biomass that can derive from agriculture [26,27], but it has 

been reported that sludges produced by sewage treatment facilities can constitute 

an appealing feedstock to produce hydrochar [31] in the context of circular 

economyxlvi, xlvii. 

 
xlv For the sake of clarity, different technologies are available to produce biochar, like pyrolysis. The term hydrochar 
comprises the biochars that are produced via hydrothermal carbonization. 
xlvi https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1576150542719&uri=COM%3A2019%3A640%3AFIN 
(accessed 02/01/2023) 
xlvii https://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-definition-
importance-and-benefits (accessed 02/01/2023) 

https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1576150542719&uri=COM%3A2019%3A640%3AFIN
https://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-definition-importance-and-benefits
https://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-definition-importance-and-benefits
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5.1.1.3. Ecophysiology of submerged macrophytes: an outline 

The term macrophyte refers to macroscopic plants that evolved and adapted to live 

in aquatic environments. Among them, rooted aquatic macrophytes are of 

particular interest for their unique characteristic of transporting variable amounts 

of oxygen through the roots [32,33]. This process is possible thanks to vascular 

structure called aerenchyma that connects the leaves to the roots through the stem. 

This intercellular structure allows the diffusive transport of oxygen to the roots, 

permitting respiration also in strictly anoxic substrates, such as sediments. 

The most interesting aspect of this peculiar characteristic is that part of the oxygen 

that is transported to the roots can be transferred in the rhizosphere (i.e., the 

volume of soil in close proximity to the roots), causing the oxygenation of the 

vegetated substrate [32,33]. This oxygen transfer goes under the name of radial 

oxygen loss (ROL) and represents the fraction of oxygen that is transferred to the 

rhizosphere with respect to the oxygen produced during the photosynthesis [34]. 

The ability of submerged macrophytes of oxygenating the sediments has important 

ecological implications in shallow water ecosystems, including the sustenance of 

aerobic microorganisms surrounding the rhizosphere [35], and the promotion of 

the nitrification process, i.e., the oxidation of NH4+ to NO2– and NO3– [36,37]. 

Vallisneria spiralis (Figure 5.2) is a macrophyte with ribbony leaves that colonizes 

the vast majority of shallow water bodies in the North of Italy, including rivers, 

irrigation canals, and Alpine lakes [37]. This plant has been extensively studied by 

Prof. Marco Bartoli and coworkers (University of Parma), who investigated the 

dynamics of oxygen in the rhizosphere and the consequent effects on nutrients, as 

well as the chemical modifications the plants can exert on the pore water [33,36–

38]. 

Figure 5.2. Specimens of V. spiralis. Photograph taken by Arianna Soci. 
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The capability of V. spiralis in diminishing the concentration of nutrients, such as 

PO43– and NH4+, from the rhizosphere [33,36–38], as well as immobilizing and/or 

depleting metal ions [33,38], i.e., Fe2+ and Mn2+, along with the exceptional 

tolerance towards a wide range of environmental conditions [38], make this 

organism a good candidate for being included in bioremediation processes. 

5.1.2. Mantua: the city shaped by water 

Mantua (45° 9′ 23″ N, 10° 47′ 28″ E; Mantua, Italy) is a city located in Northern 

Italy, more precisely in the South-East area of Lombardy. The complex 

hydrographic network of Mantua has origins in the late centuries of the Middle 

Ages, and it transformed into the city that is known today during the Renaissance 

[39]. 

In the late XII century, the Bergamasque engineer Alberto Pitentino directed a 

series of hydraulics projects that aimed at protecting the city by surrounding it with 

water. This has been accomplished by channeling the water of the Mincio River into 

four artificial lakes, i.e., Lower Lake, Middle Lake, Upper Lake, and Paiolo Lake, 

which surrounded the city completely [39,40]. Although the defense system 

designed by Pitentino required few adjustments over the years, it remained 

unchanged across many centuries (Figure 5.3). 

Figure 5.3. Map of the Duchy of Mantua in the XVI century. Reprinted from Damien Claeys and Claude 
Lambert [41] (originally by Franz Hogenberg and edited by Georg Braun; from Civitates Orbis Terrarum, 

vol. II, 50, 1575). 

It was not until the early XVIII century, during the last years of dominance of the 

House of Gonzaga [42,43], that the Paiolo Lake was drained transforming Mantua 

into a peninsula, to promote further urban development [39,40]. 
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What remains today are the three artificial lakes, i.e., Lower Lake, Middle Lake, and 

Upper Lake, which with the regional law LR 47/1984xlviii were recognized as a 

natural conservation area. With the regional law DGR 7/193/2000xlix the area was 

finally institutionalized as the Mincio Regional Park. 

5.1.2.1. Rise of the industriesl 

With the city staying on one side of the lakes, the opposite one became a site of 

intense industrial activity starting from mid ‘40s. The rise of the Italian Chemical 

Industry for Petroleum (ICIP) refinery in 1946 and the petrochemical facility under 

the governance of Edison S.p.A. in 1956 signed the beginning of the 

industrialization process of Mantuan surroundings. 

During the ‘60s, the ICIP refinery encountered a rapid expansion of the plant, 

allowing to produce 2.6 million tons/year of fuels. After having been sold to the 

Italian Energy and Services S.p.A., the company was acquired in 2007 by the 

Hungarian company MOL Plc. Under the governance of the latter, in 2013 the 

facility stopped the production, and it has been converted into a logistic center, that 

started its activity in 2015. 

In the meantime, the petrochemical plant after years of conversions and join 

ventures, ended under the governance of different companies. The activities 

devoted to the production of energy were absorbed by Enipower Mantua in 2000. 

The petrochemical facility was acquired two years later by Europe Polymers, today 

known as Versalis S.p.A. The areas of the industrialized site not devoted to 

productive activities and landfills remained under the governance of Enichem since 

1991, now under the name of Eni Rewind S.p.A. The plants are today involved in the 

transformation of feedstock like benzene, ethylbenzene, ethylene, cumene, 

acrylonitrile, and pentane into basic bulk chemicals and polymers, including phenol 

and styrene and polystyrene, respectively. Originally, the facility plants were 

dedicated to petroleum cracking, to the production of maleic anhydride and to the 

integrated production of NaOH and Cl2 by electrolyzing molten NaCl. Such plants 

were closed during the years for ecological reasons: the cracking plant was closed 

in 1978, whereas all the other ones in 1991. 

During the years of industrial production, the soil beneath the ex-refinery as well as 

the groundwater suffered of a massive contamination of hydrocarbons due to 

pipeline leakages. Additionally, before a sewage treatment plant was properly 

 
xlviii https://normelombardia.consiglio.regione.lombardia.it/normelombardia/Accessibile/main.aspx?view=showdoc&s
elnode=0&iddoc=lr001984090800047 (accessed 27/12/2022) 
xlix http://www.parcodelmincio.it/parco/documents/norme.pdf (accessed 27/12/2022) 
l https://www.arpalombardia.it/Pages/Bonifica/Mantova/Storia.aspx?firstlevel=Mantova (accessed 28/12/2022) 

https://normelombardia.consiglio.regione.lombardia.it/normelombardia/Accessibile/main.aspx?view=showdoc&selnode=0&iddoc=lr001984090800047
https://normelombardia.consiglio.regione.lombardia.it/normelombardia/Accessibile/main.aspx?view=showdoc&selnode=0&iddoc=lr001984090800047
http://www.parcodelmincio.it/parco/documents/norme.pdf
https://www.arpalombardia.it/Pages/Bonifica/Mantova/Storia.aspx?firstlevel=Mantova
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installed, the effluents deriving from the petrochemical plant caused the 

contamination of the sediments of the Mincio River. Moreover, despite the 

chloroalkali electrochemical plant has been dismissed and the Hg-based electrolytic 

cells removed, during the years mercury percolated first in the soil, and then into 

the aquifer. 

Along with the on-site industrial activities, starting from the ‘90s, agricultural 

activities and husbandry in upstream areas of the Mincio River and the discharge of 

partially treated wastewaters contributed to the eutrophication of Mantuan water 

bodiesli. 

5.1.2.2. The Mantuan contaminated site 

The environmental concerns deriving from the contamination of Mantuan water 

bodies brought to the emanation of the law L 179/2002lii. With this action, the 

“Lakes of Mantua and Chemical Hub” have been included in the National 

Remediation Program. 

The contaminated site was institutionalized as a Site of National Interest (SNI) in 

relation to its characteristics, the quantity and danger of pollutants, the impact on 

the surrounding environment in health and ecological terms as well as damage to 

cultural and environmental heritage, in compliance to Ronchi’s legislation (DLGS 

192/1997liii), ministerial decree DM 471/1999liv, and the Single Text on the 

Environment (DLGS 152/2006lv). With the ministerial decree released on February 

3rd 2003lvi, the area was circumscribed for a total surface of nearly 10.3 km2, 

including both public and private districts. Ten years later, as a further measure, it 

has been forbidden to farm in the areas included in the SNIlvii. 

The area was segmented in three main compartmentslviii (Figure 5.4), i.e., Middle 

and Lower Lakes (~ 2.5 km2), Chemical Hub (~ 3.5 km2), and the natural 

conservation area “La Vallazza” along with a tract of the Mincio River and the 

wetlands (~ 4.5 km2). The last compartment is the environmental target of the 

contamination deriving from the Chemical Hub. 

 
li https://www.arpalombardia.it/sites/DocumentCenter/Documents/Stato%20delle%20acque%20superficiali%20-
%202014-2019/Rapporto_2014_2019_MANTOVA_def.pdf (accessed 30/12/2022) 
lii https://www.gazzettaufficiale.it/eli/id/2002/08/13/002G0218/sg (accessed 28/12/2022) 
liii https://www.gazzettaufficiale.it/eli/id/1997/02/15/097G0043/sg (accessed 28/12/2022) 
liv https://www.gazzettaufficiale.it/eli/id/1999/12/15/099G0540/sg (accessed 28/12/2022) 
lv https://www.gazzettaufficiale.it/dettaglio/codici/materiaAmbientale (accessed 28/12/2022) 
lvi https://www.gazzettaufficiale.it/atto/serie_generale/caricaDettaglioAtto/originario?atto.dataPubblicazioneGazzetta
=2003-04-12&atto.codiceRedazionale=03A04689&elenco30giorni=false (accessed 28/12/2022) 
lvii https://www.comune.mantova.it/index.php/area-documentale/file/4593-ordinanza-divieto-di-coltivazione 
(accessed 28/12/2022) 
lviii https://www.arpalombardia.it/Pages/Bonifica/Mantova.aspx (accessed 28/12/2022) 

https://www.arpalombardia.it/sites/DocumentCenter/Documents/Stato%20delle%20acque%20superficiali%20-%202014-2019/Rapporto_2014_2019_MANTOVA_def.pdf
https://www.arpalombardia.it/sites/DocumentCenter/Documents/Stato%20delle%20acque%20superficiali%20-%202014-2019/Rapporto_2014_2019_MANTOVA_def.pdf
https://www.gazzettaufficiale.it/eli/id/2002/08/13/002G0218/sg
https://www.gazzettaufficiale.it/eli/id/1997/02/15/097G0043/sg
https://www.gazzettaufficiale.it/eli/id/1999/12/15/099G0540/sg
https://www.gazzettaufficiale.it/dettaglio/codici/materiaAmbientale
https://www.gazzettaufficiale.it/atto/serie_generale/caricaDettaglioAtto/originario?atto.dataPubblicazioneGazzetta=2003-04-12&atto.codiceRedazionale=03A04689&elenco30giorni=false
https://www.gazzettaufficiale.it/atto/serie_generale/caricaDettaglioAtto/originario?atto.dataPubblicazioneGazzetta=2003-04-12&atto.codiceRedazionale=03A04689&elenco30giorni=false
https://www.comune.mantova.it/index.php/area-documentale/file/4593-ordinanza-divieto-di-coltivazione
https://www.arpalombardia.it/Pages/Bonifica/Mantova.aspx
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Figure 5.4. Delimitation of the Mantuan SNI. The red line denotes the delimitation, and the different 
letters denotes the different environmental compartments: Middle and Lower Lakes (A and B, 

respectively), Chemical Hub (C), and natural conservation area “La Vallazza” along with a tract of the 
Mincio River and the wetlands (D). Adapted after BLOM C.G.R. S.p.A., flight IT2000 in 2007 lix. 

Starting from the ‘70s, the areas within the SNI have been characterized by the local 

companies and the Regional Environmental Protection Agency of Lombardy (ARPA 

Lombardia)lx, lxi. 

Since 2013, ARPA Lombardia carries out sampling campaigns across the site every 

other year, to evaluate the evolution over times of contamination within the SNI 

areaslxii. The polluted environmental matrices include: 

• Soil and subsoil: heavy contamination of hydrocarbons, aromatic organic 

compounds (benzene, toluene, ethylbenzene, xylenes, and styrene), metals 

(especially Hg), polychlorobiphenyls, dioxins and furans. 

• Groundwater: heavy contamination of hydrocarbons, aromatic organic 

compounds (benzene, toluene, ethylbenzene, and xylenes), styrene and 

cumene (in the neighboring of the petrochemical facility), methyl-t-butyl 

ether and ethyl-t-butyl ether (in the neighboring of the ex-refinery), and 

 
lix https://www.comune.mantova.it/index.php/area-documentale/file/818-perimetrazione-sin (accessed 29/12/2022) 
lx https://www.comune.mantova.it/index.php/area-documentale/file/805-scheda-sin (accessed 28/12/2022) 
lxi https://www.arpalombardia.it/Pages/Bonifica/Mantova/Bonifica.aspx?firstlevel=Mantova (accessed 28/12/2022) 
lxii https://www.arpalombardia.it/Pages/Bonifica/Mantova/Dati-Ambientali.aspx?firstlevel=Mantova (accessed 
29/12/2022) 

1.5 km 
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https://www.comune.mantova.it/index.php/area-documentale/file/818-perimetrazione-sin
https://www.comune.mantova.it/index.php/area-documentale/file/805-scheda-sin
https://www.arpalombardia.it/Pages/Bonifica/Mantova/Bonifica.aspx?firstlevel=Mantova
https://www.arpalombardia.it/Pages/Bonifica/Mantova/Dati-Ambientali.aspx?firstlevel=Mantova
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metals (especially Hg). In addition, the groundwater drawn from 

piezometers around the ex-refinery and the petrochemical plant has 

shown a layer of organic phase floating on top of the water (supernatant). 

The latter has been identified as the primary source of contamination. 

• Sediments: the sediments on the bottom of the canals, the Mincio River 

and the wetlands are contaminated with heavy hydrocarbons (C > 12), 

dioxins and metals (especially Hg). 

Hydraulic barriers have been installed around the companies within the Chemical 

Hub to prevent the leakage of contaminated groundwater. 

In the last technical board in 2020lxiii, ARPA Lombardia, the ex-Italian Ministry of 

the Environment and the Protection of the Territory and the Sea, the Regional 

Council of Lombardy, and Edison S.p.A. have decided to extend the investigation 

area to thoroughly characterize both the contaminated site and areas right outside 

the SNI to better plan an intervention program. 

5.1.3. Aromatic organic compounds in the Mantuan SNI 

As already stated, in the context of the Mantuan SNIlxiv, high concentration levels of 

aromatic organic compounds have been detected. 

Such compounds comprise the low-molecular weight derivatives of benzene. This 

class of volatile organic compounds, usually known with the acronym BTEX 

(benzene, toluene, ethylbenzene, and xylenes), poses serious risks on human 

health, as few of them are certainly recognized as mutagenic and/or carcinogenic 

[44,45]. BTEX have been found with various concentration levels and in different 

locations in the groundwater drawn from the piezometers within the Chemical Hub. 

High concentrations of styrene and cumene have been found in the neighboring of 

the petrochemical facility, whereas the concentration of benzene ranged from 

under control to concentration more than 1000 times higher with respect to the 

contamination threshold fixed by the DLGS 152/2006lxv. The data collected during 

the monitoring campaigns across the years suggest that the distribution of the 

abovementioned compounds reflects the production activities of the petrochemical 

facility (see Section 5.1.1.1.). 

This study is part of the MACHY (MACrophyte-HYdrochar bioremediation technology 

applied to contaminated sediments) project, a multidisciplinary project carried out 

 
lxiii https://www.mite.gov.it/bonifiche/conferenze-dei-serviz-contenuti/11845 (accessed 29/12/2022) 
lxiv https://www.arpalombardia.it/sites/DocumentCenter/Documents/SIN%20Mantova/Relazione%20campagna%20a
cque%202019.pdf (accessed 29/12/2022) 
lxv https://www.gazzettaufficiale.it/dettaglio/codici/materiaAmbientale (accessed 28/12/2022) 

https://www.mite.gov.it/bonifiche/conferenze-dei-serviz-contenuti/11845
https://www.arpalombardia.it/sites/DocumentCenter/Documents/SIN%20Mantova/Relazione%20campagna%20acque%202019.pdf
https://www.arpalombardia.it/sites/DocumentCenter/Documents/SIN%20Mantova/Relazione%20campagna%20acque%202019.pdf
https://www.gazzettaufficiale.it/dettaglio/codici/materiaAmbientale
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at the University of Parma in collaboration with the University of Trento. The aim is 

the development of a clean and cost-effective bioremediation technology based on 

the combination of macrophytes (V. spiralis, see Section 5.1.2.) and hydrochar to 

remove nutrients and micropollutants (both organic and inorganic) from 

contaminated water and sediments of the Mantuan SNI. The approach aims at being 

circular, producing a precious resource, i.e., hydrochar, starting from the biomass 

deriving from the eutrophicated site of the Mantuan SNI. The produced hydrochar 

will be utilized in the bioremediation process itself for the adsorption of 

contaminants, but it can exploit its potential as a fuel and in many applications that 

requires a sorbent material, ranging from sewage treatment to sample preparation 

in analytical chemistry. 

What is presented in this Chapter are the optimization and validation of a method 

of analysis based on solid-phase microextraction (SPME, see Chapter 3) followed 

by GC–MS for the quantitation of a pool of BTEX that have been found in past 

analytical records produced by ARPA Lombardia along with others detected during 

the preliminary qualitative characterization (Table 5.1). The SPME–GC–MS method 

will be applied for the evaluation of the remediation capabilities of the proposed 

technology by analyzing the pore water of microcosms set up in the laboratory. 

Table 5.1. Overview of the analytes included in this studylxvi. 

  Contamination threshod (µg/L) 

Analyte Properties of 
concern in EU a 

Surface water b Groundwater 

Benzene C, M 10 1 

Toluene C, M, R 5 15 

Ethylbenzene C, M – c 50 

o-Xylene n.n. 5 – 

m-Xylene n.n. 5 10 d 

Styrene R – 25 

Cumene n.n. – – 

Durene n.n. – – 
a bold: recognized property; plain: broad agreement about the property; underlined: property under 
evaluation; grey: property reported in a minority of notifications; C: carcinogenic; M: mutagenic; R: toxic 
to reproduction; n.n.: not notified. b annual average value. c unregulated. d referred to p-xylene. 

 
lxvi The properties of concern were retrieved from the European Chemical Agency (https://echa.europa.eu/it/home, 
accessed 30/12/2022), whereas the contamination threshold values were retrieved from the DLGS152/2006 
(https://www.gazzettaufficiale.it/dettaglio/codici/materiaAmbientale, accessed 30/12/2022) 

https://echa.europa.eu/it/home
https://www.gazzettaufficiale.it/dettaglio/codici/materiaAmbientale
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5.2. Materials and methods 

5.2.1. Chemicals and materials 

Methyl alcohol (> 99.8%) was obtained from Honeywell (Charlotte, USA) and NaCl 

(> 99.99%) was obtained from VWR Chemicals (Milan, Italy). 

Benzene (B, > 99.8%) and ethylbenzene (E, > 99.5%) were obtained from Carlo 

Erba (Milan, Italy). m-xylene (mX, > 99%), o-xylene (oX, > 98%), styrene (S, > 99%), 

and perdeuterated m-xylene (mX-d10, ≥ 99%; deuteration grade > 98%) were 

obtained from Sigma-Aldrich (Milan, Italy). Cumene (C, > 99%) and durene (D, 

98%) were obtained from Merk (Darmstadt, Germany). Toluene (T, > 99.7%) was 

obtained from Honeywell. 

Seventy-five micrometers Carboxen™-PDMS SPME fibers (length: 1 cm) were 

obtained from Supelco (Bellefonte, USA). Before use, the fiber was conditioned by 

placing it in the GC injection port under a constant flow of helium according to the 

manufacturer instructions. 

Working solutions were prepared by proper dilution of the analytes and mX-d10 in 

methanol. Diluted solutions were kept at -20 °C in the dark until use. 

5.2.2. Optimization of the extraction procedure 

Optimization of the SPME procedure was carried out by performing extraction 

experiments on 4 mL of aqueous solutions containing the analytes at a 

concentration of 500 ng/L. SPME was operated in headspace mode (HS). The 

response variable was the peak area of each analyte. 

Three main factors (k = 3) were investigated at three levels within their respective 

experimental domain according to a Box-Behnken Design (BBD): extraction time 

(X1, 5–15 min), extraction temperature (X2, 40–60 °C), and NaCl addition (X3, 0–1 g). 

In total, N = 17 experiments were carried out, including n0 = 5 experiments in the 

center of the experimental domain to estimate the pure experimental variance. 

A full second-order model was postulated. A coefficient was considered significant 

if the absolute value of its regression coefficient was greater than the 

semiamplitude of its 95% confidence interval. Each model was evaluated in terms 

of fraction of explained variance (R2) and validity expressed in terms of lack-of-fit 

(α = 0.01). 
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The global optimal conditions were identified according to Derringer’s method 

[46]. Single desirability functions di were defined for each analyte according to 

Equation 5.1: 

𝑑𝑖 = {

0, 𝑦𝑖 < 𝐿𝑖
𝑦𝑖 − 𝐿𝑖
𝑈𝑖 − 𝐿𝑖

, otherwise
 

Equation 5.1 

Li is the upper limit of the 95% confidence interval of the minimum predicted 

response and Ui is the maximum predicted response within the experimental 

domain. The optimal conditions were in correspondence of the maximum global 

desirability (Equation 2.42), computed as unweighted geometric mean of the single 

desirability functions. The maximum was found with a derivative-free search 

algorithm. 

5.2.3. Operating procedure and instrumental conditions 

5.2.3.1. Sample preparation 

A volume of 4 mL of sample was introduced into 10 mL clear glass vials. One gram 

of NaCl was introduced into the vial. The aliquot was spiked with the internal 

standard (IS) solution so that its final concentration was 25 ng/L. The IS was mX-

d10. 

Each sample was equilibrated for 5 min at 57 °C. Thereafter, the fiber was exposed 

to the headspace above the sample for 11 min at 57 °C under constant agitation 

(250 rpm). Then, the fiber was placed in the GC injection port at 300 °C for 2 min. 

These operations were carried out with the aid of a PAL COMBI-xt autosampler 

(CTC Analytics AG, Zwingen, Switzerland). 

5.2.3.2. GC–MS 

Instrumental analyses were carried out with a HP 6890 Series Plus gas 

chromatograph hyphenated with an MSD 5973 mass spectrometer (both by Agilent 

Technologies, Milan, Italy). 

The split/splitless injector temperature was 300 °C. The injection was executed in 

split mode (split ratio: 1:1) into a 5190-4056 ultra-inert liner (Agilent 

Technologies). An Rxi-5Sil MS capillary column (30 m length × 0.25 mm i.d., 0.25 

μm film thickness; Restek, Bellefonte, USA) was used for the chromatographic 

separation with the following temperature program: 40 °C held for 2 min, 4 °C/min 

to 50 °C, 15 °C/min to 200 °C, held for 1.50 min (runtime: 16.00 min). The carrier 
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gas was helium (constant flow rate: 1.4 mL/min). The transfer line was maintained 

at 280 °C. The single quadrupole mass spectrometer was operated in electron 

ionization mode (EI; 70 eV). The ion source and the quadrupole were held at 230 

and 150 °C, respectively. Mass spectra were registered in selected ion monitoring 

(SIM) mode (dwell time: 30 ms; electron multiplier voltage: 1.047 kV). The 

acquisition started 0.50 min after the injection. One microliter of a solution 

containing both the analytes and the IS (concentration: 1 mg/L) in methyl alcohol 

was injected and the mass range 50–350 m/z was recorded to properly set the time 

scheduled SIM program. The retention times and the m/z ratios that were 

monitored for each compound are reported in Table 5.2. 

Table 5.2. Time scheduled SIM program. Qualifier ions are reported in plain text, quantifier ions are 
reported in bold text. 

Time (min) Compound Monitored m/z ratios  

0.50–1.80 B 78 

1.80–3.00 T 91, 92 

3.00–4.10 E, mX 

mX-d10 

91, 106 

98 

4.10–4.80 oX 

S 

91, 106 

103, 104 

4.80–6.00 C 105, 120 

6.00–16.00 D 119, 134 

5.2.4. Method validation 

The SPME–GC–MS method was validated by working under the optimized 

conditions according to the EURACHEM guidelines [47]. The validation study was 

carried out with matrix-matched standards that were subjected to the whole 

analytical process. Drinking water was the blank matrix. 

Limits of detection and limits of quantitation (LODs and LOQs, respectively) were 

evaluated by estimating the standard deviation s0 of m = 10 independent replicated 

measurements of blank matrix fortified with a detectable amount of analytes. The 

average signal of the blank y0 was estimated by submitting to analysis n = 4 

procedural blanks. Detection and quantitation limits, expressed in the signal 

domain, were calculated according to Equation 2.43 and 2.44, respectively, 

considering that n = 2 replicated measurements will be averaged when reporting 

the results. The corresponding concentrations were calculated by their projection 

on the x axis. Calibration functions were evaluated on k = 9 levels in the LOQ–1000 

ng/L range (n = 2 independent replicated measurements per level) for all the 
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analytes. The intercept was tested for significance with the Student’s t-test (α = 

0.05). Linearity and validity were evaluated, respectively, with Mandel’s test and 

lack-of-fit test (α = 0.01). 

Repeatability and intermediate precision were evaluated in a single study by 

carrying out independent triplicated measurements per day for three days by three 

different operators. Repeatability and intermediate precision standard deviations 

were estimated according to Equation 2.48 and 2.49 and expressed as relative 

standard deviations (RSD%). ANOVA was applied also to assess whether the results 

obtained under intermediate precision conditions were significantly different 

among each other (α = 0.05). Trueness was expressed as spike recovery rate (RR’%, 

Equation 2.52) by submitting n = 9 independent replicated measurements to the 

whole analytical process. Precision and trueness were evaluated at 40, 350, and 

800 ng/L. 

5.2.5. Evaluation of bioremediation capability 

5.2.5.1. Plants collection and hydrochar production 

V. spiralis plants were harvested from an eutrophicated site of the Mincio river in 

the neighboring of Massimbona (45° 16′ 42.6″ N, 10° 43′ 4.8″ E; Mantua, Italy). A 

sample of 100 individuals was randomly collected, taking care in avoiding any 

damage to the roots. The plants were thoroughly rinsed with river water to remove 

residuals of sediments and epiphyte plants. 

Hydrochar was produced with the pilot plant located at the University of Trento 

(Trento, Italy) by utilizing various vegetable scraps (Phragmites australis, Nelumbo 

nucifera, and Vallisneria spiralis) in variable proportions as starting material. 

5.2.5.2. Sediment collection and processing 

Sediments (1 m depth) and the water going along with them were collected from 

multiple locations from the Lower Lake of the Mantuan SNI. 

Few hours after sampling, the subsamples were reconstituted for a total of 20 L of 

sample. The reconstituted sample was passed through a screening panel (mesh: 1 

mm) and collected in a bucket. Thereafter, the sample was artificially contaminated 

with a mixture of the investigated analytes so that their final concentration in the 

sediments was approximately 5 mg/L. 
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5.2.5.3. Experimental setup 

Microcosms were setup into cylindrical PVC tubes (10 cm height × 8 cm i.d.) filled 

for the 90% of their volume with contaminated sediment. Microcosms were 

transferred into an aquarium tank filled with tap water maintained at 28 °C. The 

tank was exposed continuously to a halogen lamp (2000 W) producing an 

illuminance of 400 μmol × s-1 × m-2 to mimic the average photosynthetically active 

radiation at the sampling site. Aquarium pumps were utilized to guarantee water 

recirculation. The whole system was maintained under a hood. 

Four treatments were set up, for a total of N = 48 microcosms: 

• Control (C): the control experiment was represented by the contaminated 

sediment itself. 

• Hydrochar (H): 10 g of hydrochar were added to the contaminated 

sediment. 

• Plant (P): two plants of V. spiralis were planted into the contaminated 

sediment. 

• Hydrochar + Plant (HP): 10 g of hydrochar were added to the 

contaminated sediment and two plants of V. spiralis were planted. 

The microcosms were incubated for 1, 15, and 30 days. In total, n = 4 replicates 

were set up per treatment and per incubation time. After the incubation period had 

elapsed, n = 4 microcosms per treatment were randomly removed from the tank 

and 10 mL of pore water were drawn with a plastic syringe equipped with a 2.5 mm 

Rhizon with an average pore size of 0.15 μm (Rhizosphere Research Products B.V., 

Wageningen, Netherlands). The filtered samples were transferred into 10 mL clear 

glass vials so that they were filled to their maximum capacity and sealed with 

poly(tetrafluoroethylene) (PTFE)/silicone septa. The samples were kept in the dark 

at 4 °C and were analyzed within 24 hours from sampling. Samples were treated 

according to what is reported in Section 5.2.3 after proper dilution with drinking 

water. 

5.2.5.4. Data analysis 

The results deriving from the experimentation were organized into a data matrix X 

(48 × 8): each row representing a microcosm and each column representing the 

concentration of each analyte (expressed as ng/L) deriving from the SPME–GC–MS 

determination. Concentration values below the LOQ were removed and treated as 
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missing data. Each row was enriched with additional information, i.e., total 

concentration, incubation time, and treatment.  

Exploratory Data Analysis (EDA) was carried out. Principal Component Analysis 

(PCA) [48–50] was the chosen technique for this purpose (see Chapter 2, Section 

2.1.1.1). Before model computation, data were transformed by taking their natural 

logarithm and were mean centered. 

5.2.6. Software 

GC–MS data were handled with the HP ChemStation (Agilent Technologies) 

software. Multilinear regression and multicriteria optimization were carried out by 

using custom scripts in MATLAB environment (v. R2022a, Mathworks, 

Massachusetts, USA). 

PCA was carried out by utilizing the built-in function in MATLAB environment. 

Among the available algorithms, Alternating Least Squares (ALS) was chosen as it 

tolerates missing values [51]. 

5.3. Results and discussion 

5.3.1. Optimization of the SPME procedure 

As this part of the project focused on the determination of VOCs, the SPME fiber had 

to be chosen accordingly [52,53]. Based on the ISO 17943:2016lxvii for the 

quantitation of VOCs in water, either the Carboxen™-PDMS or DVB/Carboxen™-

PDMS fibers can be utilized. In a preliminary evaluation both coatings were tested, 

but difficulties were encountered when utilizing the DVB/Carboxen™-PDMS fiber as 

highly persistent carryover effect was observed (data not shown). Accordingly, the 

Carboxen™-PDMS fiber was chosen for further method development. 

As it was discussed earlier in Chapter 3, different parameters can affect the 

efficiency of the SPME procedure. Besides extraction time and temperature, ionic 

strength can also play a role, especially when operating in HS-mode [52,53]. The 

abovementioned factors were selected to be investigated in optimizing the SPME 

procedure. The experimental domains were set by taking into consideration 

operative limitations: 

• Extraction time: extraction times shorter than 5 min were not considered 

as poor GC–MS signals were produced, whereas a maximum extraction 

 
lxvii https://www.iso.org/standard/61076.html (accessed 26/12/2022) 

https://www.iso.org/standard/61076.html
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time of 15 min was selected to guarantee a good balance between the time 

required for the extraction and the analysis time to maximize the sample 

throughput. 

• Extraction temperature: poor responses were observed for D below 40 

°C, therefore it was selected as the lowest extreme of the experimental 

domain for this factor. On the other hand, temperatures higher than 60 °C 

were not considered as high of temperatures promote the desorption of 

the analytes from the fiber. 

• Ionic strength: in HS-mode, the addition of NaCl to the sample solution 

can promote the volatilization of nonpolar analytes in the headspace due to 

the augmented ionic strength of the medium. On the contrary, too high of 

concentration of NaCl increases the viscosity of the sample solution, 

hindering the diffusion of the analytes towards the headspace. The lower 

extreme of the experimental domain corresponded to no addition of NaCl, 

whereas the upper extreme was set at 1 g. 

The responses were left untransformed, and the models were calculated. ANOVA 

showed that all the models were valid (p > 0.01), meaning that the error deriving 

from approximation was not significantly greater than the variance that it could be 

expected experimentally. The models showed R2 in the 0.71–0.87 range. Cross-

validation was not carried out as when the center point was left out the matrix 

determinant was zero and regression coefficient could not be calculated. For the 

sake of brevity, B, oX, and D surface plots were shown to exemplify the typical 

shapes of response surfaces (Figure 5.5), whereas the regression models are 

reported in Table 5.3. 

As far as only the main factors were concerned, they had always positive 

coefficients, with the only exception of X2 on B, suggesting that working at too high 

of a temperature could have promoted the desorption of the analyte from the fiber 

before the injection. As for X1 and X3, when significant they had always a positive 

coefficient, meaning that the analytes benefitted from longer extraction times and 

the addition of NaCl produced an effective salting-out [52,53]. 
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Table 5.3. Regression models calculated for each analyte. 

Analyte Equation a 

B y = 1350000 (±21000) - 106000 (±15000)X2 + 196000 (±15000)X3 + 
196000 (±21000)X2X3 - 202000 (±21000)X12 - 205000 
(±21000)X22 

T y = 1453000 (±24000) + 59000 (±19000)X1 + 57000 (±19000)X2 + 
53000 (±19000)X3 - 79000 (±27000)X1X3 - 101000 (±27000)X12 - 
114000 (±27000)X22

 

E y = 439700 (±7600) + 20100 (±6000)X2 + 30900 (±8500)X1X2 - 
36000 (±8300)X12 - 37400 (±8300)X22 

mX y = 1218000 (±20000) + 45000 (±16000)X1 + 58000 (±16000)X2 + 
46000 (±16000)X3 + 74000 (±22000)X1X2 - 89000 (±21000)X12 - 
102000 (±21000)X22 

oX y = 504700 (±7300) + 23700 (±5200)X1 + 42500 (±5200)X2 + 26800 
(±7300)X1X2 - 28400 (±7300)X1X3 + 33100 (±7300)X2X3 - 35800 
(±7300)X12 - 35200 (±7300)X22 - 26700 (±7300)X32 

S y = 143600 (±6300) + 16500 (±4900)X2 + 17600 (±4900)X3 

C y = 468600 (±5300) + 20000 (±3700)X1 + 21800 (±3700)X2 + 20700 
(±3700)X3 + 30200 (±5300)X1X2 - 45500 (±5300)X12 - 30800 
(±5300)X22 

D y = 89400 (±2100) + 6200 (±1700)X1 + 9000 (±1700)X2 - 9500 
(±2300)X12 

a only the significant terms at the 95% confidence level are reported, the coefficients (X1: extraction time; 
X2: extraction temperature; X3: salt addition) are reported as coefficient (± standard error) rounded at 
two significant digit. 

Various first-order interactions were present, involving different main factors and 

with different signs depending on the analyte. The interaction X1X2 was significant 

for E, mX, oX, and C, always with a positive coefficient, and such analytes benefitted 

of long extraction times and high extraction temperatures. Similarly, the interaction 

X2X3 was significant with a positive coefficient for B and oX, meaning that better 

extraction was achieved at high temperatures and at high NaCl concentrations. The 

interaction X1X3 was significant with a negative sign for T and oX, meaning that 

longer extraction times were the most ideal when lower amounts of NaCl were 

added and vice versa. In addition, X1 and X2 were present in most of the models as 

squared terms with a negative sign, meaning that the responses increased until a 

certain point and then reached a plateau or decreased. 



143 
 

Figure 5.5. Response surfaces of B, oX, and D. The predicted response for each analyte is plotted as a 
function of extraction time and extraction temperature (X1 and X2, respectively) at three different levels 

of the amount of the amount of NaCl added to the sample solution (X3): -1 (left column), 0 (middle 
column), and +1 (right column). 

The optimal conditions required an extraction time of 11 min and an extraction 

temperature of 57 °C, with the addition of 1 g of NaCl to the sample solution. The 

global desirability corresponding to such experimental conditions was D = 0.92, 

with single desirability values di ≥ 0.71. A non-zero global desirability value means 

that a set of conditions able to fulfill the optimization criteria for all the responses 

could be found, whereas its high value denotes a high degree of accordance 

between the single desirability values. The identified experimental conditions were 

valid, as the lack-of-fit was not statistically significant (p > 0.01). 
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5.3.2. Method validation 

The SPME–GC–MS method was validated operating under optimized conditions. 

The LODs, LOQs, and equation of the calibration functions are reported in Table 5.4. 

The method exhibited LODs in the 15.1–49.8 ng/L range, suitable for the detection 

of the investigated analytes at trace and ultra-trace levels, whereas LOQs were in 

the 20.3–76.3 ng/L range. In terms of LODs and LOQs, the results were extremely 

satisfactory, allowing the determination of the regulated analytes far below the 

contamination threshold established by the DLGS 152/2006 (see Table 5.1), both 

for surface water and groundwater. 

Table 5.4. LODs, LOQs, and calibration curve equations of the SPME–GC–MS analytical method. LODs 
and LOQs are reported in ng/L. 

   Calibration curve equation a 

Analyte LOD LOQ b0 ± SE b b1 ± SE b 

B 28.1 55.2 – c 4.30(±0.04) 

T 42.6 62.9 – 5.06 (±0.05) 

E 15.1 22.1 – 2.68 (±0.02) 

mX 49.4 76.3 – 4.32 (±0.05) 

oX 36.6 51.5 – 2.42 (±0.02) 

S 49.8 52.8 -2.1 (±0.5) 1.52 (±0.03) 

C 22.2 24.0 -4 (±1) 5.60 (±0.07) 

D 19.5 20.3 -1.7 (±0.4) 2.41 (±0.02) 
a the equation of the calibration curve is y = b0 + b1x. b the intercept and slope are reported as coefficient 
± standard error rounded at one significant digit. c – not significant (p > 0.05). 

All the calibration functions proved being linear (p > 0.01) in the LOQ–1000 ng/L 

range and statistically significant (p < 0.05), with linearity holding nearly 2.5 orders 

of magnitude. In addition, the approximation error was not significantly greater 

than the expected pure experimental variation (p > 0.01). Satisfactory results were 

obtained from the precision and trueness studies, with the results summarized in 

Table 5.5 and in Figure 5.6, respectively. There were not statistically significant 

differences in the results obtained under intermediate precision conditions. 

Another figure of merit of the developed analytical method was the good balance 

between the time required for extraction (5 min equilibration + 11 min extraction) 

and chromatographic separation (16 min). This results in a good overlap between 

chromatographic runs guaranteeing a fast sample throughput, desirable for routine 

application and for many samples to be processed. In addition to this, the method 

did not require the utilization of any organic solvent for extraction, as all the 

application with SPME hyphenated to GC [52,53]. 
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Table 5.5. Results of the precision study. RSD% referring to repeatability is marked with an r in apex and 
the one referring to intermediate precision is marked with an I in apex. Results are rounded at the 
nearest integer. 

 L1 a L2 b L3 c 

Analyte RSDr% RSDI% RSDr% RSDI% RSDr% RSDI% 

B n.d. d n.d. 11 13 9 13 

T n.d. n.d. 18 20 13 19 

E 11 12 11 12 7 8 

mX n.d. n.d. 13 13 14 20 

oX n.d. n.d. 14 15 14 18 

S n.d. n.d. 10 14 7 10 

C 11 13 11 13 11 14 

D 17 20 15 16 15 16 
a 40 ng/L. b 350 ng/L. c 800 ng/L. d not determined. 

Figure 5.6. Results of the trueness study. Results are reported as mean ± semiamplitude of the 95% 
confidence interval (n = 9). The horizontal dashed line corresponds to a RR’% = 100%. 

5.3.3. Evaluation of bioremediation capability 

The optimized and validated SPME–GC–MS method was utilized in evaluating the 

bioremediation capabilities of V. spiralis and the inclusion of hydrochar in the 

sediment. After pretreating the sediment and artificially contaminating it, it was 

subjected to four treatments, including the control. The control experiment was 

represented by the contaminated sediment itself subjected to the same 

experimental conditions of the remaining treatments to assess the variation in 

concentration of the pollutants over time. 
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This aspect is fundamental, since a loss in concentration could be expected due to: 

• Dilution, through the diffusion of the analytes from the sediment towards 

the water contained in the aquarium tank. 

• Volatilization, through the diffusion of the analytes from the water to the 

atmosphere, as the system was open to guarantee gas exchange. 

Since the sampling distribution of concentrations for environmental data is 

notoriously log-normal, the results were logarithmically transformed (base: e) to 

make them more normal [54]. Figure 5.7 shows a summary of the transformed 

results for each analyte. 

 Figure 5.7. Summary of the results of the bioremediation study. Results were logarithmically 
transformed (original measurement unit: ng/L). Results are plotted as mean ± one standard deviation (n 

= 4). Each plot is referred to a different analyte, reported in bold in the title. The x axis reports the 
treatments (C: control; H: hydrochar-enriched sediment; HP: vegetated hydrochar-enriched sediment; P: 

vegetated sediment). Each bar represents a different sampling time as shown in the legend. 
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5.3.3.1. Exploratory data analysis 

The harvested data were rationalized by carrying out EDA. This was accomplished 

by subjecting the dataset to PCA in order to highlight the presence of potential data 

structures such as trends and clusters. 

Figure 5.8 shows the decomposition on the two low-order Principal Components 

(PCs). 

Figure 5.8. Results of the PCA decomposition for the two low-order PCs (the fraction of total variance 
that a given PC explains is reported on the corresponding axis). The top-left plot reports the distribution 

of the variables in the loadings space, whereas all the others report the distribution of objects in the 
score space, marked according to different additional information. Top-right: objects are marked 
according to the logarithm of total concentration (original measurement unit: ng/L) of pollutants 

quantified in the pore water. Bottom-left: objects are marked according to the treatment (empty circles 
(C): control; grey triangles (H): hydrochar-enriched sediment; charcoal diamonds (HP): vegetated 

hydrochar-enriched sediment; inverted green triangles (P): vegetated sediment). Bottom-right: objects 
are marked according to the incubation time (days). 
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The first two low-order PCs accounted for a little more than 95% of the total 

variance, with PC 1 capturing nearly 92% of it. The loadings related to all the 

analytes were positive with respect to PC 1. This provided an indication that the 

effect with the largest magnitude, i.e., the one captured mostly by PC 1, was the 

variation in concentration of pollutants in the pore water. This information can be 

retrieved by inspecting the score plot, where the objects were colored according to 

the overall concentration, shading from yellow (high concentration) to dark green 

(low concentration) moving from positive to negative scores on PC 1. 

A similar tendency was observed for the incubation time: microcosms incubated for 

1 day (dark green) were on positive scores for PC 1, whereas microcosms incubated 

for 30 days (yellow) were on negative scores for PC 1, and microcosms incubated 

for 15 days (light green) were around the origin of the axes. This trend was in 

contrast with the one observed for concentration and, according to the joint 

interpretation of score and loading plots, it suggests that a reduction in 

concentration could be expected as more and more times had elapsed. This fact 

could be related both to the volatilization of the analytes over time since, as it was 

stated earlier, the system was open and also to an actual reduction thanks to the 

treatment with V. spiralis and hydrochar. 

As for the treatment, despite no clear clusters being visible, it is worth noting that 

most of microcosms that received no treatment, i.e., control, were located on 

positive scores on PC 1, and all the remaining treatments were, on average, at 

negative scores on the same PC. According to the loading plot, this means that the 

control experiments had, on average, a higher concentration than the microcosms 

subjected to any of the treatments, independently of the incubation time. The only 

exception was represented by the microcosms that were incubated only for 1 day, 

which were all similar in terms of concentration regardless the treatment. 

Therefore, the treatments had an effect in reducing the concentration of pollutants 

in the pore water. In terms of which pollutants were removed, by the inspection of 

the loading plot it was observed that the loadings related to C and D were lower 

than the others on PC 1, suggesting that they were more resistant to the treatments 

in diminishing their concentration. 

The effect of the treatment with respect to the control experiment appeared even 

more evidently when the offset with respect to the incubation time was removed. 

This was accomplished by mean centering the groups of data with respect to the 

mean of each incubation time. 
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Figure 5.9 shows the decomposition of the block-centered data on the two low-

order PCs, together capturing a little more than 95% of the total variance. 

Figure 5.9. Results of the PCA decomposition of the block-centered data for the two low-order PCs (the 
fraction of total variance that a given PC explains is reported on the corresponding axis). The top-left 
plot reports the distribution of the variables in the loadings space, whereas all the others report the 
distribution of objects in the score space, marked according to different additional information. Top-

right: objects are marked according to the logarithm of total concentration (original measurement unit: 
ng/L) of pollutants quantified in the pore water. Bottom-left: objects are marked according to the 
treatment (empty circles (C): control; grey triangles (H): hydrochar-enriched sediment; charcoal 
diamonds (HP): vegetated hydrochar-enriched sediment; inverted green triangles (P): vegetated 

sediment). Bottom-right: objects are marked according to the incubation time (days). 

As it was for mean centered data (with respect to the global mean), all the variables 

had positive loadings on PC 1, meaning that the microcosms whose scores were 

negative on PC 1 (capturing the 86% of the total variance) were characterized by an 

overall lower concentration of pollutants. With the samples centered around the 

origin of the axes with respect to the incubation time, still remained evident how 
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the control experiments were all located on positive scores of PC 1 but one and the 

remaining treatments mostly on the negative side of the same PC. Within this frame 

of reference, the hydrochar-enriched sediments and the vegetated hydrochar-

enriched sediments were more on the negative side of PC 1, whereas the vegetated 

sediments were closer to the origin. As it was observed for globally mean centered 

data, C and D were the analytes that resisted the most to the treatments, as they 

were closer to the origin with respect to the other loadings on PC 1. 

These findings suggested that the remediation process benefitted from the 

inclusion of hydrochar into the sediments, that aids the removal of the investigated 

pollutants by adsorbing them: in fact, thanks to its surface chemistry [24,25,27], 

hydrochar could interact with aromatic analytes via π–π interaction, London 

dispersion forces, and temporary dipole interactions [55]. 

Given the fact that V. spiralis is capable, thanks to the ROL, in immobilizing certain 

metal ions, such as Fe2+ and Mn2+ [33,36–38], the reduced removal capabilities 

observed towards the investigated compounds were unexpected. The finding might 

still be relevant, as there is evidence in scientific literature of certain members of 

the Bacteria Kingdom being able to degrade BTEX both under aerobic and 

anaerobic conditions [56–58]: such bacteria could, therefore, benefit from an 

oxygen-enriched environment thanks to the eco-physiological characteristics of V. 

spiralis and other macrophytes. Nevertheless, the algal biomass could still be 

recovered and utilized for the production of hydrochar, that demonstrated its 

effectiveness in reducing the concentration of the investigated pollutants. 

The interaction of different bacterial species can be intricate [58], especially in a 

complex matrix like sediments in the presence of environmental contaminants. This 

matter will be further investigated by the units of Analytical Chemistry and 

Environmental Microbiology of the University of Parma. 

5.4. Conclusions 
The results presented in this Chapter are the very first findings of the research 

activities involved in the MACHY project (MACrophyte-HYdrochar bioremediation 

technology applied to contaminated sediments). A method based on SPME–GC–MS 

was devised for the quantitation of BTEX, styrene, cumene, and durene 

micropollutants found in the frame of the Mantuan SNI. After optimization through 

the experimental design methodology, the method was validated. The quality 

parameters were suitable for the quantitation of the investigated analytes at trace 

and ultra-trace levels way below the contamination thresholds established by the 
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DLGS 152/2006. The developed analytical method was utilized to evaluate the 

capabilities of V. spiralis, hydrochar, and a combination of them in reducing the 

concentration of the investigated pollutants in sediments over a period of one 

month. The analytical results were rationalized by subjecting them to PCA, that 

highlighted how the incorporation of hydrochar, produced starting from vegetation 

infesting the eutrophicated Mantuan SNI, into the sediments produced a reduction 

in the content of the examined micropollutants. Also, the cultivation of V. spiralis 

had a depolluting effect, but it was smaller in magnitude. Further investigation will 

be carried out to clarify the effect of V. spiralis on the decontamination of sediments 

from these analytes, taking into consideration also the microbial population 

inhabiting the sediments. The approach outlined in this Chapter will be followed by 

the evaluation of the bioremediation capabilities towards other classes of 

micropollutants, including PAHs (see Chapter 4), linear hydrocarbons, and metals, 

starting with the development of methods based on GC–MS and ICP–OES, 

respectively. By far the results suggested that the bioremediation strategy 

proposed in this study has a potential depolluting effect. Hopefully, the MACHY 

project will provide a green, circular, and cost-effective approach to restore the 

ecological condition of the intricate hydrogeological network of Mantua. 

Note of the author 
The results presented in this Chapter are matter of ongoing research. 

The author would like to express gratitude to Arianna Soci and Margherita Curti for 

participating to this study as a part of the internship required to obtain the Master 

of Science and Bachelor of Science degrees, respectively. 
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Chapter 6 | Cocrystals for agriculture and 
food packaging applications: a chemometric 

approach for their discovery 

6.1. Introduction 

6.1.1. Cocrystallization as a crystal engineering strategy 

The formulation of drugs and pharmaceuticals is a process that requires a deep 

evaluation of the characteristics of the active pharmaceutical ingredient (API). 

Solubility, dissolution rate, absorption rate, and bioavailability are just a few of the 

matters of interest in the formulation process, especially in the case of poorly 

water-soluble APIs [1–3]. In this context, the main drawback is related to the high 

dose of API required to achieve the desired therapeutic effect [2]. 

The aforementioned properties can be adjusted with proper formulative practices 

including salification, formation of complexes, and encapsulation. Obviously, all 

these approaches might impact the overall stability of the formulation [4]. 

Another solution is represented by the manipulation of the crystal structure of the 

API, so that all the properties that depend on reticular energy can be modified 

accordingly. This is the core idea behind a branch of solid-state chemistry called 

crystal engineering, that can be defined as the rational design of molecular solids 

[1,5,6]. One of the most relevant examples in which the formulation of a drug was 

aided by crystal engineering is represented by itraconazole (Figure 6.1), an 

antimycotic. Being this API practically insoluble in water in its crystalline form, to 

increase its bioavailability it is marketed in its amorphous form [2,4]. 

This represents one of the very few examples of API commercialized in amorphous 

form, as the high content of internal energy causes the conversion of the 

amorphous form into the crystalline one [2,7]. Another strategy in crystal 

engineering includes the conversion of a crystalline form of an API into another 

one, i.e., a polymorph characterized by an enhanced solubility. This strategy can be 

very inconvenient as the process that leads to a polymorph instead of another 

requires fine tuning and it is not always predictable [2,8]. 
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Figure 6.1. Molecular structure of itraconazolelxviii. 

In the last decades, the cocrystallization strategy has become more and more 

popular in the field of pharmaceutics to enhance the solubility of APIs [2,4]. A 

cocrystal is a crystalline solid in which the API interacts non-covalently with one or 

more coformers (i.e., chemical entities such as ions or molecules) in a well-defined 

stoichiometric ratio [9,10]. The interactions involved in cocrystals are non-

covalent, and include electrostatic interactions, hydrogen-bonding and halogen-

bonding, as well as interactions involving π electrons, such as π–π stacking [9,10]. 

Within the frame of reference of itraconazole, it has been reported that its 

cocrystals with dicarboxylic acids, i.e., L-malic acid and L-tartaric acid, showed a 

dissolution profile similar to the one of the amorphous API, reaching concentration 

up to 20-folds higher than the crystalline form of itraconazole [4]. 

The cocrystallization strategy opens the possibility of synthesizing a variety of 

crystalline materials of the same API by properly selecting a suitable coformer (in 

the case of binary cocrystals), characterized by unique properties depending on the 

interaction energy between the molecular partners [11–13]. Therefore, ad hoc 

cocrystals can be produced depending on the intended application. In addition, the 

synthesis of such crystalline solids does not involve any cleavage or formation of 

covalent bonds and, in the case of mechanochemical synthesis, can be solventless 

[14]. A noteworthy implication of cocrystallization as a crystal engineering strategy 

is that the outcome of the process is a solid, allowing for the conversion of liquid 

APIs into crystalline solids. This aspect might seem negligible, but it has strong 

technological implication, as solids are easier to transport and store, and are safer 

to handle than liquids. 

Ever since cocrystals gained popularity in pharmaceutics, their use has been 

exploited also in agrochemistry, nutraceutics, and cosmetics [1,11,15–17]. 

 
lxviii Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/55283 (accessed 02/11/2022) 

https://pubchem.ncbi.nlm.nih.gov/compound/55283
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6.1.2. Essential oils and Generally Recognized As Safe substances 

According to ISO 9235:2021lxix, essential oils (EOs) are “products obtained from a 

natural raw material of plant origin, by steam distillation, by mechanical processes 

from the epicarp of citrus fruits or by dry distillation, after separation of the aqueous 

phase -if any- by physical processes”. EOs are, therefore, mixtures of compounds that 

are produced by the plants themselves as secondary metabolites to address 

biological functions such as reproduction and defense [18–21]. 

Chemically, EOs are complex mixtures whose 20–70% is typically represented by 

up to three main compounds responsible for the biological activity [20,22]. The 

remaining portion contains less abundant components. It has to be stated that the 

chemical composition of a given EO is not constant, but it is subjected to variation 

depending on the maturation stage, stress conditions, and the extraction method 

that it is utilized to recover the EO itself [22]. Their composition can be investigated 

with appropriate analytical techniques, often hyphenated, such as GC–MS and LC–

MS. 

The constituents of EOs can be classified depending on their chemical nature. The 

main classes are [18,22]: 

• Terpenes and their derivatives: with more than 80000 known 

compounds, terpenes and their derivatives represent the most numerous, 

chemically, and functionally diverse class of compounds that are part of the 

metabolome of living organisms [21,23,24]. Chemically, terpenes are 

hydrocarbons constituted by the repetition of a core unit called isoprene 

(Figure 6.2), a diene with 5 carbon atoms. 

Figure 6.2. Molecular structure of isoprenelxx. 

Terpenes found in EOs are normally characterized by a low molecular 

weight and are constituted by two or three isoprene units bonded together 

to yield monoterpenes and sesquiterpenes, respectively [22]. Such 

substances can undergo to biochemical reactions so that the product is a 

 
lxix https://www.iso.org/obp/ui/#iso:std:iso:9235:ed-3:v1:en (accessed 22/11/2022) 
lxx Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/6557 (accessed 22/11/2022) 

https://www.iso.org/obp/ui/#iso:std:iso:9235:ed-3:v1:en
https://pubchem.ncbi.nlm.nih.gov/compound/6557#section=2D-Structure
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positional isomer with respect to methyl groups or an oxygenated 

derivative. These compounds are called terpenoids and are almost always 

found in EOs as well. Figure 6.3 shows the molecular structure of examples 

of terpenes and terpenoids. 

• Phenylpropenes: these compounds are produced in the first step of the 

phenylpropenes biosynthesis [22,25]. Compounds belonging to this class 

have in common a phenolic ring and the vast majority of them have the 

aromatic ring substituted with a chain with 3 carbon atoms. Figure 6.3 

shows the molecular structure of examples of phenylpropenes. 

• Flavonoids: flavonoids belong to the polyphenol chemical class [26]. The 

core unit of flavonoids is constituted by: i) a benzene ring that shares 2 

contiguous carbon atoms with an oxygenated 6-membered heterocyclic 

ring and ii) a benzene ring σ-bonded with the heterocycle. Figure 6.3 

shows the molecular structure of examples of flavonoids. 

EOs and their pure components are highly valuable chemicals for the industry. As it 

was discussed earlier in Chapter 3, terpenes and terpenoids are widely used in the 

manufacturing of perfumes, fragrances, and personal care products [18,27,28]. In 

addition, few phenylpropenes are important building blocks for the pharmaceutical 

industry [29,30], whereas flavonoids, having displayed many beneficial effects on 

the human health, found important application in the field of neutraceutics [26]. 

Besides their application in the manufacturing industry, EOs and their active 

components are of biological and technological relevance. In fact, thanks to 

antimicrobial and antioxidant activity [18,25,31] they can find application in the 

manufacturing of active food packaging, as well as in agriculture for controlling 

pests [11,19,32]. The possibility of applying such substances also in the food 

industry and agriculture relies on the fact that EOs and many of their active 

components are included in the Generally Recognized As Safe (GRAS) list under the 

regulation of the Food and Drug Administration lxxi (FDA). In Europe, these 

chemicals are also regulated according to the Regulation EC 1334/2008lxxii. As 

already stated in Chapter 3, these substances can have adverse effects on human 

health and on the environment [27,28]. Therefore, their dosage must attain the 

limits imposed by the regulating authorities and a good balance between beneficial 

effects and toxicity has to be found [22]. In addition, the products formulated with 

 
lxxi https://www.fda.gov/food/food-ingredients-packaging/generally-recognized-safe-gras (accessed 23/11/2022) 
lxxii https://eur-lex.europa.eu/eli/reg/2008/1334/oj (accessed 23/11/2022) 

https://www.fda.gov/food/food-ingredients-packaging/generally-recognized-safe-gras
https://eur-lex.europa.eu/eli/reg/2008/1334/oj
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EOs and their active components need to be handled with care, to avoid the 

dispersion of such substances in the environment. 

Figure 6.3. Examples of terpenes and terpenoids (top row, from left to right: (–)-pinenelxxiii, (+)-
limonenelxxiv, and (–)-lavandulollxxv), phenylpropenes (middle row, from left to right: safrolelxxvi and 

eugenollxxvii), and flavonoids (bottom row, from left to right: genisteinlxxviii and apigeninlxxix). 

Despite EOs and their active components have attractive properties, their 

applicability for the manufacturing of active packaging or their use in 

agrochemistry suffers from technological limitations, mainly related to their 

physicochemical properties [11,19,32–34]. In fact, most of these compounds are 

volatile liquids or low-melting solids at ambient conditions and lacks thermal and 

light stability. Other than making their transportation and storage difficult, 

volatility can represent a health risk for operators involved in their handling. 

Within this frame of reference, cocrystallization represents a valuable strategy to 

turn these chemicals from volatile liquids to more stable solids, making them more 

appealing for technological applications. Cocrystals of terpenoids have been 

proposed as ingredients for active packaging materials able to extend the shelf-life 

 
lxxiii Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/15837102 (accessed 23/11/2022) 
lxxiv Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/440917 (accessed 23/11/2022) 
lxxv Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/5280961 (accessed 23/11/2022) 
lxxvi Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/5144 (accessed 23/11/2022) 
lxxvii Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/3314 (accessed 23/11/2022) 
lxxviii Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/5464156 (accessed 23/11/2022) 
lxxix Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/5280443 (accessed 23/11/2022) 

https://pubchem.ncbi.nlm.nih.gov/compound/15837102
https://pubchem.ncbi.nlm.nih.gov/compound/440917
https://pubchem.ncbi.nlm.nih.gov/compound/5280961
https://pubchem.ncbi.nlm.nih.gov/compound/5144
https://pubchem.ncbi.nlm.nih.gov/compound/3314
https://pubchem.ncbi.nlm.nih.gov/compound/5464156
https://pubchem.ncbi.nlm.nih.gov/compound/5280443
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of foodstuff, as well as greener alternatives to agrochemicals in the control of pests 

[11,32,35]. 

6.1.3. Computational approaches to cocrystal discovery 

As it was mentioned earlier, cocrystallization offers great advantages allowing to 

design a crystalline material in which the properties of the API have been improved 

by properly cocrystallizing it with a suitable partner moleculelxxx. Obviously, in 

order to achieve cocrystallization, a certain degree of compatibility and 

complementarity between the synthons involved in the synthesis of a cocrystal has 

to be present [3,36–38]. Therefore, both the conformer and the API need to be 

carefully selected. 

This fact has strong implications in the framework of cocrystal design and cocrystal 

discovery for two main reasons: 

• It is not guaranteed that the selected partner molecules will yield a 

cocrystal as a product. 

• It is not guaranteed that the product of the supramolecular synthesis will 

have the forecasted properties. 

In this context, it is easy to understand that the selection of suitable partner 

molecules, the synthesis attempt and the characterization of the products require a 

great effort, representing an out-and-out bottleneck, that can grow 

overwhelmingly, especially if many combinations between partner molecules needs 

to be tested is large. 

Computational methods relying on the calculation of useful parameters to estimate 

cocrystallization propensity have been proposed. Some examples include the 

estimation of solubility [39], lattice and interaction energies [37,38,40], as well as 

the degree of complementarity between the synthons [41]. Despite the effort that 

has been put in the development of such methodologies the lack of reliable and/or 

easy to apply methodologies is still present. 

Very recently attention has been paid to the discovery of cocrystals with 

approaches based on Machine Learning using different supervised approaches to 

predict the formation of new cocrystals. Jan-Joris Devogelaer and coworkers 

developed a model based on Artificial Neural Networks [42]: the model was 

calibrated by taking the input data directly from the Cambridge Structural Database 

(CSD) [43]. Aikaterini Vriza and coworkers evaluated the capability of different 

 
lxxx From now on, with the term cocrystal the author is going to refer to binary cocrystals, i.e., resulting from the 
combination of two partner molecules, as they are the matter of this study. 
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supervised methods such as Support Vector Machine and k-Nearest Neighbors with 

a class-modelling approach (see Chapter 2) [44]. Both these approaches utilized 

for the calibration only cocrystals known in the literature, whereas attempts of 

failed cocrystallization experiments (i.e., the two synthons yielded a eutectic or a 

binary mixture) were overlooked. 

The approach proposed by Dingyan Wang and coworkers involved also failed 

cocrystallization data [45]. In the study, a Random Forest classifier based on 

consensus was trained by including in the calibration set random combinations of 

synthons as failed cocrystallization data. The underlying assumption was that 

randomly selected partner molecules were unlikely to yield a cocrystal as the 

product of their combination. Other research groups retrieved both successful and 

failed cocrystallization attempts from the literature. For instance, Maciej Przybyłek 

and coworkers developed supervised models based on regression to predict the 

formation of cocrystals based on phenolic and dicarboxylic acids: in that study both 

successful and unsuccessful cocrystallization data were retrieved from the 

literature [46,47]. The approach proposed by Jerome G. P. Wicker and coworkers 

involved a Support Vector Machine model calibrated with successful and failed 

cocrystallization experiments of variously substituted benzoic acids and 

benzamides [12]. One of the last contributions in the field of Machine Learning-

assisted cocrystallization was the one by Medard Edmund Mswahili and coworkers, 

who calibrated an Artificial Neural Networks classifier on successful and failed 

cocrystallization attempts retrieved from the literature [48]. 

6.1.3.1. Quantitative Structure-Property Relationship 

Besides the source of cocrystallization data source and the inclusion or not of failed 

cocrystallization attempts, all the aforementioned studies utilize a pool of 

molecular and topological features as the variables to describe the molecules 

involved in the study. Therefore, the aim is to find a relationship that links the 

property of interest (cocrystallization propensity in this case) with the molecular 

features of the involved synthons. 

The last statement represents the core idea behind the so-called Quantitative 

Structure-Property Relationship (QSPR) [49,50]. In a figurative way, QSPR is the 

bridge between the molecular features and a property that can be measured or 

observed. This approach is widely utilized in drug development, as it allows to 

design a molecule with the desired activity once sufficient data about other 

molecules have been collected. In the specific case in which the desired property is 
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the activity (e.g., IC50, EC50, MIC, etc.), the approach is abbreviated as QSAR, which 

stands for Quantitative Structure-Activity Relationship [51–53]. 

6.1.4. Cocrystal-based active food packaging 

As previously stated, cocrystals can play a key role also in field of active packaging. 

The PAC (Packaging Attivo Cristallino) project, funded in 2018 by the ex-Italian 

Ministry of Agricultural, Food, Forestry Policies and Tourism (Principal 

Investigator: Prof. Alessia Bacchi, University of Parma, with the cooperation of the 

units of Crystal Engineering and Analytical Chemistry of the same University), 

aimed at developing cocrystals containing active components of EOs (terpenoids) 

to be incorporated in active packaging materials for the prevention of food waste. 

In the framework of the PAC project, a research study carried out in cooperation 

with the section of Infectious Diseases of Animals (University of Parma) was 

focused on the investigation of the antimicrobial activity of active components of 

EOs on four bacterial strains commonly involved in food deterioration, namely 

Escherichia coli, Salmonella Typhimurium, Staphylococcus aureus and a methicillin 

resistant S. aureus. Among the tested compounds, thymol, carvacrol, and 

cinnamaldehyde showed the most promising antimicrobial activity. The next step 

involved the evaluation of the potential synergistic effect of these compounds in the 

simultaneous inhibition of the investigated organisms. A Quality by Design 

approach was followed, allowing the systematic evaluation of the effects of involved 

factors (i.e., the concentrations of the active compounds) towards the inhibition of 

the investigated strains, and the identification of experimental conditions allowing 

robust results, with a success rate of 95%. 

Thereafter, three cocrystals were synthesized by utilizing GRAS molecules as 

coformers. The products, i.e., isonicotinamide/carvacrol, hexamethylenetetramine/ 

thymol, and, 4-hydroxybenzoic acid/cinnamaldehyde, were thoroughly 

characterized in terms of crystallographic properties, thermal behavior, and 

controlled release of the active compound. Then, the developed cocrystals were 

utilized to produce a multilayer material: the support material was polyethylene, 

and it was coated with a 7.02 (±1.00) μm (n = 5) layer of chitosan with the proper 

amount of cocrystal anchored on it. The developed material showed a promising 

antimicrobial activity in vitro towards the investigated organisms, producing an 

antimicrobial effect both in direct and indirect contact with the microbial culture. 

Additionally, the proposed cocrystal based-active food packaging material was able 

to exert control on the total mesophilic charge of grapes samples, with an inhibition 

of 86% after one week of incubation with respect to the control. 
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The study presented in this Chapter emerged as a collateral consequence of other 

activities involved in the cocrystallization of active ingredients contained in EOs, 

such as the one involved in the framework of the PAC project [32], along with 

others involved in the development of more sustainable agrochemicals [11,35]. In 

this context, additional studies were carried out on a pool of both successful and 

failed cocrystallization data collected both experimentally and from the literature. 

The novelty of this research activity relies on the fact that the use of chemometrics 

to aid the discovery of cocrystals had not been explored just yet, therefore the aim 

of the study was to train a discriminant model based on Partial Least Squares to 

distinguish binary cocrystals (CC) from binary mixtures (BM) based on the 

molecular features of the two synthons. The workflow followed the philosophy of 

QSPR, with the difference that the modelled property is not quantitative, but 

categorial instead. To ensure the reliability of the model, it was subjected to 

multiple validation steps, including an external test set. 

6.2. Materials and methods 

6.2.1. Data collection 

6.2.1.1. Class assignation 

The molecules involved in this study are all included in the GRAS list approved by 

the FDAlxxxi. Binary combinations of such molecules were selected from the list and 

either assigned to the CC or BM class, i.e., cocrystal or binary mixtures, respectively. 

Cocrystals already known in the scientific literature were retrieved from the CSD 

[43] and undoubtedly assigned to the CC class. For all the remaining binary 

combinations, crystallization experiments were attempted, and the products were 

carefully characterized. 

All the syntheses were performed mechanochemically by mixing equimolar 

amounts of each supramolecular synthon and by grinding them manually into a 

mortar for 10–15 min. No solvents were added. The products were collected and 

kept in closed vials. 

Powder X-Ray Diffraction (PXRD) was utilized for the characterization. The samples 

were placed on a glass sample holder and exposed to the Cu Kα radiation in θ-θ 

Bragg-Brentano configuration. The vast majority of samples were analyzed on a 

Rigaku Smartlab XE instrument (Tokyo, Japan) equipped with a 2D Hypix 3000 

 
lxxxi https://www.fda.gov/food/food-ingredients-packaging/generally-recognized-safe-gras (accessed 23/11/2022) 

https://www.fda.gov/food/food-ingredients-packaging/generally-recognized-safe-gras
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solid state detector. A 5° soller slit, beam stopper and an anti-scatter air component 

were utilized to acquire better signals and low angles. The scan program was 1.5° ≤ 

2θ ≤ 50° at 10°/min scan rate. Occasionally, samples were characterized with an 

ARL X’TRA diffractometer (Thermo Fisher Scientific, Massachusetts, USA) with the 

following programs: 3° ≤ 2θ ≤ 30° at 5°/min scan rate or 3° ≤ 2θ ≤ 40° at 0.3°/min 

scan rate. 

Both the products and the supramolecular synthons were submitted to PXRD 

analysis. Each product was classified either in the CC class or the BM class 

according to its PXRD trace: 

• The presence of new diffraction peaks not ascribable to the presence of 

unreacted synthons was considered as evidence that a cocrystal was 

obtained and the product was classified as a CC. 

• Otherwise, the product was classified as a BM. 

Polymorphic transitions were excluded by comparing the PXRD trace of the 

synthons with the calculated traces of their known crystalline forms. 

Extensive details about the characterization of the cocrystals and binary mixtures 

involved in this study, as well as the references of the cocrystals retrieved from the 

literature are reported in the original publication and in its Supporting Material 

[54]. 

6.2.1.2. Molecular modelling 

A set of 31 molecular descriptors (Table 6.1) was calculated for each molecule 

present in the products. 

The 3D structures of the molecules were retrieved from the PubChem database and 

were utilized in SDF format to calculate molecular weight, number of atoms, 

number of bonds, and the number of hydrogen bond donor and acceptor sites at pH 

= 7. Such structures were also utilized to calculate number of rotable bonds, 

number of rings, number of hydrophobic centers, logP, molecular volume, and the 

total molecular dipole moment (calculated by using the principal axes of the 

molecular graph). The protonation state of the molecule was considered in the 

calculation of these descriptors. 

The molecular volume was defined as the volume enclosed in a water-accessible 

surface at the frontier of which a water probe experiences a repulsive interaction 

energy of 0.20 kcal/mol. The strain energy of the molecule was calculated by 

considering the atomic charges without carrying out any geometry optimization of 

the structure. SASA was calculated automatically with a dot density of 4. 
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An in vacuo Density Functional Theory optimization was carried out on all the 

molecules by using the hybrid functional B3LYP and the People double-z basis set 

6–31+g(d,p). After optimization, the average isotropic polarizability, the 

polarizability anisotropy, and the Molecular Electrostatic Potential (MEP) were 

evaluated. Post-processing on the MEP data was carried out in order to extract the 

minimum and the maximum. The map cube was sampled along the three directions 

with a sampling density of 6 points/Bohr and only the MEP values corresponding to 

regions of electron density 0.002 ± 0.001 a.u. were taken into consideration. As the 

procedure produced a large number of candidate points, a three-step filtering was 

applied sequentially: 

1. Step 1: a candidate point was considered a local minimum (maximum) if at 

least 4 out of 6 nearest neighbors had a MEP value greater (lower) or equal 

than the one of the candidate point. 

2. Step 2: the ratio between the MEP value of the local minima (maxima) and 

the global minimum (maximum) MEP value were calculated. The points for 

which such ratio was below a threshold of 0.1 were discarded. This 

allowed for the identification of the portion of the molecules involved in 

non-covalent interactions in the formation of a potential cocrystal. This 

means that in those regions, a multitude of candidate points could be very 

close to each other. 

3. Step 3: the last step is dedicated to univocally identify the minimum 

(maximum) MEP value. The candidate points that were closer than 1.0 

Bohr to each other were iteratively merged remaining candidate points 

were merged with an iterative procedure and only the point corresponding 

to the lower (higher) MEP value were finally retained. 

Extensive details about the calculation of the molecular descriptors and about the 

theoretical background of most of them can be found in the original publication and 

in its Supporting Material [54]. 

The molecular volume was defined as the volume enclosed in a water-accessible 

surface at the frontier of which a water probe experiences a repulsive interaction 

energy of 0.20 kcal/mol. The strain energy of the molecule was calculated by 

considering the atomic charges without carrying out any geometry optimization of 

the structure. SASA was calculated automatically with a dot density of 4.  
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An in vacuo Density Functional Theory optimization was carried out on all the 

molecules by using the hybrid functional B3LYP and the People double-z basis set 

6–31+g(d,p). After optimization, the average isotropic polarizability, the 

polarizability anisotropy, and the Molecular Electrostatic Potential (MEP) were 

evaluated. Post-processing on the MEP data was carried out in order to extract the 

minimum and the maximum. The map cube was sampled along the three directions 

with a sampling density of 6 points/Bohr and only the MEP values corresponding to 

regions of electron density 0.002 ± 0.001 a.u. were taken into consideration. As the 

procedure produced a large number of candidate points, a three-step filtering was 

applied sequentially: 

4. Step 1: a candidate point was considered a local minimum (maximum) if at 

least 4 out of 6 nearest neighbors had a MEP value greater (lower) or equal 

than the one of the candidate point. 

5. Step 2: the ratio between the MEP value of the local minima (maxima) and 

the global minimum (maximum) MEP value were calculated. The points for 

which such ratio was below a threshold of 0.1 were discarded. This 

allowed for the identification of the portion of the molecules involved in 

non-covalent interactions in the formation of a potential cocrystal. This 

means that in those regions, a multitude of candidate points could be very 

close to each other. 

6. Step 3: the last step is dedicated to univocally identify the minimum 

(maximum) MEP value. The candidate points that were closer than 1.0 

Bohr to each other were iteratively merged remaining candidate points 

were merged with an iterative procedure and only the point corresponding 

to the lower (higher) MEP value were finally retained. 

Extensive details about the calculation of the molecular descriptors and about the 

theoretical background of most of them can be found in the original publication and 

in its Supporting Material [54]. 

6.2.2. Data cleaning and validation strategy 

In the matrices X and Y, each object is represented by a couple of partner 

molecules, i.e., A and B. As for the X matrix, the elements of the Manhattan distance 

[55] between A and B were calculated for each object and utilized as variables, i.e., 

the absolute value of the difference between a given molecular descriptor Dj of the 

two partner molecules (i.e., A and B) was calculated (Equation 6.1) and utilized as 

variable. 
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Δ𝐷𝑗 = |𝐷𝑗
A −𝐷𝑗

B| 

Equation 6.1 

Therefore, each of the I = 181 object of the data matrix X is defined by J = 31 

variables and the dimensions of X are 181 × 31. As for the Y matrix, the classes are 

codified as dummy variables (0: not belonging to the class; 1: belonging to the 

class) in the response matrix Y (181 × 2). 

Three validation strategies were adopted for the supervised modelling: 

• Cross-validation: a leave-more-out cross validation approach was utilized 

in the model optimization stage. A Venetian blinds cancellation scheme 

with C = 10 cancellation groups and a blind thickness of 1 was adopted. 

Nearly 10% of the data was left out at each iteration. 

• Single-evaluation test set: a subset of X, and the corresponding responses 

in Y, was extracted. This subset contained 30% of the original data and it 

was utilized to validate the model at the very end of the model 

development stage. Therefore, the remaining 70% of data were utilized as 

the calibration set to build the model. The selection of the sample to be 

sent to the single-evaluation test set was carried out with the Duplex 

algorithm [56] by balancing the classes: this means that the class 

distribution in the single-evaluation test set is the same as in the 

calibration set. 

• External test set: a further validation step was carried out by involving an 

external test set. This dataset accounted for 58 objects, corresponding both 

to new cocrystallization trials attempted with a mechanochemical 

approach and to cocrystals retrieved from the CSD. To capture extra 

variability, in this dataset were also included objects that do not involve at 

least one of the two partner molecules already present in the calibration 

set. 

The entries per set are reported in Table 6.2. The full list of the objects included in 

each set is available in Table 6A.1–6A.3. 

Table 6.2. Number of objects for each class for the calibration set, the single-evaluation test set and 
external test set. The last row contains the total number of objects for each set. 

 Calibration set Single-evaluation test set External test set 

CC 71 30 31 

BM 56 24 27 

I 127 54 58 
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6.2.3. Unsupervised modelling 

Exploratory Data Analysis (EDA) was carried out on the X block of the calibration 

set to evaluate the underlying potential data structures present in the data. 

Principal Component Analysis (PCA) [57–59] was the chosen technique for this 

purpose (see Chapter 2, Section 2.1.1.1). Before the model computation, the data 

were preprocessed by mean centering the columns and by scaling to unit variance. 

6.2.4. Supervised modelling 

Supervised data analysis was carried out in the context of discriminant modelling. 

For this purpose, the technique of choice was Partial Least Squares–Discriminant 

Analysis (PLS–DA; see Chapter 2, Section 2.1.1.2) [60–65]. Before the model 

computation, the X matrix was pretreated by carrying out mean centering on the 

columns and by scaling to unit variance. The Y matrix was mean centered on the 

columns. 

Model optimization was carried out by evaluating the results deriving from cross-

validation. The number of Latent Variables (LVs) to be retained was the one able to 

provide the maximum Non-Error Rate (NER, Equation 2.8). Model diagnostics was 

carried out by inspecting the residuals and the leverage of the samples. The 

functional relationship between the variables in X and the responses in Y was 

assessed by evaluating the PLS coefficients as well as the Variable Importance on 

Projection (VIP score, Equation 2.24) [64,66,67]. A variable was considered 

important if its VIP score was greater than 1. 

The capability of the model in making prediction was expressed in terms of NER 

and Sensitivity (Sn, Equation 2.7a) with respect of both classes on the fitted data, on 

the single-evaluation test set, and on the external test set. 

6.2.5. Software 

The Cambridge Crystallographic Data Center (CCDC) and ConQuest were utilized to 

search for the crystal structures of the known cocrystals. Such structures were 

visualized with Mercury (CCDC, Cambridge, UK).  

FLAP [68] was utilized for the calculation of molecular weight, number of atoms, 

number of bonds, and the number of hydrogen bond donor and acceptor sites. 

Sybyl (v. 8.1, Tripos International, Missouri, USA) was utilized for the calculation of 

number of rotable bonds, number of rings, number of hydrophobic centers, 

logarithm of octanol/water partition coefficient, molecular volume, total molecular 

dipole moment, and strain energy. For calculating the latter, the Tripos force field 
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[69] was utilized, whereas a specific SPL script was used for calculating the 

molecular volume and dipole moment. PyMol (v. 2.0) [70] was utilized to calculate 

the Solvent Accessible Surface Area. A custom code under Python v. 3.7 

environment and the chemoinformatics toolkit RDKit Q4 2013 [71] were utilized 

for the computation of the number of heteroatoms and of valence electrons, the 

connectivity indexes 0χ, 0χn, and 0χv, the Topological Polar Surface Area as well as 

αHK and 1κα. the average isotropic polarizability, the polarizability anisotropy and 

the MEP were calculated with Gaussian (v. 16, Pennsylvania, USA). MEP 

postprocessing was performed with a custom script in Python v. 3.6.1 environment. 

Data analysis was carried out with PLS_Toolbox (v. 8.7.1, Eigenvector Research Inc., 

Washington, USA) and custom routines by working under MATLAB environment (v. 

R2019a, Mathworks, Massachusetts, USA). 

6.3. Results and discussion 

6.3.1. Data cleaning 

The very first step after data were collected was to find a way to effectively 

organize the data to be analyzed in the subsequent steps. This is undoubtedly a key 

point, as any manipulation and preprocessing before analysis can severely affect 

the degree of interpretability of the model. 

The objects are the results of combination of a pair of molecules (i.e., A and B), each 

one described by its own set of descriptors. The first strategy that was attempted 

was concatenation. This consisted in the combination of the two descriptor 

matrices (31 columns each) to yield a single matrix with 62 columns: the first 31 

columns were the molecular descriptors of A and the remaining 31 were the 

molecular descriptors of B. This strategy appeared not to be optimal because: 

• The order in which the variables were listed is arbitrary. In fact, the 

attribution of which of the two molecules should act as the API and which 

one should act just as a coformer represents a forced a priori decision. 

• From preliminary evaluations, carried out by inspecting the score space in 

PCA (not shown for the sake of brevity), it emerged that different order in 

the concatenation yielded to different distribution of the scores, making 

not only the results unreliable, but also difficult to interpret. 

The data were, therefore, aggregated by following the strategy proposed by Maciej 

Przybyłek and coworkers [46,47]. The absolute value of the difference between the 
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molecular descriptors of A and B was calculated (Equation 6.1). The operation 

produces a new matrix (with 31 columns) whose elements are the terms of the 

row-wise Manhattan distance [55] between the partner molecules involved in the 

formation of a cocrystal or a binary mixture. By aggregating the data in this way: 

• The result is independent on the order as the operation that was followed 

is commutative. 

• The result is still rich of information to be extracted and it is easily 

accessible to interpretation, as the variables are related to the degree of 

dissimilarity between the two partner molecules. 

Before proceeding with the unsupervised modelling, a single data subset was 

extracted to be utilized as a single-evaluation test set after supervised modelling. 

This operation was carried out by maintaining the same class distribution of the 

whole dataset so that the bias towards one of the two classes is minimized, as well 

as overfitting. 

In order to effectively interpret and discuss the results both the objects and the 

variables will be defined as their identification number: variables are reported in 

underlined text (Table 6.1lxxxii), whereas objects are reported in plain text (Table 

6A.1–6A.3). 

6.3.2. Unsupervised modelling 

EDA was carried out on the calibration set by subjecting it to PCA. This operation 

was carried out before the supervised modelling to check for potential data 

structures, as well as correlation between the variables. 

Figure 6.4 shows the results of the PCA decomposition of the first four low-order 

Principal Components (PCs) that account approximately for 67% of the total 

variance. Most of the CCs are characterized by negative scores on PC 2 and PC 3 and 

are generally less dispersed than BMs. The loadings are depicted in Figure 6.5. 

 
lxxxii Note that Table 6.1 reports the identification numbers of the molecular descriptors that has been calculated. In the 
discussion the same numbers were utilized for the variables already subjected to the aggregation (e.g., 1 refers to the 
dissimilarity in the molecular weight between the two partner molecules and not to the molecular weight itself). 
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Figure 6.4. Distribution of the objects in the score space of the first four PCs (the fraction of total 
variance that a given PC explains is reported on the corresponding axis). Left: PC 1 vs. PC 2; center: PC 2 

vs. PC 3; right: PC 3 vs. PC 4. Objects are marked according to their class (magenta diamonds: CC; cyan 

circles: BM). Reprinted from [54]. 

Figure 6.5. Distribution of the variables in the loading space of the first four PCs (the fraction of total 
variance that a given PC explains is reported on the corresponding axis). Top-left: PC 1 vs. PC 2; top-

right: magnification of the PC 1 vs. PC 2 loading plot; bottom-left: PC 2 vs. PC 3; bottom-right: PC 3 vs. PC 
4. Reprinted from [54]. 
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Features related to the dissimilarity in molecular dimensions (e.g., 1, 2, 3, 9, 16, 29) 

and connectivity (23, 24, 25, 26) are the major sources of variation within the data, 

as they were captured by PC 1 (explaining nearly 35% of the total variance). The 

second most important source of variation (PC 2, capturing nearly 16% of the total 

variance) was represented by the diversity in electronic properties (e.g., 6, 7, 19, 

22, 30) as well as in the number of heteroatoms that are present in the molecule 

(27). PC 3 and PC 4 captured nearly 9% and 7% of the total variance and accounted 

for more specific features. Differences in molecular complexity (21), molecular 

refractivity (31) and energy (15) were the most contributing ones to PC 3, whereas 

dissimilarity in the component of the dipole along the X-axis (11), total dipole (14) 

and the minimum of the MEP surface (20) were the most contributing ones on PC 4. 

By the joint interpretation of the score and the loading plots it can be stated that 

partner molecules forming CCs are similar to each other in terms of molecular 

complexity (21) and logP (10). 

6.3.3. Supervised modelling 

Among the different supervised approaches that can be utilized for classification, in 

the present study the focus was on basic linear modelling instead of nonlinear 

methodologies such as Artificial Neural Network [72,73]. This choice was operated 

primarily to keep the computation of the model as simple as possible and to ensure 

a certain level of interpretability of the outcomes. In addition, the number of entries 

in the calibration set is insufficient to properly set the hyperparameters of Artificial 

Neural Network. 

PLS–DA was then utilized to seek the correlation between the dissimilarity between 

partner molecules, i.e., the matrix X, and the class membership encoded in the 

matrix Y. The maximum NER in cross-validation was achieved with a model with 6 

LVs. The model calculated with 6 LVs captured nearly the 72% of the total variance 

of X and the 69% of the total variance of Y. 

A summary of the performance is reported in Table 6.3 and in Figure 6.6. 

The results were promising both in fitting and in cross-validation, with NER values 

similar to each other. In addition, Sn values were also satisfactory and were very 

close to each other, meaning that the model can correctly identify a given object 

regardless of its class, at least on the fitted data and on the predicted ones in cross-

validation. 
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Table 6.3. Confusion matrix for the fitted data and for the data predicted in cross-validation. The last 
two lines show the sensitivity and the non-error rate expressed as percentages. 

 Predicted class 

 Fitting Cross-validation 

True class CC BM CC BM 

CC 66 5 61 10 

BM 5 51 7 49 

Sn 93% 91% 86% 88% 

NER 92%  87%  

 

Figure 6.6. Predicted response ŷ (with respect to the CC class) for the training set on the fitted data 
(top) and in cross-validation (bottom). The dashed horizontal line shows the hard classification 

threshold of 0.53. Samples are marked according to their class (magenta diamonds: cocrystals; cyan 
circles: binary mixtures). Reprinted from [54]. 
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6.3.3.1. Model diagnostics 

The two low-order LVs provided the maximum separation between the modelled 

classes and explained nearly 30% of the total variance of the X matrix. The score 

plot of the two low-order LVs is reported as an example in Figure 6.7. BMs were 

characterized, on average, by positive scores on LV 1 and negative scores on LV 2, 

whereas CCs were characterized mainly by negative scores on LV 1. 

Figure 6.7. Distribution of the objects in the score space of the first two LVs (the fraction of total 
variance that a given LV explains is reported on the corresponding axis). Objects are marked according 

to their class (magenta diamonds: CC; cyan circles: BM). Reprinted from [54]. 

Information regarding the presence of outliers and/or objects with a high influence 

on the model can be deduced by inspecting few statistical parameters: 

• Hotelling’s T2 vs. squared Q residuals: these two statistical parameters 

denote if an object conforms to the variability that has been captured by 

the model. An object that holds a high Hotelling’s T2 has a variance-

covariance structure similar to the other objects, but its features are 

extreme. An object that holds a high squared Q residuals has a variance-

covariance structure different from the other objects and, therefore, it is 

not well described by the model. 

• Leverage vs. y residuals: as discussed earlier in Chapter 2, the leverage 

accounts for the influence that an object has on the model, whereas the 

residuals (i.e., the term F’ in Equation 2.23) account for the deviations from 

the model. In general, if an object is characterized by high residuals (in 

absolute value) and its leverage is high, it would be worth considering its 

exclusion from the dataset as its presence could rotate of the LV space. 
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Such parameters, useful for the model diagnostics, are plotted in Figure 6.8. The 

most relevant objects are marked with their identification number and are 

discussed belowlxxxiii. 

Figure 6.8. Left: reduced Hotelling’s T2 vs. squared Q residuals, the dashed lines show the amplitude of 
the 95% confidence interval for both statistical parameters. Right: leverage vs. y residuals (related to the 
CC class), the dashed vertical line shows the leverage threshold above which a sample can be considered 

influential. Objects are marked according to their class (magenta diamonds: CC; cyan circles: BM). 
Reprinted from [54]. 

CCs 27 and 29 have been prepared by combining fatty acids, i.e., lauric acid (27) 

and palmitic acid (29), with nicotinamide. Object 27 showed high squared Q 

residuals, whereas object 29 was influential and it was characterized by Hotelling’s 

T2 and squared Q residuals both outside their 95% confidence interval. The features 

responsible for the peculiar behavior of these CCs were those related to the 

difference in molecular dimensions between the partner molecules. 

Three objects that involved hexamethylenetetramine had a peculiar behavior. The 

object with adipic acid (11), belonging to the CC class, held high Hotelling’s T2 and 

leverage, and it was, therefore, influential. The high Hotelling’s T2 denoted that the 

variance-covariance structure of this object conformed with the one of the other 

modelled objects, but certain features, i.e., the difference of number of rings and 

number of routable bonds, were more extreme with respect to the average. The 

BMs with limonene and menthone (96 and 103, respectively) held features that 

were not captured by the model and showed, in fact, high squared Q residuals. 

Differences in electronic features, connectivity, molecular weight, and surface area 

were the ones responsible for the high Hotelling’s T2 of object 22, i.e., ferulic acid 

pyrazine. 

 
lxxxiii Information regarding which variables are responsible for the peculiar behavior for the discussed objects can be 
retrieved by inspecting the contribution plots, that are not reported for the sake of brevity. 
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In addition to what was stated earlier for objects 22 and 103, they held high y 

residuals (with respect to CC class) and were among the wrong predicted objects in 

cross validation. In addition to them, cinnamaldehyde/4-hydroxybenzoic acid (17), 

carvacrol/nicotinamide (60), thymol/tetramethylpyrazine (68), and 

eugenol/pyrazine (92) held high y residuals (with respect to CC class) and were 

wrongly assigned to their respective class in cross-validation despite they were in 

the unsuspicious sample zone (i.e., both low Hotelling’s T2 and squared Q residuals). 

The misclassification was due to the features of the abovementioned objects, that 

were related contrarywise with the ones of their respective class. 

 6.3.3.2. Analysis of the pseudo-regression coefficients 

The evaluation of the PLS weights can provide information regarding the 

correlation between the class membership and the modelled features. As an 

example, the PLS weights on the two low-order LVs are reported in Figure 6.9. 

Figure 6.9. PLS weights of the variables for LV 1 vs. LV 2 (the fraction of total variance that a given LV 
explains is reported on the corresponding axis). Reprinted from [54]. 

The contribution that each feature has on the discrimination can be retrieved from 

the evaluation of the pseudo-regression coefficients, whereas the importance of 

each variable can be evaluated by checking its VIP score. As mentioned earlier in 

Chapter 2, the VIP score denotes the importance a given modelled variable in X has 

in explaining the response in Y. This parameter can guide variable selection and the 

proposed threshold above which a variable can be considered important is 1. 

The pseudo-regression coefficients and the VIP scores (both with respect to the CC 

class) are plotted in Figure 6.10. The signs of the pseudo-regression coefficients 

suggested that relevant dissimilarities in the polarizability and exposed surface 

between the two molecular partners are likely to prevent cocrystallization. 
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Particularly, this can be inferred considering the negative sign of the coefficients 

related to differences in atom and bond count (2 and 3, respectively), logP (10), 

topological polar surface area (22) and number of heteroatoms (27). These findings 

match with the general rules of thumb of crystal engineering [11,17,35,74] and 

emerged partially also from EDA. 

Figure 6.10. Top: pseudo-regression coefficients (with respect to the CC class). Bottom: VIP scores (with 
respect to the CC class) for the modelled variables, the red horizontal line denotes the significance 

threshold set to 1. Reprinted from [54]. 

6.3.4. Validation 

Validation was carried out by involving two datasets. The first one was a single 

subset of data properly extracted from the whole dataset at the very beginning of 

data analysis, i.e., the single-evaluation test set. An external test set was also 

involved, to provide a better estimate of the predictive capability of the model 

when extra variability is included. In this case, the external validation set contained 

also objects in which at least one of the two partner molecules was not present in 

the calibration set. The results are summarized in the confusion matrix, reported in 

Table 6.4. 
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As far as the single-evaluation test set is concerned, the performance of the model 

in terms of NER was aligned with respect to the one observed in fitting and in cross-

validation. This means that in general the model was not affected by a considerable 

overfitting, as the performance did not change substantially as more and more 

variability was introduced. In addition to this, a similar performance in terms of Sn 

was observed with respect to the CC class. On the contrary, on the BM class the 

model appeared to lose in Sn on the single-evaluation test set. 

Table 6.4. Confusion matrix for the predicted data on the single-evaluation test set and on the external 
test set. The last two lines show the sensitivity and the non-error rate expressed as percentages. 

 Predicted class 

 Single-evaluation test set External test set 

True class CC BM CC BM 

CC 27 3 29 2 

BM 5 19 13 14 

Sn 90% 79% 94% 52% 

NER 85%  74%  

 

This phenomenon was much more evident on the external test set, for which the Sn 

on BMs dropped at 52% with 13 out of 27 objects wrongly identified as CCs. This 

fact is not necessarily negative: in fact, the model appeared fairly conservative in 

rejecting the possibility of cocrystallization, meaning that fewer potential cocrystals 

could be missed. On the other hand, the Sn for the CC class was totally similar to the 

one observed in all the other instances, with 29 out of 31 objects correctly 

identified as CCs. Globally, the NER was 74%, which can be considered satisfactory 

to aid the selection of the coformer on a computational basis. 

Since a consistent portion of objects belonging to the BM class were misclassified in 

the external test set, the presence of trends and systematic behaviors was assessed. 

As it is shown in Figure 6.11, not all the samples that do not conform to the model 

were misclassified, meaning that the behavior is not systematic. The finding could 

find an explanation in the preparation method that was utilized: in fact, all the BMs 

were prepared via mechanochemical grinding, whereas different methods have 

been utilized for the preparation of CCs, as many of them were retrieved from the 

CSD. Therefore, those 13 misclassified BM that were experimentally prepared 

might yield a CC if synthesized with different methodologies. 
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Figure 6.11. Left: predicted response ŷ (with respect to the CC class) for the external validation set, the 
dashed horizontal line shows the hard classification threshold of 0.53. Right: reduced Hotelling’s T2 vs. 

squared Q residuals, the dashed lines show the amplitude of the 95% confidence interval for both 
statistical parameters. Samples are marked according to their class (magenta diamonds: cocrystals; cyan 

circles: binary mixtures). Reprinted from [54]. 

6.4. Conclusions 
This study explored the potential of one of the most known classification 

techniques, i.e., PLS–DA, in predicting the formation of cocrystals with a NER of 

74% on external data. The model was trained on both successful and unsuccessful 

cocrystallization data based on a chemically diverse class of compounds, i.e., active 

components of EOs and other GRAS molecules. Therefore, it can be stated that the 

model is suitable for a quite general applicability. The workflow followed the 

philosophy of QSPR, rationalizing how similar or dissimilar the molecular features 

of the two synthons should be for cocrystal production. By following a similar 

approach, other features can be modelled, to aid the synthesis of the desired 

cocrystals. The model suffered of a bias due to the preparation method that was 

utilized. Such bias could be reduced if more data regarding failed cocrystallization 

experiments, with a variety of methods, would be present in the scientific literature. 

Note of the author 
The results presented in this Chapter are published on Chemometrics and 

Intelligent Laboratory Systems 226 (2022) 104580 [54] and on Food Chemistry 347 

(2021) 129051 [32]. 
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Appendix 

Table 6A.1. Objects included in the calibration set, each identified by its own identification number and 
class membership. 

Id. a Class b Molecule A Molecule B 

1 CC 2,4-dihydroxybenzoic acid nicotinamide 

2 CC 2,6-dimethylpyrazine urea 

3 CC 2-methylpyrazine urea 

4 CC 2-phenylpropanoic acid isonicotinamide 

5 CC 3-hydroxybenzoic acid isonicotinamide 

6 CC 3-hydroxybenzoic acid tetramethylpyrazine 

7 CC 3-methoxybenzoic acid isonicotinamide 

8 CC 4-hydroxybenzoic acid hexamethylenetetramine 

9 CC 4-hydroxybenzoic acid nicotinamide 

10 CC 4-methoxybenzoic acid isonicotinamide 

11 CC adipic acid hexamethylenetetramine 

12 CC adipic acid pyrazine 

13 CC azelaic acid isonicotinamide 

14 CC benzoic acid nicotinamide 

15 CC carvacrol tetramethylpyrazine 

16 CC catechol hexamethylenetetramine 

17 CC cinnamaldehyde 4-hydroxybenzoic acid 

18 CC ethyl gallate isonicotinamide 

19 CC ethyl paraben nicotinamide 

20 CC eugenol hexamethylenetetramine 

21 CC ferulic acid nicotinamide 

22 CC ferulic acid pyrazine 

23 CC fumaric acid isonicotinamide 

24 CC fumaric acid nicotinamide 

25 CC glutaric acid isonicotinamide 

26 CC glutaric acid urea 

27 CC lauric acid nicotinamide 

28 CC 2-methylpyridine urea 

29 CC palmitic acid nicotinamide 

30 CC phenylacetic acid hexamethylenetetramine 

31 CC phenylacetic acid nicotinamide 

32 CC propanoic acid isonicotinamide 

33 CC resorcinol isonicotinamide 
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34 CC resorcinol tetramethylpyrazine 

35 CC resorcinol urea 

36 CC salicylic acid nicotinamide 

37 CC succinic acid hexamethylenetetramine 

38 CC succinic acid isonicotinamide 

39 CC succinic acid nicotinamide 

40 CC succinic acid pyrazine 

41 CC succinic acid urea 

42 CC tartaric acid pyrazine 

43 CC tartaric acid urea 

44 CC thymol 2,3-dimethylquinoxaline 

45 CC thymol hexamethylenetetramine 

46 CC thymol pyrazine 

47 CC E-2-hexenoic acid isonicotinamide 

48 CC vanillic acid hexamethylenetetramine 

49 CC vanillic acid isonicotinamide 

50 CC vanillic acid urea 

51 CC vanillin 4-hydroxybenzoic acid 

52 CC vanillin isonicotinamide 

53 CC 3-hydroxybenzoic acid 2,3-dimethylpyrazine 

54 CC 3-hydroxybenzoic acid nicotinamide 

55 CC 3-hydroxybenzoic acid pyrazine 

56 CC 4-hydroxybenzoic acid isonicotinamide 

57 CC adipic acid nicotinamide 

58 CC azelaic acid nicotinamide 

59 CC carvacrol 2,3-dimethylquinoxaline 

60 CC carvacrol nicotinamide 

61 CC carvacrol pyrazine 

62 CC cinnamic acid nicotinamide 

63 CC eugenol isonicotinamide 

64 CC glutaric acid nicotinamide 

65 CC malonic acid isonicotinamide 

66 CC phenylacetic acid isonicotinamide 

67 CC salicylic acid isonicotinamide 

68 CC thymol isonicotinamide 

69 CC thymol tetramethylpyrazine 

70 CC urea salicylic acid 

71 CC vanillin nicotinamide 
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72 BM 1,8-cineol 4-hydroxybenzoic acid 

73 BM 1,8-cineol cinnamic acid 

74 BM 1,8-cineol isonicotinamide 

75 BM 1,8-cineol kojic acid 

76 BM 1,8-cineol salicylic acid 

77 BM carvacrol 4-hydroxybenzoic acid 

78 BM carvacrol cinnamic acid 

79 BM carvacrol kojic acid 

80 BM cinnamaldehyde ascorbic acid 

81 BM cinnamaldehyde cinnamic acid 

82 BM cinnamaldehyde ferulic acid 

83 BM cinnamaldehyde kojic acid 

84 BM cinnamaldehyde nicotinamide 

85 BM cinnamaldehyde pyrazine 

86 BM cinnamaldehyde salicylic acid 

87 BM cinnamic acid ascorbic acid 

88 BM eugenol 4-hydroxybenzoic acid 

89 BM eugenol ascorbic acid 

90 BM eugenol kojic acid 

91 BM eugenol nicotinamide 

92 BM eugenol pyrazine 

93 BM ferulic acid 4-hydroxybenzoic acid 

94 BM limonene 4-hydroxybenzoic acid 

95 BM limonene ascorbic acid 

96 BM limonene hexamethylenetetramine 

97 BM limonene kojic acid 

98 BM menthol cinnamic acid 

99 BM menthol isonicotinamide 

100 BM menthol nicotinamide 

101 BM menthone 4-hydroxybenzoic acid 

102 BM menthone ascorbic acid 

103 BM menthone hexamethylenetetramine 

104 BM menthone kojic acid 

105 BM menthone nicotinamide 

106 BM menthone salicylic acid 

107 BM thymol menthol 

108 BM thymol nicotinamide 

109 BM thymol salicylic acid 
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110 BM vanillin ascorbic acid 

111 BM vanillin cinnamic acid 

112 BM dehydrozingerone 4-hydroxybenzoic acid 

113 BM dehydrozingerone ascorbic acid 

114 BM zingerone ascorbic acid 

115 BM dehydrozingerone isonicotinamide 

116 BM zingerone isonicotinamide 

117 BM Z-nerol ascorbic acid 

118 BM Z-nerol cinnamic acid 

119 BM Z-nerol salicylic acid 

120 BM 1,8-cineol nicotinamide 

121 BM carvacrol ascorbic acid 

122 BM carvacrol ferulic acid 

123 BM carvacrol salicylic acid 

124 BM limonene isonicotinamide 

125 BM menthone isonicotinamide 

126 BM thymol cinnamic acid 

127 BM dehydrozingerone nicotinamide 
a identification numbers. b CC: cocrystals; BM: binary mixtures. 
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Table 6A.2. Objects included in the single-evaluation test set, each identified by its own identification 
number and class membership. 

Id. a Class b Molecule A Molecule B 

1 CC 4-hydroxybenzoic acid pyrazine 

2 CC adipic acid isonicotinamide 

3 CC adipic acid urea 

4 CC ascorbic acid nicotinamide 

5 CC carveol isonicotinamide 

6 CC catechol tetramethylpyrazine 

7 CC cinnamic acid hexamethylenetetramine 

8 CC cinnamic acid isonicotinamide 

9 CC ferulic acid isonicotinamide 

10 CC ferulic acid tetramethylpyrazine 

11 CC fumaric acid urea 

12 CC glutaric acid pyrazine 

13 CC lauric acid pyrazine 

14 CC malonic acid nicotinamide 

15 CC malonic acid pyrazine 

16 CC o-cresol hexamethylenetetramine 

17 CC o-cresol urea 

18 CC octanoic acid pyrazine 

19 CC propanoic acid pyrazine 

20 CC salicylic acid 2,3-dimethylpyrazine 

21 CC syringic acid nicotinamide 

22 CC vanillic acid nicotinamide 

23 CC vanillin hexamethylenetetramine 

24 CC vanillin urea 

25 CC 2,5-dimethylpyrazine urea 

26 CC 4-hydroxybenzoic acid tetramethylpyrazine 

27 CC benzoic acid isonicotinamide 

28 CC carvacrol hexamethylenetetramine 

29 CC carvacrol isonicotinamide 

30 CC lauric acid isonicotinamide 

31 BM 1,8-cineol ascorbic acid 

32 BM 4-hydroxybenzoic acid ascorbic acid 

33 BM 4-hydroxybenzoic acid cinnamic acid 

34 BM 4-hydroxybenzoic acid kojic acid 

35 BM cinnamaldehyde isonicotinamide 
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36 BM cinnamaldehyde menthol 

37 BM eugenol salicylic acid 

38 BM geraniol menthol 

39 BM limonene cinnamic acid 

40 BM limonene nicotinamide 

41 BM limonene salicylic acid 

42 BM linalool 4-hydroxybenzoic acid 

43 BM linalool ascorbic acid 

44 BM menthol hexamethylenetetramine 

45 BM menthone cinnamic acid 

46 BM thymol ascorbic acid 

47 BM thymol ferulic acid 

48 BM urea hexamethylenetetramine 

49 BM zingerone 4-hydroxybenzoic acid 

50 BM zingerone nicotinamide 

51 BM dehydrozingerone salicylic acid 

52 BM Z-nerol kojic acid 

53 BM thymol 4-hydroxybenzoic acid 

54 BM thymol kojic acid 
a identification numbers. b CC: cocrystals; BM: binary mixtures. 
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Table 6A.3. Objects included in the single-evaluation test set, each identified by its own identification 
number and class membership. 

Id. a Class b Molecule A Molecule B 

1 CC ethyl gallate 1,8-cineol 

2 CC ethyl gallate hexamethylenetetramine 

3 CC lauric acid hexamethylenetetramine 

4 CC tetramethylpyrazine cinnamaldehyde 

5 CC urea 4-hydroxybenzoic acid 

6 BM 2,3-dimethylquinoxaline cinnamaldehyde 

7 BM ascorbic acid menthol 

8 BM ethyl gallate ascorbic acid 

9 BM ethyl gallate cinnamaldehyde 

10 BM ethyl gallate menthone 

11 BM kojic acid carvacrol 

12 BM kojic acid menthol 

13 BM kojic acid menthone 

14 BM lauric acid dehydrozingerone 

15 BM lauric acid vanillin 

16 BM lauric acid zingerone 

17 BM salicylic acid zingerone 

18 BM urea dehydrozingerone 

19 BM urea limonene 

20 BM urea zingerone 

21 CC urea isonicotinamide 

22 CC urea lauric acid 

23 BM lauric acid 1,8-cineol 

24 CC 3-phenylpropanal tetramethylpyrazine 

25 BM 3-phenylpropanal 4-hydroxybenzoic acid 

26 BM isonicotinamide maltol 

27 BM leucine 4-hydroxybenzoic acid 

28 BM leucine isonicotinamide 

29 CC 4-hydroxybenzoic acid maltol 

30 CC isonicotinamide sorbic acid 

31 CC sorbic acid tyramine 

32 BM 3-phenylpropanal maltol 

33 BM sorbic acid 2-hydroxyacetophenone 

34 BM sorbic acid maltol 

35 BM leucine 2-hydroxyacetophenone 
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36 BM leucine maltol 

37 BM leucine sorbic acid 

38 BM leucine tyramine 

39 CC glutaric acid 4-hydroxybenzoic acid 

40 CC hexamethylenetetramine 3-hydroxybenzoic acid 

41 CC hexamethylenetetramine azelaic acid 

42 CC hexamethylenetetramine benzoic acid 

43 CC hexamethylenetetramine resorcinol 

44 CC hexamethylenetetramine syringic acid 

45 CC isonicotinamide ascorbic acid 

46 CC isonicotinamide nicotinamide 

47 CC malonic acid 4-hydroxybenzoic acid 

48 CC nicotinamide ethylene glycol 

49 CC nicotinamide sinapic acid 

50 CC pyrazine fumaric acid 

51 CC pyrazine nonanoic acid 

52 CC urea 2,3-dimethylpyrazine 

53 CC urea catechol 

54 CC urea ferulic acid 

55 CC urea malonic acid 

56 CC urea nicotinamide 

57 CC urea pyrazine 

58 CC urea syringic acid 
a identification numbers. b CC: cocrystals; BM: binary mixtures. 
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Chapter 7 | Novel strategies to produce 
secondary packaging material from cosmetic 

waste 

DISCLAIMER: IN WRITING THIS CHAPTER MANY PIECES OF 

INFORMATION HAD TO BE OMITTED AS THEY ARE PROTECTED 

BY A NON-DISCLOSURE AGREEMENT SIGNED WITH THE 

PARTNER OF THIS RESEARCH PROJECT, I.E., DAVINES S.P.A.

7.1. Introduction 

7.1.1. Chemistry of hair dyes 

Hair dyeing is a practice known to humankind at lease for 4000 years [1,2]. There is 

evidence that hair dyeing was a practice known since Ancient Egypt, as mummies 

were found with hair dyed with henna [3]. In addition, lead combs dipped in acidic 

solutions, such as vinegar, were utilized to darken hair during the Roman Empire 

[3]. Nowadays, millions of people dye their hair at home or in hair salons for 

aesthetics, self-awareness, and self-affirmation [1,2,4]. 

According to the Regulation EC 1223/2009lxxxiv, hair dyes can be classified in three 

major categories, depending on how long the color lasts on the hair. 

Temporary dyes remain adsorbed on hair fibers after application and have a low 

capability of penetrating the cortex due to their high molecular weight [2,5]. 

Temporary dyes are highly water-soluble compounds, often sodium salts of 

sulfonated molecules [2,3,6]. Commercial formulations such as dyeing shampoos, 

gels, and lotions, are high in concentration of dyes (0.1–2.0% w/w) since they are 

formulated to give the desired coloration in one application [2]. Due to their high 

molecular weight and high solubility in water, temporary hair dyes typically last 

one wash, but they can last up to three to six washes on bleached hair [2,7]. Acid 

Yellow 1 [2] represent an example of compound utilized in the formulation of 

temporary hair dyes (Figure 7.1). 

 
lxxxiv http://data.europa.eu/eli/reg/2009/1223/2019-08-13 (accessed 09/12/2022) 

http://data.europa.eu/eli/reg/2009/1223/2019-08-13
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 Figure 7.1. Molecular structure of Acid Yellow 1lxxxv. 

Unlike temporary dyes, semi-permanent dyes are on the low-molecular weight 

spectrum and have a higher capability of penetration towards the cortex [2,5,8]. In 

terms of formulation, many commercial products contain ammonia or 

ethanolamine and have a pH value around 9: this ensures the cuticles to open for a 

better penetration of the product [2]. On average, the coloration is retained for 

three to six washes. Two subclasses can be identified, depending on the chemical 

nature of the dye and, consequently, on the nature of the formulation [2,3]: 

• Nitroanilines: these dyes comprise nitrated derivatives of variously 

substituted aromatic amines or anthraquinones. Once the product has been 

applied on the scalp, nitroanilines interacts with the cuticles and cortex 

through non-covalent forces [2,5]. Nitroanilines are less soluble in water 

with respect to the salts utilized in temporary dyes, and they require the 

addition of solvents such as glycerol and benzyl alcohol in the formula to 

be effective in dyeing [2]. Their poor solubility in water is what makes such 

dyes more resistant to washing out than temporary ones. 

• Cationic dyes: these dyes are quaternary ammonium salts. The quaternary 

ammine is normally located on an aromatic ring, bonded to another 

aromatic scaffold via a variety of strategies, often an azo bond [2,3]. 

Despite being highly water soluble such as temporary dyes, cationic dyes 

allow for a better color resistance. In fact, as most of the interfaces, the 

surface of the hair is negatively charged, allowing for these dyes to 

electrostatically interact with it [2,5]. Within this frame of reference, the 

best efficacy of this dyes occurs on damaged hair, as their surface area is 

higher. 

 
lxxxv Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/2724063 (accessed 10/12/2022) 

https://pubchem.ncbi.nlm.nih.gov/compound/2724063
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Washing-resistance can be improved by introducing in the formula also an 

oxidative dye precursor, and the product requires activation with 

hydrogen peroxide. These products are called demi-permanent hair dyes 

and can last up to 20 washes [2]. HC Blue n. 2 and Basic Yellow 57 [2] are 

examples of nitroaniline and cationic dye, respectively (Figure 7.2). 

Figure 7.2. Molecular structures of HC Blue n.2lxxxvi (left) and Basic Yellow 57lxxxvii (right). 

Permanent dyes include compounds also known as oxidative dyes. Oxidative dyes 

represent the majority of the hair dye products sold on the market and provide the 

best performance in terms of washing-resistance [2]. Unlike temporary and semi-

permanent dyes, oxidative dyes are not colored by themselves, but require a 

chemical transformation in order to obtain abducts with absorption bands in the 

visible region of the electromagnetic spectrum [2,3]. In fact, permanent dyes are 

often sold as kits of two separate components, i.e., a product containing the dye 

precursors and a color developer [2,9]. The key ingredients of a formulation as such 

are: 

• Precursors: as it was stated above, the dyes in a permanent hair dye are 

not colored by themselves, but need an oxidant to react. The precursors are 

of two different kinds and have different functions [2,3,9]: 

o Primary dye: often an aniline substituted with –NH2 or –OH in p- 

or o- position, it represents the component of the formulation 

susceptible to oxidation. After the addition of the oxidant, the 

primary dye converts into a quinone-like intermediate that is the 

reactive species. Compounds such as p-phenylenediamine and p-

toluenediamine (Figure 7.3) are among the most frequently 

utilized primary dyes [3]. 

 
lxxxvi Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/HC-Blue-no.-2 (accessed 10/12/2022) 
lxxxvii Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/Basic-yellow-57 (accessed 10/12/2022) 

https://pubchem.ncbi.nlm.nih.gov/compound/HC-Blue-no.-2
https://pubchem.ncbi.nlm.nih.gov/compound/Basic-yellow-57
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o Coupling dye: after the reactive intermediate was formed, it can 

react with other molecules present in the formulation called 

coupling dyes (or couplers). The reaction yields high-molecular 

weight products responsible for the coloration. Note that the same 

primary dye can combine with different couplers to yield different 

shades. Resorcinol (Figure 7.3) is an example of coupler [3]. 

• Retardants: retardants act as antioxidants. They are added to guarantee 

the shelf-life of the formulation but play a key role in color development. 

The aims of retardants are: i) avoiding the conversion of the primary dye 

into the reactive species due to the oxygen present in the air and ii) 

retarding the reaction between the primary dye and the developer, so that 

the precursors have a chance to penetrate the cuticles. The most frequently 

used retardants include sodium metabisulfite, erythorbic acid, and t-

butylquinone [2]. 

• Oxidants: oxidants are contained only in the developer product and 

typically consists of a solution of stabilized hydrogen peroxide, or other 

compound able to release reactive oxygen species, such as sodium 

perborate or persulfate [2,3]. The aim of the oxidant is to initiate the 

conversion of the primary dye into its reactive form. 

Figure 7.3. Molecular structures of p-phenylenediaminelxxxviii (left), p-toluenediaminelxxxix (middle) and 
resorcinolxc (right). 

Before the application, the dye with precursors and the developer are mixed 

according to the manufacturer’s direction. The precursors are typically highly 

soluble and have a low molecular weight, so that, in synergy with the alkaline 

environment, they can penetrate through the cuticle to the cortex. The coupling 

reaction takes places after the product has penetrated thanks to the presence of the 

retardant. The products are higher in molecular weight and remain trapped inside 

 
lxxxviii Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/7814 (accessed 11/12/2022) 
lxxxix Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/7252 (accessed 11/12/2022) 
xc Retrieved from https://pubchem.ncbi.nlm.nih.gov/compound/5054 (accessed 11/12/2022) 

https://pubchem.ncbi.nlm.nih.gov/compound/7814
https://pubchem.ncbi.nlm.nih.gov/compound/7252
https://pubchem.ncbi.nlm.nih.gov/compound/5054
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the hair fibers. This strategy of color development is what makes oxidative dyes 

highly resistant to washing [2,3,8,9]. 

7.1.1.1. Environmental and health concerns 

As it was discussed thoroughly in Chapter 3, ingredients of cosmetic formulations, 

including hair dyes, can be identified as Personal Care Products [10,11] and, 

therefore, as emerging contaminants. As such, their monitoring in the environment 

is rarely under regulation. The major highways that such substances follow to enter 

the environment are the drains of households and hair salons [12]. As it holds true 

for other emerging contaminants, the effect of dyes on the ecosystems and their 

toxicological profiles are complex and often still matter of debate [10,13,14]. One 

natural consequence on aquatic environments to think about is related to the 

chemical composition of dyes commonly used in hair product. As it was discussed 

earlier, many compounds are rich in nitrogen, and their occurrence in water bodies 

can lead to eutrophication (see Chapter 5) [14–17]. 

In Europe the utilization of dyes in hair products is under regulation to guarantee 

the safety of the consumers. Currently, more than two hundred compounds are 

bannedxci, xcii and more than one hundred compounds are allowed for restricted 

usexciii. In addition, many substances are under surveillance for their potential 

effects on human health. For instance, p-phenylenediamine and p-toluenediamine 

are classified as skin sensitizing substances and there is a major agreement about 

their toxicityxciv, xcv. 

Advancements in sewage treatment technologies have been made to effectively 

remove dyes from wastewater. The proposed strategies include physical (e.g., 

adsorption), chemical (e.g., photocatalytic degradation and anodic oxidation), and 

biological approaches [14]. Although such strategies might result effective in the 

framework of a sewage treatment facility, difficulties may be encountered when 

dealing with manufacturing waste of hair dye companies. This is mainly because 

the concentration of dyes is fairly higher than the one found in wastewater. 

  

 
xci https://ec.europa.eu/docsroom/documents/13210/attachments/1/translations (accessed 11/12/2022) 
xcii https://ec.europa.eu/docsroom/documents/13209/attachments/1/translations (accessed 11/12/2022) 
xciii https://ec.europa.eu/docsroom/documents/22242 (accessed 11/12/2022) 
xciv https://echa.europa.eu/it/brief-profile/-/briefprofile/100.003.096 (accessed 11/12/2022) 
xcv https://echa.europa.eu/it/brief-profile/-/briefprofile/100.002.221 (accessed 11/12/2022) 

https://ec.europa.eu/docsroom/documents/13210/attachments/1/translations
https://ec.europa.eu/docsroom/documents/13209/attachments/1/translations
https://ec.europa.eu/docsroom/documents/22242
https://echa.europa.eu/it/brief-profile/-/briefprofile/100.003.096
https://echa.europa.eu/it/brief-profile/-/briefprofile/100.002.221
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7.1.2. Biology of Fungi 

With an estimated number of 1.5 million species, Fungi represent one of the seven 

taxonomical Kingdoms [18–20]. Constituting a Kingdom on their own, they have a 

set of unique characteristics that differentiate them from other living organisms 

[18,19]. 

Fungi, like organisms belonging to Animalia and Plantae Kingdoms, are eukaryotic. 

This means that the genetic material, i.e., the DNA, is confined inside the nucleus of 

the cell [18,19]. The unique characteristic that distinguishes Fungi from all the 

other eukaryotic organisms is ploidy: in fact, their somatic cells are normally 

haploid. Like Plantae, the cells in Fungi are characterized by the presence of a cell 

wall, but with a substantially different chemical composition. The major 

components of the fungal cell walls are chitin, a linear polymer of β-(1,4)-N-

acetylglucosamine units, and glucans, β-(1,3) and β-(1,6) polymers of glucose, while 

cellulose represents a minor component [21]. 

Fungi can exist as unicellular and pluricellular organisms [18,19]. Pluricellular 

Fungi grows in filamentous structures, called hyphae. A hypha can be constituted 

by one single cell or multiple cells; in both cases, cells can present multiple haploid 

nuclei instead of only one. What differentiate pluricellular Fungi with respect to 

other organisms that produce filamentous structures, is that hyphae can augment 

their length only through apical growth. As the cells divide, a hypha can grow 

linearly or create branches. The filamentous structure constituted by the hyphae is 

also known as mycelium, that can extend from few μm2 to even km2 [22], playing an 

important role in forests and woods, allowing for the transfer of nutrients between 

plants and trees through the soil [23,24]. On the contrary, unicellular Fungi, also 

known as yeasts, live as single celled organisms, usually with a diploid set of 

chromosomes. Certain yeasts, such as Candida albicans, present a dimorphic 

behavior, meaning that they can live both as single cells, but can also produce 

hyphae under specific environmental conditions. 

In terms of reproduction, Fungi can reproduce asexually or sexually [18,19,25]: 

• Asexual reproduction: asexual reproduction is typical both of unicellular 

and pluricellular Fungi. In pluricellular Fungi, asexual reproduction can 

occur through the liberation of spores and mycelial fragmentation, 

whereas for unicellular ones it happens by budding. In either case, the 

process is mitotic, meaning that the new organisms have the same DNA of 

the parent. Figure 7.4 reports an example of asexual life cycle. 
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Figure 7.4. Asexual reproductive cycle of Mucoromycetes. The haploid sporangiospores germinate to 
form hyphae that then develop into a mycelium. In the mature mycelium, hyphae can grow into 

sporangiophores whose apical extremities develop reproductive structures called sporangia. The 
sporangium is a structure designated for the maturation of new sporangiospores, that, once mature, are 

dispersed and the cycle starts over. Adapted after Claire Mary Lee and coworkers [25] (who in turn 
adapted after Ann Bell [26]). 

• Sexual reproduction: in sexual reproduction, two haploid cells with 

opposite sexual polarity, i.e., the gametes, combine into a single cell 

(plasmogamy) and then the two nuclei fuse together (karyogamy) to 

generate a new diploid organism, genetically different from the parents. 

Thereafter, meiosis can take place to generate new haploid cells for 

reproduction. These steps always happen in sequence in all the organisms 

able to sexually reproduce, but in Fungi they can happen at different stages 

of the life cycle depending on the Phylum. Another important aspect is that 

sexual spores can be released as a form of safeguard towards unfavorable 

environmental conditions. The spores remain dormant until favorable 

circumstances for growth are met, and then germination occurs. Figure 7.5 

reports an example of sexual life cycle. 

Like Animalia, Fungi requires outer nutrients as a source of building blocks and 

energy to survive. They are, in fact, chemoheterotrophic organisms and rely on 

enzymes for the digestion of macromolecules, whereas soluble nutrients can be 

directly absorbed by the cells [18,19]. Another aspect Fungi have in common with 

animals is found in the compounds utilized by such organisms to store energy. 

These compounds are mainly soluble carbohydrates [21], including glycogen, 

trehalose and few alditols. 
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Figure 7.5. Sexual reproductive cycle of Basidiomycetes. The haploid basidiospores germinate to form 
hyphae that then develop into a mycelium. Mycelia with opposite sexual polarity can fuse together to 

form the dikaryon, i.e., a new mycelium whose cells contain two haploid nuclei. After the development of 
the fruiting body, the two haploid nuclei combine into a single diploid one into the reproductive 

structures called basidia. Immediately after recombination, meiosis takes place to yield four haploid 
basidiospores (i.e., the gametes). Once mature, basidiospores are released and the cycle starts over. 
Adapted after Claire Mary Lee and coworkers [25] (who in turn adapted after Thomas N. Taylor and 

coworkers [27]). 

7.1.2.1. Growth factors 

The environmental conditions can affect growth, development, and reproduction of 

Fungi. These aspects are of particular importance when in vitro growth is 

attempted [18,19]. 

In general, Fungi tolerate a wide range of temperatures, from few degrees below 0 

°C to few degrees above 60 °C depending on the species [18,19]. In addition, 

different species have different optimal temperatures and different ranges of 

temperature tolerance. For instance, mesophile Fungi are commonly grown in the 

10–40 °C range, with the optimum near the room temperature (22–25 °C), whereas 

human pathogens have an optimal growth temperature around the physiological 

temperature of the human body. 

Most Fungi are strict aerobe organisms, meaning that they require oxygen as the 

terminal electron acceptor in respiration [18,19]. This means that air circulation is 

necessary when attempting to grow such organisms in vitro. There are, however, 

pluricellular Fungi able to utilize different substrates as terminal electron acceptors 
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(anaerobic respiration). Other species, mainly yeasts, are facultative, meaning that 

they can grow either in presence or absence of oxygen: in presence of oxygen the 

predominant metabolic pathway is respiration, in absence of oxygen they can grow 

by fermenting the substrate. 

In terms of pH, different species have their own tolerance and optimal intervals. In 

general, it has been reported that the optimal pH interval suitable for growth is 

fairly large, about 5–7 [18,19]. Certain species, mainly yeasts, are acid-tolerant and 

acidophilic, meaning that can survive and grow, respectively, at pH values of about 

2. Strong alkaline environments are tolerated only by very few specialized species. 

As it was stated earlier, Fungi are chemoheterotrophic organisms, meaning that 

they require an outer source of nutrients to survive and grow. The main nutrient 

sources are discussed below: 

• Carbon: Fungi require organic carbon as a source of energy. The spectrum 

of compounds that can be utilized is very wide, ranging from methane to 

longer-chain hydrocarbons, or even more complex polymers [18,19]. 

However, monosaccharides represent the preferred source of organic 

carbon. The utilization of complex polymers, such as starches and cellulose, 

as a source of carbon requires the production of exoenzymes. These 

enzymatic complexes operate outside the cell so that high-molecular 

weight substrates can be degraded into low-molecular weight molecules 

that can be more easily transported inside the cell. Certain Basidiomycetes, 

also known as white-rot mycetes, developed enzymatic complexes able to 

degrade highly cross-linked polymers like lignin [28]. 

• Nitrogen: nitrogen is among the mineral nutrients (e.g., nitrogen, 

phosphorus, iron) that are required for fungal growth. Among mineral 

nutrients, nitrogen is the one required in the highest proportions. As non-

nitrogen-fixing organisms, Fungi require an outer source of nitrogen 

[18,19]. Amino acids are the favorite source of nitrogen, but most Fungi can 

directly utilize ammonia as a nitrogen source. Few species can utilize 

nitrates, by converting them fist into nitrites, and then into ammonia. It has 

been reported that certain species are able to utilize more complex 

molecules as a source of nitrogen, such as organic dyes [28–32]. 

7.1.2.2. The potential of laccases in bioremediation 

White-rot Fungi comprise several species involved in the degradation of wood. In 

particular, white-rot mycelia are the only ones capable of fully degrade lignin [19]. 

This peculiarity is due to the secretion of a pool of highly specialized exoenzymes. 
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Among the enzymatic complexes secreted by such fungal species, laccases received 

an increasing attention in the last twenty years [29,31–35]. The interest towards 

these enzymes is due to their potential applicability in biotechnological processes. 

Evidence suggests the suitability of fungal and bacterial laccases as highly selective 

catalysts for the synthesis of heterocyclic molecules [33,34], but also their 

effectiveness in degrading pollutants like organic dyes [28–32], paving the way for 

the utilization of laccase-producing organisms for bioremediation or in sewage 

treatment facilities. 

Laccases are metalloproteins belonging to the family of oxidases [36]. Laccases 

involve copper ions as cofactors [33]. Figure 7.6 shows the structure of laccase 

TaLcc1 [37] produced by the Ascomycete Thielavia arenaria. 

Figure 7.6. Top-left: 3D representation of laccase TaLcc1 with secondary structures highlighted in 
different colors (α-helixes are depicted in strong pink; β-sheets are depicted in tangerine yellow). 
Bottom-right: focus on the active site with aminoacidic residues shown in skeletal representation, 

copper ions (copper spheres), and the oxygen molecule (red ball-stick model) in the TnC. 
Pictures were retrieved from the Protein Data Bank (entry 3PPSxcvi). 

Two distinct centers comprising a total of four copper ions are implicated in the 

active site: the mononuclear center (MnC) constituted by one copper ion Cu T1, and 

a trinuclear center (TnC) constituted by one copper ion Cu T2 and two copper ions 

Cu T3 [33]. The distance between the two centers is around 13 Å. 

In a laccase-mediated oxidation [33,38]: 

 
xcvi http://dx.doi.org/10.2210/pdb3pps/pdb (accessed 15/12/2022) 

T1 

T2 
T3 

T3 

http://dx.doi.org/10.2210/pdb3pps/pdb
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1. The substrate is oxidized in the MnC and the Cu T1 is reduced from +2 to 

+1. The cysteine residue binding the Cu T1 re-oxidizes the copper from +1 

to +2. 

2. The reduced cysteine re-oxidizes itself by transferring one electron to 

histidine residues binding the Cu T3 causing the reduction of one copper 

ion in the TnC from +2 to +1. The steps 1 and 2 are repeated until all the 

four copper ions are in the +1 oxidation state. 

3. The oxygen in the TnC is reduced into two water molecules, re-oxidizing 

the copper ions from +1 to +2, and the cycle starts over. 

7.1.3. Mycelium-based materials  

In the last few years, the European Parliament focused the attention on changing 

perspective of the productive cycles, from the traditional linear approach, to a more 

circular onexcvii. On average, 2.5 billion of tons of waste are produced in Europe 

every yearxcviii. In this context, effective strategies such as more sustainable 

approaches to waste management and low-carbon footprint processes are 

demanded to reduce the overall waste production. 

The utilization of biocomposite and bio-based materials could play a crucial role in 

the context of circular economy, as they can be produced starting from biological 

wastes [39–43]. Biocomposites are composite materials where a biopolymeric or a 

bio-derived polymeric matrix is structurally reinforced with natural fibers, whereas 

bio-based materials are materials in which at least one of their constituents is 

biologically produced and fully biodegradable [39]. 

In the early ’90s, a Japanese scientist named Shigeru Yamanaka moved the first 

steps in exploring the potential of pluricellular Fungi as a resource for the 

manufacturing of bio-composites [39,44]. With properties similar to expanded 

polystyrene and polyurethane [39–42], further research investigated the 

development of mycelium-based composites, with applications ranging from 

materials for packaging, thermal and acoustic insulation, and building [39,43].  

Pluricellular Fungi are so attractive for the manufacturing of biocomposite 

materials for two main reasons: 

• Their filamentous structure is ideal as, during growth, the hyphae grow 

around the substrate leading to the cohesion of loose material [18,19,39]. 

 
xcvii https://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-
definition-importance-and-benefits (accessed 15/12/2022) 
xcviii https://www.europarl.europa.eu/news/en/headlines/society/20180328STO00751/eu-waste-management-
infographic-with-facts-and-figures (accessed 15/12/2022) 

https://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-definition-importance-and-benefits
https://www.europarl.europa.eu/news/en/headlines/economy/20151201STO05603/circular-economy-definition-importance-and-benefits
https://www.europarl.europa.eu/news/en/headlines/society/20180328STO00751/eu-waste-management-infographic-with-facts-and-figures
https://www.europarl.europa.eu/news/en/headlines/society/20180328STO00751/eu-waste-management-infographic-with-facts-and-figures
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• The fact that many Fungi produces exoenzymes specialized in the digestion 

of certain substances, waste materials deriving from the wood and paper 

industries can be utilized as a substrate [18,27–32,39]. 

The latter could exploit its potential in integrated processes whose feedstock is 

constituted by toxic waste [28–32] so that bioremediation and the production of 

biocomposite materials can be carried out in a single step. 

In this context, the aim of this study is to develop a mycelium-based material by 

utilizing cosmetic production wastes, i.e., permanent hair dyes, and cardboard 

scraps as starting material. In the context of circular economy, this strategy could 

provide a more sustainable solution to waste management. The results presented 

in this Chapter are related to the very first stages of this research, carried out in 

close collaboration with Davines S.p.A. (Parma, Italy). The composition of the 

culture medium for the in vitro growth of three fungal species was optimized via 

Mixture Design. In addition, a preliminary evaluation of the degradative capability 

towards primary dyes and the respective couplers was carried out. 

7.2. Materials and methods 

7.2.1. Chemicals and materials 

Toluene-2,5-diamine sulfate (PTD), 4-amino-m-cresol (4AMC), N,N’-bis(2-

hydroxyethyl)-p-phenylenediamine sulfate (NNB), resorcinol (RES, all 100%), m-

aminophenol (MAF, 99.8%), and 2-methylresorcinol (2MR, 99.5%) were all kindly 

provided by Davines S.p.A. (Parma, Italy). Lactic acid (≥ 88%) and i-propyl alcohol 

(≥ 99.9%) were obtained from Carlo Erba Reagents (Milan, Italy). MgSO4 (98.4%), 

NaCl (99.9%), and sodium citrate (≥ 99.0%) were obtained from VWR International 

(Milan, Italy). Glacial acetic acid (99–100%), sodium acetate (≥ 99.0%), and 

acetonitrile (> 99.9%) were obtained from Sigma-Aldrich (Milan, Italy). Methyl 

alcohol (> 99.8%) and citric acid (≥ 99.5%) were obtained from Honeywell 

International Inc. (Morristown, USA). 

Milli-Q water was produced by means of a Millipore Milli-Q Element A10 water 

purification system (Merk-Millipore, Milan, Italy). 

Mycelium of species A, B, and C were acquired from Mycelia (Deinze, Belgium). 

Cardboard and the ingredients for the formulation of hair dyes were all kindly 

provided by Davines S.p.A. 
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QuEChERS PSA/C18 + MgSO4 and PSA/C18/GCB + MgSO4 dSPE devices were 

obtained from Restek (Bellefonte, USA), whereas the Supel™ QuE Z-Sep/C18 dSPE 

devices were obtained from Supelco (Bellefonte, USA).  

7.2.2. Culture preparation 

Proper amounts of finely divided cardboard and dye were weighted into a porcelain 

capsule and homogenized with a mortar. Thereafter, 10 mL of an aqueous solution 

of lactic acid were added to neutralize the alkaline components present in the hair 

dye. After neutralization, the mycelium was added, and the culture was 

homogenized. The capsule was covered with perforated Parafilm® (Bemis Company 

Inc., Wisconsin, USA). Before the incubation, the culture was pressed with a smaller 

capsule to make it assume a coupe-like shape. 

The cultures were kept in aerobic atmosphere at 28 °C, at 85% relative humidity, 

and in absence of light into a PID system incubator (Instruments s.r.l., Milan, Italy) 

for 10 days. After incubation, the cultures were thermically treated at 120 °C for 2 h 

to inhibit further growth. 

Before the preparation of the cultures, all the instrumentation was sterilized in a 

POLEAX EC 10 L autoclave (Quirumed, Valencia, Spain) at 121 °C for 18 min. 

Between the preparation of one culture and the other, the instrumentation was 

disinfected with an aqueous solution of 70% v/v i-propyl alcohol. 

7.2.3. Optimization of the growth factors 

The effect of the composition of the culture medium on growth was investigated. 

For this purpose, blank dye (i.e., dye without the addition of pigments) was utilized. 

Three main factors (k = 3) were investigated, i.e., cardboard, dye, and mycelium. 

For each culture, always 10 mL of an aqueous solution of lactic acid were added, but 

the concentration varied proportionally to the amount of dye present in the culture 

itself. 

Two response variables were defined as follows: 

• Germination time (tG): amount of time (expressed as h) that had elapsed 

until visible growth was present. This response was evaluated separately 

for each species. 

• Shape factor (Sf): qualitative evaluation that accounts for the ease of 

mixing and the capability of the culture after thermal treatment in 

retaining its shape as it was taken out of the capsules. The evaluation scale 
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goes from a minimum of 1 point to a maximum of 6 points. This response 

was evaluated separately for each species. 

In addition to them, the mixture factor related to the amount in terms of mass 

(expressed as g) of dye (md) in the formulation of the growth medium was 

evaluated. Therefore, R = 7 responses were considered in total. 

The experiments were planned in pseudo-component domain (X1, X2, and X3), 

whose composition is reported in Table 7.1, whereas the experimental matrix is 

reported in Table 7.2. For each trial, a total of 9.50 g of culture were prepared, not 

including the 10 mL of an aqueous solution of lactic acid. 

Table 7.1. Composition of the pseudo-components expressed as weight fraction. 

Pseudo-component Cardboard Dye Mycelium 

X1 0.10 0.10 0.80 

X2 0.10 0.50 0.40 

X3 0.50 0.10 0.40 

 

For each species, a total of N = 15 experiments were carried out in random order, 

including n0 = 3 experiments in the center of the experimental domain to estimate 

the pure experimental variance. 

A first-order model (Equation 2.40) was postulated for tG and Sf. A coefficient was 

considered significant if the absolute value of its regression coefficient was greater 

than the semiamplitude of its 95% confidence interval. Each model was evaluated 

in terms of fraction of explained variance (R2) and predictive capability in leave-

one-out cross-validation (Q2). The validity was evaluated by carrying out a lack-of-

fit F-test (α = 0.01). 

The global optimal conditions were identified according to Derringer’s method 

[45]. Single desirability functions di were defined for tG as in Equation 7.1a, whereas 

for Sf and md as in Equation 7.1b: 

𝑑𝑖 = {

0, 𝑦𝑖 > 𝑈𝑖
𝑈𝑖 − 𝑦𝑖
𝑈𝑖 − 𝐿𝑖

, otherwise
 

Equation 7.1a 

𝑑𝑖 = {

0, 𝑦𝑖 < 𝐿𝑖
𝑦𝑖 − 𝐿𝑖
𝑈𝑖 − 𝐿𝑖

, otherwise
 

Equation 7.1b 
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Table 7.2. Experimental matrix. The composition of each experiment is reported in as weight fraction in 
the pseudo-component domain. 

Standard order X1 X2 X3 

1 1.00 0.00 0.00 

2 0.00 1.00 0.00 

3 0.00 0.00 1.00 

4 0.67 0.33 0.00 

5 0.67 0.00 0.33 

6 0.33 0.67 0.00 

7 0.00 0.67 0.33 

8 0.33 0.00 0.67 

9 0.00 0.33 0.67 

10 0.67 0.17 0.17 

11 0.17 0.67 0.17 

12 0.17 0.17 0.67 

13 0.33 0.33 0.33 

14 0.33 0.33 0.33 

15 0.33 0.33 0.33 

 

The optimization boundaries are reported below: 

• tG: Li was identified as the upper limit of the 95% confidence interval of the 

minimum predicted response within the experimental domain and of the 

and Ui was set at 240 h. 

• Sf: Li was set at 2, whereas Ui was set at 6. 

• md: Li corresponded to the minimum amount of dye utilized in the 

formulation of the culture (i.e., 0.95 g), whereas Ui corresponded to the 

maximum amount of dye utilized in the formulation of the culture (i.e., 4.75 

g). 

The optimal conditions were in correspondence of the maximum global desirability 

(Equation 2.42), computed as weighted geometric mean of the single desirability 

functions. The weights ri for tG, Sf, and md were 3, 1, and 2, respectively. The 

maximum was found with a derivative-free search algorithm. 
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7.2.4. Optimization of the QuEChERS procedure 

QuEChERS extraction [46] was optimized in terms of extraction salts for salting-out 

partitioning and dSPE sorbent for clean-up to recover the organic dyes from the 

culture medium. 

Cultures were prepared by using 2.96 g of cardboard, 2.73 g of dye and 10 mL of an 

aqueous solution of 2.05% v/v lactic acid. No mycelium was added for this 

evaluation. Three combinations of pigments were tested as model compounds, i.e., 

PTD + 2MR, 4AMC + RES, NNB + MAF. 

The experiments were planned according to a unreplicated two-ways ANOVA 

experimental design. 

• Factor A – Extraction salts: three different extraction salts mixtures were 

tested, according to the three validated variants of the QuEChERS method. 

o Unbuffered (UB): 4 g of MgSO4 and 1 g of NaCl [47]. 

o AOAC: 6 g of MgSO4 and 1.5 g of sodium acetatexcix. 

o EN: 4 g of MgSO4, 1 g of NaCl, 1 g of sodium citrate and 0.32 g of 

citric acidc. 

• Factor B – dSPE sorbent: three different clean-up sorbents were tested, 

i.e., PSA/C18 + MgSO4, PSA/C18/GCB + MgSO4, and Z-Sep/C18. 

All the other factors were kept constantci. Therefore, a total of N = 9 combinations 

were tested. 

The extracts were diluted 1:20 with Milli-Q water and then submitted to UV-vis 

analysis. For each dye, the absorbance at the following wavelengths was utilized as 

the response variable (Table 7.3). 

For each treatment, a culture with blank dye also submitted to extraction so that 

the spectrum of the blank matrix could be utilized for background correction. 

  

 
xcix http://www.aoacofficialmethod.org/index.php?main_page=product_info&products_id=2155 (accessed 
09/12/2022) 
c https://www.en-standard.eu/csn-en-15662-foods-of-plant-origin-multimethod-for-the-determination-of-pesticide-
residues-using-gc-and-lc-based-analysis-following-acetonitrile-extraction-partitioning-and-clean-up-by-dispersive-
spe-modular-quechers-method/ (accessed 09/12/2022) 
ci The extractions that were carried out with the AOAC method utilized a 1% v/v acetic acid in acetonitrile solution for 
the extraction. The agitation time during the dSPE clean-up varied according to manufacturer directions as follows: 
PSA/C18 + MgSO4 required 0.5 min, PSA/C18/GCB + MgSO4 required 2 min, Z-Sep/C18 required 1 min. 

http://www.aoacofficialmethod.org/index.php?main_page=product_info&products_id=2155
https://www.en-standard.eu/csn-en-15662-foods-of-plant-origin-multimethod-for-the-determination-of-pesticide-residues-using-gc-and-lc-based-analysis-following-acetonitrile-extraction-partitioning-and-clean-up-by-dispersive-spe-modular-quechers-method/
https://www.en-standard.eu/csn-en-15662-foods-of-plant-origin-multimethod-for-the-determination-of-pesticide-residues-using-gc-and-lc-based-analysis-following-acetonitrile-extraction-partitioning-and-clean-up-by-dispersive-spe-modular-quechers-method/
https://www.en-standard.eu/csn-en-15662-foods-of-plant-origin-multimethod-for-the-determination-of-pesticide-residues-using-gc-and-lc-based-analysis-following-acetonitrile-extraction-partitioning-and-clean-up-by-dispersive-spe-modular-quechers-method/
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Table 7.3. Utilized wavelength for each compound. 

Dye Compound Wavelength (nm) 

Primary dyes PTD 256 

 4AMC 236 

 NNB 250 

Couplers 2MR 279 

 RES 275 

 MAF 288 

 

Two-ways ANOVA was carried out to highlight differences in the average responses 

for each studied factor. Homoscedasticity and normality were tested beforehand 

with Hartley’s test and Shapiro-Wilk test, respectively. For statistically significant 

results, the effect size was estimated in terms of Cohen’s η2 [48] and, post-hoc 

multiple pairwise comparisons were carried out with Student’s t-tests with a 

Bonferroni correction. The confidence level was 95%. 

7.2.5. Operating procedure and instrumental conditions 

7.2.5.1. Sample preparation 

Ten grams of sample (8.05 g if mycelium was absent) were weighted into a 50 mL 

polypropylene centrifuge tube and were integrated with 2.500 mL (4.625 mL if 

mycelium was absent) of cold Milli-Q water so that approximately 10 g of water 

were present in the sample. 

Ten milliliters of cold acetonitrile were introduced, and the sample was vigorously 

shaken for 1 min. A pre-weighted amount of extraction salts, i.e., 4 g of MgSO4 and 1 

g of NaCl, were added and the tube was vigorously shaken again for 1 min. The 

tubes were kept at -20 °C for 1 h to aid the separation of fats and proteins. 

Thereafter, the tubes were centrifuged at 5000 rpm for 5 min at 4 °C. 

One milliliter of supernatant was introduced in the PSA/C18/GCB + MgSO4 dSPE 

clean-up tube and it was agitated for 2 min and then centrifuged at 5000 rpm for 5 

min at 4 °C. The extract was, finally, diluted 1:20 with Milli-Q water. 

7.2.5.2. UV-vis spectroscopy 

The purified and diluted extracts were analyzed in the 210–800 nm range with the 

aid of an Evolution 260 Bio spectrophotometer (Thermo Fisher Scientific, 

Massachusetts, USA). The sample was exposed to the radiation by operating in 

transmittance mode. The sample was placed into a quartz semi-micro cuvette 
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(Hellma Analytics, Milan, Italy) with a light path of 10 mm. The instrument was 

operated with a band width and a resolution both set at 1 nm. The integration time 

was 250 ms. 

Before acquiring the spectra, the background signal was registered against a 

reagent blank, i.e., a 5% v/v solution of acetonitrile in Milli-Q water. 

7.2.6. Preliminary evaluation of the degradative capability 

A preliminary degradation experiment was set only with species A and with the dye 

containing PTD + 2MR as dyes. Cultures were prepared by using 2.96 g of 

cardboard, 2.73 g of dye, 3.81 g of mycelium, and 10 mL of an aqueous solution of 

2.05% v/v lactic acid. 

Two sets of experiments were prepared in independent duplicates (n = 2): 

• Control: no mycelium was added in the preparation of the culture. 

• Treatment: mycelium was added in the preparation of the culture. 

The cultures were then incubated for 1 h and for 7 days and they were treated 

according to what is reported in Section 7.2.5. The absorbance at the respective 

wavelengths was utilized as a response variable to evaluate the degradative 

capabilities. 

An additional set of cultures was prepared in the same way by using blank dye so 

that the spectrum of the blank matrix could be utilized for background correction. 

7.2.7. Software 

UV–vis data were acquired with the Thermo Insight (Thermo Fisher Scientific) 

software. 

Multilinear regression and multicriteria optimization were carried out by using 

custom scripts in MATLAB environment (v. R2022a, Mathworks, Massachusetts, 

USA). Ternary contour plots were plotted with a custom function in MATLAB 

environment developed by Joel Lynchcii after adaptation of Ulrich Theune’s oneciii. 

 
cii  Joel Lynch (2022). ternary_plots (https://github.com/lynch4815/ternary_plots/releases/tag/v1.3.3), GitHub. 
Retrieved December 8, 2022. 
ciii Ulrich Theune (2021). Ternary Plots (https://www.mathworks.com/matlabcentral/fileexchange/7210-ternary-
plots), MATLAB Central File Exchange. Retrieved May 31, 2021. 

https://github.com/lynch4815/ternary_plots/releases/tag/v1.3.3
https://www.mathworks.com/matlabcentral/fileexchange/7210-ternary-plots
https://www.mathworks.com/matlabcentral/fileexchange/7210-ternary-plots
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7.3. Results and discussion 

7.3.1. Preliminary experiments 

As discussed earlier in Section 7.1.2.1., environmental conditions are key for the in 

vitro cultivation of living organisms. In the case of this study, the environmental 

conditions had to be ideal to promote fungal growth and laccase production 

[18,19,32]. Preliminary experiments were, therefore, carried out to primarily 

assess environmental conditions and nutritional factors suitable for fungal growth, 

according with what has been reported in the literature. 

These preliminary evaluations were carried out by preparing duplicate cultures for 

each species by utilizing 12.00 g of mycelium as is, with the only addition of a wheat 

flour-water slurry as the solely source of nutrients. 

It has been reported that temperatures in the 25–30 °C range are generally suitable 

laccase production depending on the light conditions [18,19,32,36]. Particularly, 

the optimal temperature for laccase production in the presence of light is reported 

to be around 25 °C, whereas for cultures grown in the dark the optimal 

temperature is around 30 °C. In any case, it has been reported that above 30 °C 

laccases show a reduction in their activity. Based on these considerations, a 

temperature of 28 °C was chosen and cultures were incubated in the dark. Most of 

Fungi are aerobic organisms, meaning that they require oxygen as the final acceptor 

of electrons in the electron transport chain. In addition, as the activity of laccases 

involves molecular oxygen, all the cultures were incubated in aerobic conditions. 

The capsules were covered with perforated Parafilm® as a compromise between 

avoiding contamination and guaranteeing air circulation. The relative humidity was 

around 50%. After 7 days of incubations, barely noticeable growth was observed 

for species A and B, whereas no growth was observed for species C. 

A new set of experiments was carried out by introducing a container filled with 

distilled water into the incubator. To further increase relative humidity, the 

internal walls of the incubators were further insulated with a perforated 

polyethylene plastic bag to guarantee air circulation. Under this experimental 

conditions, values of relative humidity around 85% were achieved and further 

growth could be observed. 

After temperature and relative humidity were addressed, a new set of preliminary 

experiments was carried out by utilizing pulverized carbon and blank dye as the 

sources of carbon and nitrogen. The cultures were prepared by utilizing 6.00 g of 

mycelium, 1.50 g of pulverized cardboard and 2.00 g of blank hair dye. Under these 
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conditions, none of the species were able to grow. This was probably due to the 

alkaline components contained in the hair dye. To confirm this hypothesis, a new 

set of experiments was carried out by adding to the cultures 10 mL of an aqueous 

solution containing 1.50% v/v lactic acid to aid neutralization. In these conditions, 

growth was observed for all the species. Neutralization was of paramount 

importance, as evidence suggests that strongly alkaline environments not only 

hinder fungal growth, but also laccase production and activity [32,36,49]. 

These experimental conditions were adopted for further investigation. 

7.3.2. Optimization of the growth factors 

The composition of the culture was further investigated. Both nutrients and 

inoculum size were taken into consideration. The source of carbon is represented 

by both the cardboard and hair dye, with the latter also constituting the nitrogen 

source. The amount of cardboard and dye, as well as the inoculum size (i.e., the 

amount of mycelium to be introduced into the cultures) could also have an impact 

on the texture of the outcoming material. 

The initial composition was 16% of cardboard, 21% of hair dye, and 63% of 

mycelium (all as % w/w). The experimental domain to be explored for each factor 

was selected according to preliminary experiments and few constraints: 

• For sake of ease in experimental planning, the trials were planned in the 

pseudo-component domain. 

• For all the experimental trials, all the components had to be present, as the 

goal is to utilize both hair dye and cardboard wastes. In addition, the 

absence of hair dye in the culture would have led to a nitrogen deficit, 

being, therefore, not ideal for fungal growth. For these reasons, only 

combinations in which at least 10% of hair dye and 10% of cardboard were 

considered. 

• As a consequence of the previous constraint, only trials with 80% or less 

mycelium were studied. Additionally, the minimum amount of inoculum 

was set at 40% and, accordingly, the maximum amounts of hair dye and 

cardboard were set at 50% 

A total of N = 15 (including n0 = 3 replicates at the center of the experimental 

domain) were carried out with respect to the bare minimum N = 10 (replicates 

included). The chosen arrangement in the pseudo-component experimental domain 

is summarized in Table 7.2 and shown in Figure 7.7. 



217 
 

Figure 7.7. Arrangement of the experimental runs in the pseudo-component experimental domain. 

The choice of the experimental plan was made to effectively counteract potential 

experimental failures with the possibility of replanning the experiments in an easy 

way. 

The responses were left untransformed, and the models were calculated. ANOVA 

showed that all the models were valid (p > 0.01), meaning that the error deriving 

from approximation is not significantly greater than the variance that it could be 

expected experimentally. 

The groups of responses are discussed one at a time. 

7.3.2.1. Germination time 

The models were good in terms of explained variance and predictive capability in 

cross-validation, with R2 ≥ 0.98 and Q2 ≥ 0.86, with the latter being exceptionally 

good considering that a biological process is taken into consideration [50]. Figure 

7.8 depicts the ternary contour plots, whereas the regression models are reported 

in Table 7.4. 

Table 7.4. Regression models calculated for each species with respect to the germination time. 

Species Equation a 

A y = 19 (±3)X1 + 68 (±3)X2 + 20 (±3)X3 - 70 (±20) X2X3 

B y = 40 (±10)X1 + 160 (±10)X2 - 190 (±60) X2X3 

C y = 50 (±20)X1 + 180 (±20)X2 - 200 (±80) X2X3 
a only the significant terms at the 95% confidence level are reported, the coefficients are reported as 
coefficient (± standard error) rounded at one significant digit. 

From the contour plots and the regression models it can be noticed that all the 

species behaved similarly to each other. 
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Figure 7.8. Ternary contour plots for germination time for species A (top-left), B (top-right), and C 
(bottom). All the plots were rescaled to the same colorbar for comparison purposes. 

The terms related to pseudo-component X1, pseudo-component X2 and the 

interaction term between pseudo-components X2 and X3 were present in all the 

models, whereas the term related to pseudo-component X3 was present only for 

species A. The effect related to pseudo-component X2 had the highest magnitude 

with respect to the others, as the largest variation in response was observed when 

considering the tG at a 100% of X2 with respect to the one at 50% of X1 and 50% of 

X3. Despite being always statistically significant, the effect related to pseudo-

component X1 was the weakest. 

For all the species, visible growth was observed after many hours of incubation 

when higher proportions of pseudo-component X2 (rich in hair dye) were involved 

in the culture. On the contrary, faster growth was observed at high contents of 

pseudo-component X3 (rich in cardboard). This was most likely unrelated to the 

ratio of nutrients, as evidence suggests that high levels of nitrogen are positively 

correlated with biomass production [51]. 
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This result could find an explanation in the texture of the culture: higher 

proportions of pseudo-component X2 resulted in a more liquid and compact 

consistency, whereas high contents of pseudo-component X3 yielded a dryer and 

more porous appearance. The latter allows for a better air circulation with respect 

to a liquid consistency that could produce an anoxic environment, not compatible 

with fungal proliferation. 

As a general remark, species A resulted more tolerant than species B and C towards 

the composition of the culture medium, as it showed visible growth in shorter times. 

On the contrary, longest germination times were observed for species C for a 

broader zone of the pseudo-component experimental domain. Species B had an 

intermediate behavior. 

7.3.2.2. Shape factor 

The models were good in terms of explained variance, whereas the predictive 

capability in cross-validation was acceptable [50], with R2 ≥ 0.93 and Q2 ≥ 0.51. 

Figure 7.9 depicts the ternary contour plots, whereas the regression models are 

reported in Table 7.5. 

As it is shown in the contour plots, the three species behaved differently in terms of 

ease of culture preparation and the texture of resulting material looked after 

thermal treatment. This was most likely ascribable to the different texture of 

mycelia themselves, both during inoculation and after growth. 

Table 7.5. Regression models calculated for each species with respect to the shape factor. 

Species Equation a 

A y = 5 (±1)X1 

B y = 6 (±1)X1 + 17 (±7) X2X3 

C y = 4 (±1)X1 
a only the significant terms at the 95% confidence level are reported, the coefficients are reported as 
coefficient (± standard error) rounded at one significant digit. 

From the contour plot it can be observed that the zones corresponding to the 

highest predicted values for Sf were found at low contents of pseudo-components 

X2 and X3. Despite being easier to homogenize, cultures at higher proportion of 

pseudo-component X2 (rich in hair dye) were lacking cohesion after the thermal 

treatment. In fact, most of them broke during the extraction from the capsule. The 

lack of cohesion, again, was ascribed to the poor fungal growth observed in such 

conditions. In the meanwhile, cultures prepared at a higher proportion of pseudo-

component X3 (rich in cardboard) had a drier appearance and were difficult to 
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homogenize. This could lead to weak spots in the final material with a consequent 

deterioration of the mechanical properties. 

Figure 7.9. Ternary contour plots for shape factor for species A (top-left), B (top-right), and C (bottom). 
All the plots were rescaled to the same colorbar for comparison purposes. 

Generally, the best performances were achieved at higher proportions of pseudo-

component X1 (rich in mycelium) -always statistically significant-, especially at 

combinations that allowed a fast and a thorough fungal growth. In fact, such trials 

were easily released from the capsule after the thermal treatment and did not 

crumble. This fact could be related to the binding effect of the mycelium that was 

mentioned earlier [18,19,39]. 

As it was stated earlier, different species produced materials with different texture 

and appearance: 

• The mycelium of species A was easier to incorporate while inoculating the 

culture and, in the end, easier to release from the capsules as species A 

showed poor growth only at higher proportions of pseudo-component X2. 
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• Difficulties were encountered in terms of homogenization of species B 

during inoculum preparation. In addition, good performance in terms of Sf 

was achieved both near 0% and 100% ratios of pseudo-component X1. At 

high proportions of pseudo-components X2 poor growth was observed. 

• Species C incorporated well during inoculum preparation. In terms of 

performance, the best Sf were achieved at higher proportions of pseudo-

components X1 and X3. For these combinations only, the material was easily 

removed from the capsule without breaking. 

7.3.2.3. Amount of hair dye 

The amount of dye utilized for culture preparation was taken into consideration as 

additional response. Since this response corresponded to one of the mixture 

factors, the equation of the model was known, and it did not have to be postulated. 

The regression model is reported in Equation 7.2. 

𝑦 = 0.95𝑋1 + 4.75𝑋2 + 0.95𝑋3 

Equation 7.2 

The contour plot, reported in Figure 7.10 shows how the amount of hair dye 

increases linearly by moving towards higher proportions of pseudo-component X2 

(i.e., the richest in hair dye) as it should.  

Figure 7.10. Ternary contour plots for the amount of dye involved in the preparation of different 
cultures. 

7.3.2.4. Multicriteria optimization 

The Derringer’s method [45] was utilized to identify the growth conditions able to 

guarantee the best compromise between the investigated responses. The 

optimization boundaries and criteria were discussed with Davines S.p.A.: 
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• tG: these responses were to be minimized in order to achieve a fast growth. 

The upper boundary was set at 240 h, i.e., the typical amount of time 

required to grow one of the investigated speciesciv. As for the lower 

boundary, the upper limit of the 95% confidence interval of the predicted 

response was chosen. Between the boundaries, the desirability function 

was varied linearly. Since growth was a fundamental requirement in order 

to both obtain a suitable material and to potentially produce noticeable 

degradation of the hair dyes, a weight of ri = 3 was applied. 

• Sf: these responses have to be maximized. The upper boundary was set at 

6, i.e., the maximum score that was attributed. As for the lower boundary, it 

was set at 2, representing a condition in which the most trials could be 

extracted from the capsule without risk of breaking. Between the 

boundaries, the desirability function was varied linearly. A weight of ri = 1 

was applied as this aspect was considered not to be crucial at such an early 

stage of the research. 

• md: the amount of hair dye utilized in the cultures was introduced as a 

mixture factor. Since the manufacturing methodology is batch-based, the 

amount of dye per batch had to be maximized for a more efficient waste 

management. This reasoning involved only the hair dye and not the 

cardboard, as the first one is more problematic under the waste 

management perspective. The upper and lower boundaries were set at 

4.75 g and 0.95 g, respectively, i.e., the maximum and the minimum mass of 

hair dye utilized in the culture media. Between the boundaries, the 

desirability function was varied linearly. Since this aspect was fairly 

important, a weight of ri = 2 was applied. 

By inspecting the contour plots (Figures 7.8–7.10) it has to be noticed that the 

optimal conditions have to represent a compromise. In fact, the optimal setting for 

md were not optimal at all for Sf and tG. The results of the optimization are 

summarized in Tables 7.6 and 7.7. 

A global desirability of D = 0.79 was obtained, which was satisfactory considering 

that, as it was mentioned earlier, few of the optimization criteria had opposite 

directions. Single desirability values close to 1 were obtained for the tG of all the 

investigated species, whereas di ≥ 0.42 and a di = 0.47 were obtained for the Sf 

 
civ This evidence was found in the literature, but the reference had to be omitted in compliance to the non-disclosure 
agreement. 
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values and for md, respectively. The identified optimal conditions were valid, since 

lack-of-fit was not statistically significant. 

Table 7.6. Optimization results. The last column reports the single desirability values di, whereas the 
last row reports the global desirability value D. 

Response Weight Species di 

tG 3 A 1.00 

  B 0.96 

  C 1.00 

Sf 1 A 0.55 

  B 0.87 

  C 0.42 

md 2  0.47 

D   0.79 

 

Table 7.7. Composition related to the maximum global desirability D, expressed in the pseudo-
component domain. Additional columns and the last row show the back-conversion into the explicit 
mixture factors. The compositions are reported as weight fractions. 

Pseudo-component Optimum Cardboard Dye Mycelium 

X1 0.00 0.00 0.00 0.00 

X2 0.47 0.05 0.23 0.19 

X3 0.53 0.26 0.05 0.21 

Σ 1.00 0.31 0.29 0.40 

 

The initial composition accounted for the 37% of incoming materials deriving from 

waste, whereas the newly identified composition accounted for the 60% of 

incoming materials deriving from waste, still providing a suitable substrate for 

fungal growth. This is noteworthy in the context of circular economy. 

7.3.3. Optimization of the QuEChERS procedure 

In order to evaluate the degradative capability of the fungal species towards the 

investigated dyes, a sample preparation step had to be involved due to the high 

complexity of the matrix. QuEChERS extraction [46] was selected among possible 

other sample preparation techniques as the typical sample amount to be processed 

is comparable to the sample availability and it allows for extraction and clean-up in 

a relatively short time. 

In this study, the performance of QuEChERS extraction was evaluated by varying 

the extraction salts mixtures and the sorbent for dSPE. Different extraction salts 
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have an influence on the ionic strength and on the final pH of the extract, therefore 

attention has to be paid when analytes are pH sensitive. 

The three different validated variants of the QuEChERS method involve an 

unbuffered (UB) and two buffered methods, one with acetic buffer (AOAC method) 

and one with citrate buffer (EN method). In the meanwhile, different dSPE sorbents 

aid the removal of different interfering compounds: 

• Primary-secondary amine (PSA) aids the removal of acidic interferences. 

• Octadecylsilane (C18) aids the removal of fats and nonpolar interferences. 

• Graphitized Carbon Black (GCB) aids the removal of planar pigments, such 

as chlorophyll. 

• Z-Sep is a proprietary phase by Supelco based on zirconium oxide that aids 

the removal of polar interferences. 

In this study, three combinations of sorbents were evaluated, i.e., PSA/C18 + MgSO4, 

Z-Sep/C18, and PSA/C18/GCB + MgSO4. 

In real permanent hair dye formulations, multiple primary dyes may be present to 

achieve the desired shade of color. In the context of this study, and in agreement 

with Davines S.p.A., three different combinations of primary dye and couplers were 

evaluated as model compounds. 

It must be stated that separative techniques such as HPLC–DAD and LC–MS would 

be more appropriate for this kind of analytical problem. In this stage of the research 

UV-vis spectroscopy was utilized to evaluate the effectiveness of the QuEChERS 

extraction. This was carried out as extracts deriving from salts/sorbent 

combinations producing potentially a poor-clean up would cause high 

backpressure or clogging. 

The preliminary evaluations were carried out via UV-vis spectroscopy was utilized 

Figure 7.11 reports the UV-vis spectra of the selected components. 

The experiments were planned according to an unreplicated two-ways ANOVA, 

meaning that all the possible combinations salts/sorbents were explored. The 

purified blanks showed a red coloration, more or less intense depending on the 

buffer and the dSPE sorbent utilized. In addition, particles in suspension were 

noticed, depending on the dSPE sorbent utilized. 
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Figure 7.11. UV-vis spectra of PTD + 2MR (left), 4AMC + RES (middle), NNB + MAF (right) in the 230–
400 nm region (concentration: 270 μM; solvent: acetonitrile). Primary dyes are reported as blue lines, 

and couplers are reported as red lines, whereas simulated spectra of the respective mixtures are 
reported as black dashed lines. 

As shown in Figure 7.12, both factors had a negligible effect on the extraction of the 

investigated dyes (p > 0.05). The only exception was represented by the dyes 4AMC 

+ RES, for whom the buffer had a significant effect (p < 0.05; Cohen’s η2 ≈ 0.67). 

Pairwise comparisons highlighted that for both compounds, the UB and EN 

methods provided a statistically significant difference (p < 0.05, Bonferroni 

adjusted), with the UB method providing the best performance for both. 

The reasons behind this behavior could find an explanation in the salification of the 

amino group in 4AMC making it much more soluble in water with respect to 

acetonitrile, and, in general, in the higher background spectra that were registered 

when the extraction was carried out by applying the EN method. In fact, the blanks 

processed with the EN method were the ones showing the more intense red 

coloration. Therefore, the UB method was selected as the most promising one. 

Despite no significance differences were detected in terms of dSPE sorbent, it was 

noticed that the blanks processed with PSA/C18/GCB + MgSO4 showed the lightest 

red pigmentations and were less opalescent than the others. Therefore, the 

PSA/C18/GCB + MgSO4 was selected as the most promising sorbent for dSPE clean-

up. 
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Figure 7.12. Summary of two-ways ANOVA after background correction. Left: effect of the buffer (UB: 
unbuffered; AOAC: acetic buffer; EN: citrate buffer). Right: effect of the dSPE clean-up (1: PSA/C18 + 

MgSO4; 2: Z-Sep/C18; 3: PSA/C18/GCB + MgSO4). The results are reported as means with respect to each 
treatment for the three investigated combinations of dyes: PTD + 2MR (top), 4AMC + RES (center), NNB 
+ MAF (bottom). Absorbance values were recorded at the wavelengths reported in Table 7.3. Primary 
dyes are reported in blue, and couplers are reported in red. The error bars show the amplitude of the 

95% confidence interval estimated with respect to the residual variance. 

7.3.4. Evaluation of the degradative capability 

As for the optimization of QuEChERS extraction, also this step was carried out 

preliminarily by analyzing the extracts with UV-vis spectroscopy. Two 

experimental conditions were tested: 

• Control: no mycelium was added in the preparation of the culture. This 

experimental condition had the purpose of providing information 

regarding possible changes with respect to oxidative processes with 

consequent formation of the pigmented complex due to the oxygen present 

* 

* 
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in air. A set of experiments with blank dye were prepared for background 

correction. 

• Treatment: mycelium was added in the preparation of the culture. This 

experimental condition had the purpose of providing information 

regarding the degradative capabilities of Fungi towards the dyes. A set of 

experiments with blank dye were prepared for background correction. 

The cultures were incubated for 1 h and for 7 days. For each experimental 

conditions, independent duplicated experiments were carried out, blanks included. 

These initial evaluations were carried out only with species A and by using PTD + 

2MR as model compounds. The preliminary results are summarized in Figure 7.13. 

Figure 7.13. Summary of the preliminary evaluation of the degradative capabilities of species A. Left: 
absorbance values after 1 h of incubation. Right: absorbance values after 7 days of incubation. The 
results are reported as mean ± standard deviation (n = 2). Absorbance values were recorded at the 
wavelengths reported in Table 7.3, whereas the one in the visible region was recorded at 414 nm. 

Primary dyes are reported in blue, couplers are reported in red, and the band observed in the visible 
region is depicted in green. 

High variability was observed for the sample subjected to the fungal treatment. By 

speaking in terms of average absorbance only, it was noticed that for PTD and 2MR 

similar results were obtained for both the control and the treatment after 1 h of 

incubation and for the control after 7 days of incubation. After 7 days of incubation, 

samples subjected to the fungal treatment experienced an attenuation of the signals 

with respect to the ones subjected to the fungal treatment after 1 h of incubation. 

This attenuation was about 1.6 and 2.0 standard deviations [52] for PTD and 2MR, 

respectively. 

A band around 414 nm was noticed, probably ascribable to the reaction abduct 

between PTD and 2MR. The intensity of this band increased for the control during 
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the 7 days of incubation, probably related to the initiation of the reaction due to the 

oxygen present in the air. As for the samples subjected to the fungal treatment, a 

decrease of 1.1 standard deviations [52] was observed. This result could be an 

indication of the capability of the fungal species in degrading also the reaction 

abducts given by the precursors commonly utilized in permanent hair dyes. 

These experiments will be repeated with more replicates in the near future to 

confirm or disprove what these initial observations. Further investigation will be 

carried out in order to identify the compounds responsible for the absorption band 

observed in the visible region. 

7.4. Conclusions 
This study, carried out in collaboration with Davines S.p.A., aims at the production 

of secondary packaging materials based on mycelium and to waste materials, such 

as cardboard and hair dyes, by following the principles of circular economy. So far, 

the composition of the growth medium was optimized through the experimental 

design methodology. The conditions that were identified allowed the preparation of 

cultures that involved a total of 60% w/w of waste materials, and the composition 

was still suitable for fungal growth. QuEChERS extraction was tuned in terms of 

buffer salts and dSPE sorbent allowing for the recovery of six dyes selected as 

model compounds for the future evaluation of the degradative capabilities of Fungi 

towards hair dye formulations. A preliminary evaluation of the degradative 

capabilities of species A towards PTD and 2MR was carried out, obtaining 

promising results. In this context, more experiments will be carried out to confirm 

or avert the preliminary results. In addition, mixture design will be applied to 

evaluate the potential synergistic effects of the three species in degrading dyes 

contained in hair products, as well as the mechanical properties of the materials 

that will be produced after thermal treatment. Further method development will be 

carried out by involving liquid chromatography, potentially hyphenated to high-

resolution mass spectrometry, for a more thorough evaluation of the degradative 

capabilities and for the investigation of the degradation products. 

Note of the author 
The results presented in this Chapter are matter of ongoing research. 

The author would like to express gratitude to Erika Ribezzi for participating to this 

study as a part of the internship required to obtain the Master of Science degree. 
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Chapter 8 | Remarks and perspectives 

This Thesis, in the framework of the PhD Program in Materials Science and 

Technology, aimed at exploring the potential of novel materials for applications in 

the field of Analytical Chemistry, with particular attention towards packaging, and 

bioremediation technologies. 

In Chapter 3, the capabilities of four typologies of carbon nanotubes (CNTs) as 

coating materials for solid-phase microextraction (SPME) were evaluated, with the 

aim of quantifying a pool of 12 personal care products, in environmental water 

samples. A preliminary evaluation showed that the performance of the selected 

material, i.e., helical multi-walled carbon nanotubes was superior to the other 

investigated CNTs. This allowed the development and validation of a SPME–GC–MS 

suitable for the detection of the investigated analytes at trace and ultra-trace levels. 

The developed SPME fiber showed enrichment capabilities, on average, 6 standard 

deviations higher than those achieved with commercially available coatings, thus 

proving its reliability for the extraction of environmental pollutants at trace levels 

from water samples. Given the low detection and quantitation limits achieved in the 

study, the devised method will be applied for monitoring the investigated analytes 

in samples taken from remote regions of the planet, such as polar regions, to 

provide chemical records about the anthropic impact on the environment. Future 

studies will investigate the adsorption capabilities of carbon nanotubes towards 

other classes of analytes, potentially with applications for different sample 

preparation techniques. 

 Chapter 4 was devoted to the rational design of a composite magnetic sorbent 

based on the Metal-Organic Framework PUM198 to be applied as novel material for 

miniaturized sample treatment techniques with regards towards dispersive micro 

solid-phase extraction (MD-µSPE). In this case, the determination of polycyclic 

aromatic hydrocarbons in water samples was the main goal of the research activity. 

The extraction procedure was thoroughly studied by applying an experimental 

design to study the effect of the elution solvent, the effect of a multitude of factors 

on the recovery of the analytes, and the effect of the most critical ones. The MD-

µSPE–GC–MS method was validated, achieving detection limits in the low ng/L 

range. The noteworthy achievement was the drastic reduction in sample size and 

the low solvent consumption with respect to conventional sample treatment 

techniques such as solid-phase extraction: the proposed methodology allowed the 

treatment of aliquots of 5 mL of sample consuming only 50 µL of extraction solvent. 

Taking advantage of the low sample consumption, further development will be 
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focused in evaluating the reliability of the proposed method for the analysis of 

clinical samples, like oral fluid, plasma, and urine. 

Regarding the bioremediation technology proposed in Chapter 5, the results 

achieved in this study showed that the incorporation of hydrochar into 

contaminated sediments produced a reduction in the content of the examined 

micropollutants, i.e., BTEX and styrene. Cumene and durene, were, apparently, 

more resistant to the treatment. Additionally, the cultivation of V. spiralis had a 

depolluting effect, although smaller in magnitude. Further investigation will be 

carried out to clarify the interaction between V. spiralis and the microbial 

communities in the removal of micropollutants from contaminated sediments. In 

the near future, the study is going to involve the validation of methodologies based 

on GC–MS and ICP–OES to evaluate the efficacy of the proposed technology in 

removing other classes of pollutants usually found in the Mantuan Site of National 

Interest, including polycyclic aromatic hydrocarbons, linear hydrocarbons, and 

metals. 

Owing to the pivotal importance of a rational design of novel materials, in Chapter 

6 a PLS–DA model was successfully trained to predict the formation of binary 

cocrystals of active components commonly found in essential oils and other 

Generally Recognized As Safe molecules based on their molecular descriptors. 

Overall, the trained model showed a Non-Error Rate of 74% on an external test set. 

The result was more than satisfactory, especially taking into consideration the 

chemical diversity of the compounds included in the study. Hopefully, the results 

found in this research activity will provide guidance to cocrystal engineers in 

selecting suitable partner molecules for cocystallization, reducing the efforts 

required for experimentation and paving the way towards a plethora of interesting 

applications in the field of Materials Science. Future studies will take advantage of 

the developed model to design cocrystals with potential applications in 

agrochemistry and in the development of innovative food packaging materials. In 

addition, by following the reported methodology, further studies could develop 

PLS–R models to predict other features of interest of such functional cocrystals, 

such as the melting point. 

Finally, Chapter 7 summarized the preliminary results of a study carried out in 

collaboration with Davines S.p.A., aimed at the fabrication of a biocomposite 

materials starting from waste deriving from the cosmetic industry. A Mixture 

Design was applied to optimize the growth of 3 species of Fungi, allowing the 

identification of experimental conditions able to reuse a total of 60% w/w of waste 

materials. A preliminary evaluation of the degradative capabilities of one of the 
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species towards two model compounds was carried out with UV-vis spectroscopy, 

obtaining promising results. Future studies will be carried out to investigate the 

potential synergistic effect of the three different species in degrading organic dyes, 

as well as to evaluate the mechanic properties of the biocomposite material 

resulting from fungal growth. Additionally, the development of methods of analysis 

based on HPLC–DAD and LC–HRMS will be object of future advancement, for a 

more thorough understanding of the degradation capabilities and for the 

characterization of the degradation products. 
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