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Abstract

Muon sites and couplings in magnetic and superconducting
materials: towards high-throughput modelling

Muhammad Maikudi ISAH

This thesis consists of the theoretical study of the muon stopping sites and hy-
perfine interactions in magnetic compounds mostly using density functional theory
(DFT) calculations, to aid in the interpretation of muon-spin spectroscopy (µSR)
experimental measurements. A new high-throughput (HT) DFT-based calculation
approach to automatically manage these calculations is introduced and benchmarked
with a large set of magnetic materials already characterized by µSR experiments. It
is also demonstrated in this thesis how the results of these calculations are utilized in
characterizing material ground state properties.

First, the theoretical quantum mechanical approach for simulating the time de-
pendent muon spin polarization is described together with its implementation in the
open-source, UNDI software package. In particular, the computationally fast and
efficient method by Celio is described. Also within this approach, the effects of the
electric quadrupolar interactions relevant to accurately capture the physical proper-
ties for nuclei with large moment are incorporated. The approach is demonstrated
for LiF, Cu, MnSi and utilized to study muon sites and magnetic properties in these
compounds.

Another, the results of zero field µSR and nuclear magnetic resonance (NMR)
measurements for iron-phosphide Fe2P are presented. This material is the parent
compound of a large family of (Fe/Mn), (P/Si/B) alloys displaying first-order mag-
netic transitions, exploitable for magnetic energy-harvesting applications. Results of
DFT calculations provide unique muon-stopping sites, muon hyperfine interactions
and hyperfine at the P nuclei that allowed to further characterize and interprete µSR
and NMR measurements, providing accurate description of the ferromagnetic ground
state properties of Fe2P.

Next, efforts and approach towards the design and implementation of workflows
for high-throughput DFT-based muon calculations are presented. The aim is to in-
troduce a more user friendly calculation approach with less human intervention that



ii

allows to automatically manage, track and store muon calculation results. The work-
flow is benchmarked over 16 selected magnetic compounds, that allowed to discuss
the success and limitations of the approach at its current stage. Benchmark results
show that further improvement on the workflow should include; taking into account
the muon charge states and proper treatment of electronic correlation effects.

Finally, results of the electronic and magnetic ground state properties together
with the muon charge localization in Chromium Chalcogenide Cr2S3 are presented.
Cr2S3 is one of the 16 magnetic compounds selected in the previous chapter for the
benchmark of the workflow, where the poor treatment of electronic correlation within
the conventional DFT and absence of muon charge state are limitations encountered
while benchmarking the workflow. Here, outside the workflow, calculation results
show that adequate electronic correlation and muon charge treatment allow to accu-
rately describe the ground state properties and the muon sites Cr2S3 in agreement
with experiment. The results of the calculation show that the electronic properties
are strongly dependent on the magnetic ordering.
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CHAPTER 1

Introduction

The main focus of this thesis is to provide improved and more efficient computational
procedures to aid the analysis of muon spectroscopy experimental data and facilitate
better understanding of the properties of magnetic compounds. I present an approach
I developed to automate the various calculation protocols of the muon-stopping sites
and their hyperfine interactions with the electronic environment.

Muon spin rotation and relaxation (µSR) spectroscopy has become a widely
popular technique for studying microscopic internal magnetic fields in condensed
matter systems including magnetic, superconducting [1–4], heavy-fermion and other
strongly correlated electron systems [5–7]. A number of magnetic properties have
been successfully investigated, which include; magnetic penetration depths [8–12],
vortex state [13, 14] in superconductors, muonium states in semiconductors [15–17].
In µSR, spin polarized positive muons are injected into a target sample to serve as a
sensitive local probes of magnetism and other physical properties. However, a whole-
some interpretation of µSR experimental data and understanding the effects of the
implanted muon in the local environment is sometimes crippled by the lack of knowl-
edge of where the muon choose to stop in the sample and the difficulty in quantifying
the muon hyperfine interactions within the host. In few cases, it has been possible to
determine the muon-stopping site by some specific experimental measurements such
as: muon-Knight shift measurements [18, 19], level-crossing resonance spectroscopy
[20] and/or analysis of dipolar coupling and muon polarization functions [21, 22].

In the recent years, there have been significant progress with the integration of a
more thorough and accurate first principle simulations in µSR data analysis, thanks to
the development of algorithms and hardware of high-performance computing (HPC)
that provide powerful tools to accelerate usage of these approaches. Particularly, the
usage of the well-established density functional theory (DFT) calculations for elec-
tronic structure calculations allows to reliably find the muon-stopping sites, analyze
the effects of muon implantation in the sample and as well accurately quantify the
hyperfine interactions [23–33]. In this thesis, I have further utilized the existing cal-
culation protocols to validate the µSR and NMR experimental results while studying
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the magnetic phase transitions and ground state magnetic properties of a number of
selected materials.

The recent advent of high throughput computing and the development of dedi-
cated frameworks has opened to the possibility of performing computational material
design. I have applied similar procedures to the computational methods already in
use for the collection of muon-sample interaction parameters calculation procedure
and workflows that allow the automation of the muon calculation protocols. I have
also benchmarked and demonstrated the success of the workflow and HT calcula-
tions in a number of magnetic materials selected by screening the magnetic structure
database.

The next two chapters of this thesis are introductory and provide an overview of
the µSR technique and DFT method relevant for this thesis, while subsequent chap-
ters each contain distinct topics on the study of material properties and the progress
made in muon-stopping site(s) calculations with DFT.

1.1 Thesis structure
The thesis is structured as follows:

Chapter 2 : Introduction to muon spin spectroscopy : In this chapter, I
describe the µSR experimental technique together with relaxation functions
for µSR data analysis.

Chapter 3 : Density functional theory : In this chapter, I present the density
functional theory (DFT) method and other theoretical considerations utilized
for calculations in this thesis.

Chapter 4 : Simulation of muon spin polarization: Case study with Fluo-
rides, Cu and MnSi : Here, I present a quantum mechanical method to study
the spin dynamics of a static muon interacting with neighboring nuclear spins.

Chapter 5 : Magnetic ground state of Fe2P from experimental and ab-
initio modelling perspective : Here, I present the µSR and NMR measure-
ments on Fe2P together with DFT calculations of the muon stopping site, the
hyperfine coupling calculations both at the muon and nuclei, that allowed com-
plete characterization of the origin of the signals observed from the two tech-
niques.

Chapter 6 : High-throughput design and implementation for muon-site
and hyperfine calculations: In this chapter, I present the high-throughput cal-
culation approach and workflows I have developed to automate muon calcula-
tion procedures. I further benchmarked this approach in a number of magnetic
materials.

Chapter 7 : Magnetic properties and effects of muon charge localization in
Cr2S3: In this chapter, I present a refined and more optimized first principles
calculations that allow to describe the ground state electronic and magnetic

Page 2 of 111
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properties of Cr2S3. I also discuss the muon stopping sites, muon charge lo-
calization, hyperfine interactions and their implications on the magnetic prop-
erties of Cr2S3.

Chapter 8 : Summary and Conclusion: The thesis is summarised and I
discussed the future outlook and improvements.

Page 3 of 111
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CHAPTER 2

Introduction to muon spin spectroscopy

In 1936 marked the discovery of the muon from cosmic radiation studies by Carl
D. Anderson and Seth Neddermeyer [34, 35], which was further confirmed with the
cloud chamber experiment in the following year [36]. Initially, scientists had not
realized the potential application of the muon to study condensed matter systems till
Garwin et al. [37] provided the evidence of its parity violating property relevant for
exploring the magnetic field of a solid when implanted in it. This led to the birth of
the usage of muon spin spectroscopy as a technique experiment to study condensed
matter systems.

In muon spin spectroscopy, the muon spin acts as a sensitive local probe of mag-
netism and the essence of the method lies on the collected asymmetry distribution of
the anisotropic emitted positrons in the muon weak decay process. The experimental
technique is usually denoted with the acronym µSR [1–4] analogous to nuclear mag-
netic resonance (NMR) where "µS" is for muon-spin, and "R" for either of rotation,
relaxation or resonance1. µSR has now become a widely used sensitive probe for
magnetism and superconductivity.

Further in this chapter, I shall introduce the muon properties and the principles
of the µSR experimental setup together with the review of relevant relaxation and
fitting functions for data analysis.

2.1 The properties of the muon
The relevant properties of the muon are listed in Table 2.1 in comparison with those
of electrons and protons. The muon’s mass is heavier than that of the electron but
lighter than that of proton. Importantly for the muon decay process, the muon has a
short lifetime of 2.197 µs. It has a large gyromagnetic ratio and magnetic moment

1Rotation refers to the precession of the muon spin caused by an internal or external magnetic
field, Relaxation refers to the dephasing of the polarization of the muon ensemble as a function of
time due to the variation of field distributions, while Resonance refers to the application of radio-
frequency (RF) to determine the position and shape of the observed level-crossing resonances.
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that is 3.183 times that of proton. For this reason, µSR can therefore detect extremely
small internal fields.

Also, the charge of the muon allows to distinguish between the negative (µ−) and
positive muon [anti-muon] (µ+). The µ− interacts strongly with the nucleus of the
host atom and is readily captured into the 1s atomic orbital. Also these interactions
of µ− reduce its lifetime and measured asymmetry compared to µ+ rendering it less
sensitive to the physical properties of our interest (namely magnetism and supercon-
ductivity), thus leaving µ+ as the popular choice for measurements in most materials.
All discussions in this thesis will be based on µ+.

Table 2.1: Properties of the muon (µ) in comparison with those of the
electron (e) and proton (p), together with the analogous experimental

techniques where they are utilized.

charge spin mass moment
γ/2π

(MHzT−1)
lifetime

(µs) technique

e ±e 1
2 me

‡ 657·µp
‡ 28000 ∞ ESR

µ ±e 1
2 206.768·me 3.183·µp 135.538 2.197 µSR

p ±e 1
2 1836.15·me µp 42.6 ∞ NMR

‡ Obtain from [2], where µp = 1.5 · 10−3µB and me = 9.10938 · 10−31Kg.

2.2 Muon production and decay
Naturally, muons are produced from the collisions of high energy particles with the
gas nuclei in the atmosphere, while in the laboratories they are produced by collisions
between high energy protons p (from the particle accelerator) with target protons,
which then emit the very unstable pions π. The emitted pions with the desired charge
(positive pions) and momentum are selected using the dipole magnet and they further
decay with a mean lifetime of 26 ns into the positive muons (µ+) and a neutrino (νµ).
These processes can be represented as;

p+ + p+ −→ π+ + p+ + n (2.1)

π+ −→ µ+ + νµ (2.2)

After a mean lifetime of 2.197 µs, the muon decays into positron (e+) and two neu-
trinos (νe and ν̄µ). This process is written as;

µ+ −→ e+ + νe + ν̄µ (2.3)

In Fig. 2.1 the schematic representation of the muon production and decay pro-
cesses are shown, together with the characteristic spin and momentum directions of
the produced particle in each process. Particularly, the pion is a spin-zero particle
and the neutrino has spin 1

2 with negative helicity [38] and considering momentum

Page 5 of 111
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conservation the muon must have a spin 1
2 and a negative helicity. This results in the

production of spin polarized muons.

Figure 2.1: A Schematic plot of (a) pion decay, and (b) muon decay.
The solid colored and black arrows indicate the spin and momentum
direction of each particle respectively. Figure is taken from Ref. [39].

The produced muons kinetic energy are selected. 100% polarized surface muons
with kinetic energies of around 4.119 MeV (from pions that decay at the surface of
the target) are selected for studying thin samples as they stop within penetration depth
of only between 0.1 mm and 1.0 mm. On the other hand, the ’regular’ muons with
much higher kinetic energy are selected from pions that decay in flight for studies
where deeper penetration of the muons are required before they stop in the sample.
The selected positive muons are then guided through the beamlines to the sample of
interest.

The muon beams used to investigate sample properties can be either continuous
or pulsed depending on how they are structured in the facility/laboratory hosting
the proton source. The muons as they are directed to the sample, lose their kinetic
energy by ionization of atoms and inelastic scattering with electrons in the sample.
During this process, the muon might lose or capture an electron temporarily forming
a bound state, muonium (Mu ≡ [µ+e−]), which might further dissociate into a bare
muon or not. The muon finally arrives and occupy at the implantation site, where
they might even form chemical bonds e.g with anions. Importantly, these processes
are Coulombic in origin, and occur time scale of nanoseconds, much shorter than the
muon’s lifetime, thus ensuring that muon spin polarization is preserved during the
process.

2.2.1 The muon asymmetry
The muon decay is mediated by the weak force, and violates parity conservation;
positron is emitted preferentially along the muon spin direction [37, 38]. This is the
key feature that allows µSR to probe materials by exploiting the muon dynamics. As
a consequence of the conservation of energy and momentum in this three body decay,
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the positron is emitted in a direction with an angle θ to the muon spin direction, with
a decay probability plotted in Fig. 2.2b and given by;

W(ε, θ) =
n(ε)
4π

(
1 + a(ε) · cosθ

)
(2.4)

where a(ε) is the asymmetry factor that depends on the positron energy ε = E
Emax

(Emax =

52.85 MeV) plotted in Fig. 2.2a and given by;

a(ε) =
2ε− 1
3− 2ε

(2.5)

which follows a distribution function plotted in Fig. 2.2a and given by;

n(ε) = 2ε2(3− 2ε) (2.6)

For a fully polarized muon beam in an ideal set-up, the asymmetry factor averages
to the value of 1

3
2. However, this is not always the case due to limitations from

experimental conditions. This value is usually between ∼0.2-0.3 [1–3, 40].

(a)
(b)

Figure 2.2: (a) The asymmetry parameter a(ε) (red curve), energy
distribution n(ε) (blue curve) and weighted asymmetry n(ε)a(ε)
(green curve) of positron as a function of normalised kinetic energy
ε. Negative a(ε) represents lower energy positrons. Figure taken
from Ref. [3]. (b) The angular probability distribution W(ε, θ) [pro-
portional to

(
1 + a(ε) cos θ

)
] of the positrons for minimum (green

curve), maximum (blue curve), and average energy (red curve). The
shaded red area corresponds to when all positron energies ε are sam-
pled with equal probability, the asymmetry parameter has the value

a = 1
3 . Figure taken from Ref. [40].

2.3 Experimental setup and technique
In this section, I briefly introduce the µSR experimental technique and setup (See
Ref. [1–4] for details). A schematic representation of a typical µSR setup and
positron count is shown in Fig. 2.3.

2by simply integrating; ā(ε) = 〈a(ε)〉 =
∫ 1

0 a(ε)n(ε)dε = 1
3 .
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(a) (b)

Figure 2.3: (a) A Schematic illustration of µSR experiment with a
beam of spin-polarized µ+ implanted in a sample S. (b) A schematic
illustration of the number of positrons detected in the forward (blue
curve) and backward (red curve) detectors and the exponential decay
of the muons (dotted green curve) for TF geometry. The inset shows
an illustration of data collected in form of asymmetry function A(t)
(see Eq. (2.8), α = 1.) with a null and homogeneous magnetic field

define as B0. Figure taken from Ref. [2]

In Fig. 2.3a, 100% spin-polarized positive muons (µ+) beam are directed toward
the sample (S), the initial spin polarization is antiparallel to the beam momentum
[along ẑ]. The muon is implanted into the sample (S) and comes to rest at interstitial
sites. Assuming the presence of a single local field at all interstitial sites their spin
precess around the local magnetic field Bµ at the stopping site. Each muon decays
according to Eq. (2.3), with a lifetime τµ ≈ 2.197 µs. The decay positrons e+

are emitted preferentially in the direction of the µ+ spin at the time of decay (see
Fig. 2.2b), and are detected using an array of detectors surrounding the sample.
The detectors are placed around the sample space to track the direction of emitted
positrons. There are two possible geometrical configurations for these detectors;
longitudinal and transverse, as shown in Fig. 2.3. The former is used for zero-field
(ZF) and longitudinal-field (LF) measurements (or ZF/LF-µSR) whilst the latter is
used for transverse-field (TF, or TF-µSR). A more detailed discussion of these types
of measurements and their applications will be addressed in the following sections. In
transverse-field (TF-µSR) or longitudinal-field measurements (LF-µSR) an external
field B is applied perpendicular or parallel to the initial muon spin, Sµ respectively.
The detector axis is along ẑ for LF configuration, i.e one places detectors; the forward
f and backward detector b, and along x̂ for TF configuration, i.e one uses the upward
u and downward detector d.

For each detector the positron count rate N(t) is given by;

N(t) = N0e−t/τµ
[
1 + a0P(t)

]
+ Nbg, (2.7)

where P(t) is the time evolution of the µ+ ensemble spin polarization component in
the direction of the detector (P(t = 0) = 1 for 100% polarization), N0 is the initial
count rate [and the exponential accounts for the muon decay], a0 is the count-rate
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asymmetry, and Nbg is a time-independent background rate. The number of positrons
counted in N f and Nb in the f and b detectors decreases exponentially with time as

shown in Fig. 2.3b. For the two f and b detectors (setting N0
f = N0

b , Nbg
f = Nbg

b in
Eq. (2.7)), we can extract the normalized asymmetry spectrum A(t) as;

A(t) =
Nb(t)− αN f (t)
Nb(t) + αN f (t)

= a0P(t). (2.8)

Fig. 2.3b contains the essential information conveyed by muons concerning local
static and dynamic magnetic properties of the sample. The constant α is experimen-
tally determined to account for any difference in detector efficiency. Typically in
µSR, N ≈ 107 count of events are collected for a single measurement of A(t). It
is the asymmetry spectrum A(t) that contains the essential information conveyed
by muons on the internal field distribution (both static or dynamic). The asymme-
try spectrum oscillates at a frequency directly proportional to the magnitude of the
magnetic field Bµ experienced by the muon and any dephasing of oscillation demon-
strates the effects of any spatial or time-dependent variations in the local field. In
general, the muon spin interacts with its local environment. In the inset of Fig. 2.3b,
I show the plot for muons in zero local field, and also for muons in a homogeneous
transverse magnetic field B0. Typically, in a µSR experiment, one interprets the
asymmetry data by fitting to a proposed model for the internal field distribution of
the sample using a least-squares fitting procedure.

Figure 2.4: A schematic representation of the muon spin precession
around a local magnetic field B. Figure taken from Ref. [40].

2.4 Muon precession and relaxation
In µSR experiments, if each implanted muon senses the same magnetic field Bµ

oriented at an angle θ with respect to the initial muon polarization along z-axis, its
spin will precess around Bµ with Larmor (angular) frequency (see Fig. 2.4);

ωµ = γµ|Bµ| (2.9)
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where γµ = 2π× 135.5 MHzT−1 is the muon gyromagnetic ratio. The time evolu-
tion of the z-component of muon polarization Pz(t) is given by;

Pz(θ, |Bµ|, t) = cos2θ + sin2θcos(γµ|Bµ|t) (2.10)

However, if the muon sense varying ranges of magnetic field, the time evolution
of the muon spin polarization Sz(t) can be obtained as a statistical average of Eq.
(2.10) over a field distribution function f (B) given as;

〈Pz(θ, |Bµ|, t)〉θ,|Bµ| =
∫

Pz(θ, |Bµ|, t) f (B)dB. (2.11)

whereas taking the powder average over the solid angle for a single value of Bµ of
the local field yields;

Pz(|Bµ|, t) =
1
3
+

2
3

cos(γµ|Bµ|t) (2.12)

where 1/3 represents the non-processing component of the muon that lie parallel to
the field direction, where 2/3 represents the perpendicular component.

Since magnetic materials are central in my thesis in the following section I present
different types of applied field geometries [zero-field, longitudinal and transverse
field µSR experiments] that are possible within µSR and describe the most signif-
icant cases of µSR relaxations that can arise in these different cases. Although the
µSR relaxations are not vital for my thesis I can recommend Ref. [3] for more de-
tailed library of µSR relaxations.

2.4.1 Zero-field and longitudinal µSR
In Zero-field (ZF-µSR), samples with spontaneous magnetic properties can be probed
without necessarily applying an external magnetic field as the muon feels the inter-
nal local magnetic field that result from its spontaneous precession. This feature
provides unique information on the magnetic structure and the nature of the inter-
nal magnetic field distribution. If long-range magnetic order is present, a significant
number of muons will stop in sites of equivalent local magnetic fields |Bµ| resulting
in a coherent muon precession frequency νµ = ωµ/2π that is clearly dictated from
cosinusoidal nature of the asymmetry spectrum A(t).

If the local magnetic field has an inhomogeneous distribution the muons oscillate
at different frequencies and the muon asymmetry dephases over time. In an ordered
sample, it can happen that the muon senses a slight variation of the local magnetic
field, this results to weak damped oscillations. If the muon is in a paramagnetic state,
its local magnetic fields are well known to arise from surrounding nuclear dipolar
moments that result in the formation of static Gaussian field distribution [41, 42]
with width ∆ = 〈(B− 〈B〉)2〉1/2 [40]. γµ is the muon gyromagnetic ratio. If the
distribution is centred around zero field 〈B〉 = 0, then, the resulting time evolution of
the muon spin polarisation is well characterised by the Gaussian Kubo-Toyabe (KT)
function [43, 44] written as;

PZKT
z (∆, t) =

1
3
+

2
3

(
1− γ2

µ∆2t2
)

exp
(
−

γ2
µ∆2t2

2

)
(2.13)
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2.4. Muon precession and relaxation 11

The KT function is appropriate for dense moments in the lattice. The schematic
representation of the KT function is plotted in Fig. 2.5 (red curve). The plot shows
the characteristic 1/3 asymmetry at long time and a Gaussian relaxation function
at shorter time due to dephasing of the muons. This function has a minimum at
tmin =

√
(3)/γµ∆ and subsequently increase to an asymptotic asymmetry value.

Assuming a simple magnetic dipole interaction between a nuclear spin I and a muon,
∆ can be described as [1, 3]:

γ2
µ∆2 =

4
3

( µ0

4π

)2
∑

i

(γµγI h̄)2

r6
i

Ii(Ii + 1)
3

(2.14)

where γI is the gyromagnetic ratio of the nuclear Ii and ri is the distance between
the muon and the nearby nuclear Ii.

In dilute systems, such as dilute spin-glass [42] it is known that the dipolar fields
from the local moments follow a Lorentzian distribution [45]. This distribution fol-
lows the so-called KT-Lorentzian relaxation function [42]

PL
z (a, t) =

1
3
+

2
3
(1− at)exp(−at) (2.15)

where a/γµ is the distribution half-width at maximum [42, 44]. This function decays
faster at short time due to the wider range of distribution of |B| as compared to
Gaussian KT function in Eq. (2.13). A comparison of the relaxation functions due to
static Gaussian and Lorentzian distribution is plotted in Fig. 2.5.

Figure 2.5: The Kubo-Toyabe (solid curve) function (Eq. (2.13)) and
the Lorentzian (dashed line) (Eq. 2.15) with width γµ∆ = a = 0.2

MHz.

In the longitudinal field µSR (LF-µSR) an external magnetic field BLF is applied
parallel to the initial muon spin polarization which aligns the local magnetic internal
field along the direction of the applied field. This setup is also useful for studying the
nature of muon depolarization in an inhomogenous internal field, as the muon spin
is decoupled from the internal magnetic field with an applied external field stronger
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12 Chapter 2. Introduction to muon spin spectroscopy

than the internal magnetic field. For LF-µSR, the Gaussian distribution function in
an applied field BLF = BLẑ has an analytical form given as [41];

PLKT
z (∆, ωL, t) = 1−

2(γµ∆)2

ω2
L

[
1− cos(ωLt)exp

(
−

γ2
µ∆2t2

2

)]

+
2(γµ∆)4

ω3
L

∫ t

0
sin(ωLx)exp

(
−

γ2
µ∆2x2

2

)
dx (2.16)

where ωL = γµBL and ∆/γµ is the width of Gaussian distribution. This function is
plotted in Fig. 2.6 for a range of ωL/γµ∆ values. It can be seen that for fields ωL ≈
10γµ∆ (BL ≈ 10∆), the relaxation approaches 1 asymptotically as BLF � Bµ; the
muon spins are "decoupled" [41] from their local field. Thus, LF relaxation is useful
for probing the dynamics of a system.

Figure 2.6: The Kubo-Toyabe function for the longitudinal fields BL
(Eq. (2.16)) plotted for different BL in the unit of ωL/γµ∆, where
γµ∆ = 1.0 MHz. At zero field (black line), the plot is the KT function

in Eq. (2.13).

2.4.2 Transverse field µSR
In transverse field muon spin rotation (TF-µSR), an external magnetic field BTF is
applied perpendicular to the initial muon spin polarization i.e along x. Hence, the
muon spin will precess in the plane perpendicular to the field direction with preces-
sion frequency given as γµ|BTF|. TF-µSR experiments are used to measure or study
the magnetic field distribution of the vortex lattice in a type-II superconductor [13],
the µ+ Knight shift in metallic systems [18, 19] or dynamical processes like muon
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2.4. Muon precession and relaxation 13

diffusion or spin fluctuations. When an external field BTF is applied the ensemble
muon spin rotates around BTF and any variation of local magnetic field distribution
is observed via;

Px(t) = Gx(t)cos(ωTt + φ) (2.17)

where ωT = γµ|BTF| is the angular frequency of the oscillations which is dependent
on the local transverse field BTF. φ is the phase that depends on the initial angle
between the muon spin and the detector. Gx(t) is the transverse function that describe
the information about field distribution and dynamical processes.

In the case of purely static field distribution, if the distribution has a Gaussian
shape the muon polarization function often takes the form [41];

Px(t) = exp
(
−

γ2
µ∆2t2

2

)
cos(ωTt + φ) (2.18)

where ωT = γµBT(BTF = BTx̂). For large BTF, the asymmetry spectrum oscillates
at a frequency corresponding to the applied field and decays with a Gaussian whose
width is related to the distribution of fields at the muon site.

In the case of dynamic fluctuations, where the local fields at the muon site fluc-
tuate or the muon diffuses through the solid, caused for example by magnetic exci-
tations [46–49] or ionic diffusions and muon motion [50–55] etc. For the Gaussian
field distribution, the TF relaxation function Px(t) often takes the following form:

Px(∆, ν, ωT, t) = exp

(
−

γ2
µ∆2

ν2 (νt− 1 + e−νt)

)
cos(ωTt)

= GAA
x (∆, ν, t)cos(ωTt)

(2.19)

where ν is the fluctuation (or muon hopping) rate and ∆ is the Gaussian width. Equa-
tion (2.19) is the Abragam formula [56]. In Fig. 2.7, GAA

x (∆, ν, t) is plotted for high
TF for varying values of the fluctuation rate. For increasing fluctuation rate, one ob-
serves the reduction of the depolarization at short times. (See Ref. [41] and [57] for
more details.)

For an increasing fluctuation rate, one observes a reducing depolarization at short
times. For more see Ref. [41] and numerical calculations [57].
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14 Chapter 2. Introduction to muon spin spectroscopy

Figure 2.7: The dynamical TF characteristic function (see Eq. (2.19))
for different muon hopping rates ν plotted in the unit of ν/γµ∆, where

γµ∆ = 1.0 MHz.

2.5 Local magnetic field at the muon site
In µSR, the implanted muon possesses a gyromagnetic ratio (γµ), which in the pres-
ence of magnetic field results in muon spin precession frequency νµ = ωµ/2π,

νµ =
ωµ

2π
=

γµ

2π
|Bµ(rµ)|, (2.20)

where Bµ is the local magnetic field at the muon site rµ, with the following compo-
nents [3];

Bµ(rµ) = Bext + Bdip(rµ) + Bcont(rµ) (2.21)

where

• Bext is the applied external field already discussed above in Sec. 2.3 and 2.4,

• Bdip is the dipolar coupling interaction that arises between the muon-spin and
the lattice of localized electronic or nuclear magnetic moments m.

• Bcont is the hyperfine contact field which arises due to short-range interaction
between the muon-spin and the local electronic spins at the vicinity of the
muon.

The dipolar contribution to the local field at the muon is given by;

Bdip(rµ) =
µ0

4π

N

∑
i

[3r̂i(mi · r̂i)−mi

r3
i

]
, (2.22)
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2.5. Local magnetic field at the muon site 15

where ri = rµ − Ri, and r̂i = ri/|ri| is the position of muon relative to magnetic
moments mi and unit vector, respectively, and the sum runs over all the N magnetic
moments mi at site ri. In this thesis, the Bdip at the muon site rµ is calculated us-
ing the MUESR library which performs the summation using the Lorentz method,
where a sphere construction approach is invoked (more details at Ref. [3]), which
distinguishes three contributions to the summation:

Bdip(rµ) = B′dip(rµ) + BLor + Bdem. (2.23)

B′dip(rµ) has the same form as Eq. (2.22) restricted to the lattice sum of magnetic
moments mi within the Lorentz sphere. The Lorentz field is BLor =

µ0
3 Ms, where

Ms is the magnetization of the material and accounts for the dipole field due to mag-
netic moments outside the sphere. Bdem = −µ0N̄ ·Mb is the demagnetization field
generated by the free charges at the edges of the sample. N̄ is the demagnetization
tensor and Mb is the bulk magnetization of the whole sample. The demagnetization
tensor N depends on the shape of the sample and known for a number of regular
shapes (eg. infinite thin film, N = 0, sphere, N = 1/3, etc). In order to correctly
calculate dipolar field at the muon site, accurate magnetic structure and ordering of
magnetic moments is required. These are often obtained from magnetic structure
characterization experiments (neutron diffraction), single crystal µSR or/and from
DFT calculations.

The hyperfine contact field Bcont in Eq. (2.21) is proportional to the local electron
spin density at the muon site rµ which is induced by the polarisation of the conduction
electrons. Thus, Bcont requires the detailed form of the wave function of the electron.
It is however common to assume that Bcont is isotropic, i.e. assuming a spherical
electron wave functions, which has the form [3, 26]:

Bcont(rµ) =
2µ0µB

3
ρs(rµ)d̂ (2.24)

where ρs(rµ) = ρ↑s − ρ↓s is the scalar value of local spin density at the muon site,
ρ↑s and ρ↓s are the spinor components of spin density and d̂ is the global spin axis
direction defined by the ordered magnetic moments of the host atoms. Thus to prop-
erly estimate this quantity a detailed and accurate treatment of electronic properties
and wavefunctions are needed. The calculation of the contact hyperfine contribution
using DFT calculations is well established [26], this approach was also utilized in
this thesis for the calculation of Bcont.

It is worthwhile to point out that the knowledge of the muon implantation site
is required to evaluate the contributions to the muon local field, Eq. (2.22) and
(2.24). Approaches by DFT calculations to identify muon sites are further discussed
in the subsequent chapters of this thesis. I now describe in the next chapter, the DFT
method used for calculations in this thesis.
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CHAPTER 3

Density functional theory

In this chapter I present the formalism of the density functional theory (DFT) and
electronic structure approaches that were utilized for calculations in this thesis.

3.1 Introduction
In quantum mechanics, in order to study and obtain the ground state properties of a
many interacting particles system, we have to solve the time-independent Schrödinger
equation for the many-electron wavefunction Ψ given by;

H|Ψ〉 = E|Ψ〉 (3.1)

where H is the Hamiltonian operator of the system, E is the energy, and |Ψ〉 the
many-particle wavefunction. In the non-relativistic picture, the Hamiltonian of the
many-body particle is a strongly coupled system consisting of two species: electrons
and nuclei. The Hamiltonian (in SI units) consist of the following terms:

H = −

Tn︷ ︸︸ ︷
h̄2

2

Nn

∑
I

∇2
I

MI
+

Vnn︷ ︸︸ ︷
1
2

Nn

∑
I 6=J

ZIZJe2

4πε0|RI − RJ |
−

Te︷ ︸︸ ︷
h̄2

2me

Ne

∑
i
∇2

i

+
1
2

Ne

∑
i 6=j

e2

4πε0|ri − rj|︸ ︷︷ ︸
Vee

−
Ne,Nn

∑
i,I

ZIe2

4πε0|ri − RI |︸ ︷︷ ︸
Vne

(3.2)

where the indices i, j represent the electrons and I, J for the atomic nuclei. Z is the
atomic number while R and r denote nuclear and electron coordinates respectively,
M and me are the nuclear and electron mass respectively, while Nn and Ne are the
number of nuclei and electrons. e is the electronic charge. The description of the
various terms in Eq. (3.2) are; Tn is nuclei kinetic energy, Vnn is the nuclei interaction
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potential, Te is the electronic kinetic energy, Vee is the electron-electron interaction
and Vne is the nucleus-electron interaction.

However, since our main interest in this thesis is to study the electronic structure
and taking into account that the nuclei are much heavier than the electrons, we invoke
the Born-Oppenheimer (BO) approximation [58], where we take the nuclei to remain
fixed. Hence from Eq. (3.2) we can separate the electronic and nuclear degrees
of freedom, such that the time-independent Schrödinger equation of the interacting
electrons with wavefunction Φ is written as;

HeΦ = EeΦ (3.3)

and the electronic HamiltonianHe given as:

He = Te + Vee + Vne (3.4)

where in what follows and within the BO approximation, Vne is the external potential
encompassing the nuclear attraction energy contribution. The wavefunction Φ is
dependent on the positions and spin of each of the Ne electrons in the system and
must be antisymmetric with the exchange of two electrons. Φ is written as a;

Φ = Φ(r1, r2, r3, . . . , rNe , σ1, σ2, σ3, σNe) (3.5)

The solution of the time-independent Schrödinger equation is suitably solvable
for few simple systems such as He or H2 [59, 60]. However, for larger systems, the
number of atoms increases and there is an exponential growth of the required vari-
ational parameters such that the solution of the wavefunction of the system explic-
itly becomes not easily tractable. A number of many-body theories (e.g the Hartree
and Hartree-Fock approaches) exist for providing approximate solutions to the time-
independent Schrödinger equation. In these mentioned approaches the many interact-
ing electron wavefunction is written as a product of single particle wavefunction ne-
glecting the electron-electron interaction Vee that doesn’t allow the antisymmetriza-
tion of the product. This approach is not so realistic in some cases for solving elec-
tronic structure problems. However, in this thesis we have utilized the DFT method,
shown to be very successful for electronic structure studies with the implementation
readily available. The following description in this chapter is devoted to the DFT
method.

3.2 Density functional theory

The important concept of DFT is that the charge density n(r) is the basic variable
instead of the wavefunction of many-interacting electrons for solving the many-
electron problem. This is such that the problem of solving for Ne particle wave-
function Φ({ri}) is reduced by treating the terms in Eq. (3.4) as the functionals of
the density n(r) in a mean-field manner and the physical quantities are now func-
tionals of this density. Thus, DFT formulates the total energy as a functional of the
density, that is E = E[n(r)].
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18 Chapter 3. Density functional theory

The first early attempt of mapping the wavefunction to the charge density is the
Thomas-Fermi (TF) model proposed in 1927 [61]. In this approximation, the ki-
netic energy Te is calculated assuming homogeneous electron gas (HEG) while, the
electron-electron interaction energy Vee and nuclei-electron interaction energy Vne
are treated classically neglecting the electron correlation. However, in atoms and
materials, the electron density is far from being homogeneous, and unsurprisingly,
the TF model is a rough approximation and inaccurate for solving the many-body
problem. Even though it was successful in calculating properties like the total energy
of atoms, it turned out to fail in the description of a number of properties especially
those relating to the binding of atoms. But then, the idea of using the electron charge
density as the basic variable instead of the wavefunction turned out to be one of the
fruitful outcome of TF theory as it hinted towards DFT. The problems with the TF
model was bypassed and Hohenberg and Kohn [62, 63] showed that it is possible in
principle to completely describe the electronic structure in terms of n(r). Next we
continue with the description of the Hohenberg-Kohn (HK) theorems [62, 63].

3.3 Hohenberg-Kohn theorems
The two theorems of Hohenberg and Kohn [62] that show the justification and pos-
sibility to use the the charge density as the central quantity are:

Theorem 1 (the uniqueness theorem): This theorem states that the ground state
density n(r) uniquely determines the external potential Vne in which the electrons
move. The proof of this theorem is of two folds; first by demonstrating that two
external potential V1

ne, V2
ne differing by more than a constant ( i.e V1

ne 6= V2
ne + α)

give rise to distinct ground state wavefunctions Φ1, Φ2. The Schrödinger equation
of systems defined by distinct external potentials V1

ne, V2
ne can be written as;

(Te + Vee + V1
ne)Φ1 = E1Φ1 (3.6)

(Te + Vee + V2
ne)Φ2 = E2Φ2 (3.7)

Taking Φ1=Φ2 and subtracting Eqn (3.7) from Eqn (3.6) gives V1
ne − V2

ne =
E1 − E2 = α, where α is a constant. This shows that V1

ne = V2
ne + α only when

distinct external potential give rise to same ground state wavefunction. Hence, by
contradiction this shows that external potential that differ by more than a constant
give rise to distinct ground state wavefunctions.

The second approach to prove the theorem is by demonstrating that two differ-
ent non-degenerate ground state wavefunctions Φ1, Φ2 from two different external
potential V1

ne, V2
ne respectively, result in different ground state densities n1, n2 re-

spectively. From the variational principle, if we assume a non-degenerate ground
state, we know that no other wavefunction can give an energy that is less than that
of Φ1 for the Hamiltonian defined by V1

ne. Using Φ2 as a trial wavefunction for the
same Hamiltonian defined by V1

ne, we can then write;

E1 = 〈Φ1|Te + Vee + V1
ne|Φ1〉 < 〈Φ2|Te + Vee + V1

ne|Φ2〉 (3.8)

and using Φ1 as a trial wavefunction of Hamiltonian defined by V2
ne
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E2 = 〈Φ2|Te + Vee + V2
ne|Φ2〉 ≤ 〈Φ1|Te + Vee + V2

ne|Φ1〉 (3.9)

Adding Eq. (3.8) and (3.9) and collecting like terms, we get

〈Φ1|V1
ne −V2

ne|Φ1〉 < 〈Φ2|V1
ne −V2

ne|Φ2〉 (3.10)

rearranging and integrating further gives;∫
dr
(
V1

ne(r)−V2
ne(r)

)[
n1(r)− n2(r)

]
< 0 (3.11)

Clearly, from Eq. (3.11), saying that n1(r) = n2(r) is the same as saying that
0 < 0 which is a contradiction. This shows that the ground state density n(r) for
an external potential Vne is unique. Further with this theorem we can then write the
properties of the ground state of an interacting many-electron system as a unique
functional of the electron density as;

E[n] =

Universal functional︷ ︸︸ ︷
Te[n] + Eee[n] +

System dependent︷︸︸︷
Ene

= FHK[n] +
∫

drn(r)Vne(r)
(3.12)

Here I have distinguished the energy expression into the universal functional FHK that
doesn’t depend on the external potential. If this functional is known the Schrödinger
equation would be solved exactly.

Theorem 2 (the variational theorem): This theorem states that the functional
FHK[n] that provides the ground state charge n(r), minimizes the total energy func-
tional E[n]. This theorem provides a scheme on how to find the ground state charge
density, by trying densities and selecting the one that gives the lowest energy. If
n∗(r) is a trial ground state charge density, then from variational principle;

E0 ≤ E[n∗] = FHK[n∗] + Ene[n∗] (3.13)

This shows that for densities n∗ that are not the true ground state density, E[n∗]
represents an upper bound to the true ground state energy E0. In summary, HK
second theorem tell us that if the true ground state charge density that minimizes
E[n] is known, the variational principle for E[n] is

δ

{
E[n]− λ

( ∫
drn(r)− N

)}
= 0 (3.14)

or
δE[n]

δn
= λ (3.15)

subjected to the condition that the total number of particles N =
∫

drn(r).
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3.4 Kohn-Sham formulation
The theorem and proofs put forward by Hohenberg and Kohn [62] (see Sec. 3.3) nei-
ther provide the practical scheme on how to determine the explicit functional form
of FHK[n] or the electron density n(r), hence Kohn and Sham [63] (KS) scheme
provided approaches to these issue. They provided set of equations that allow to
replace the density functional problem of N interacting particles to those of N non-
interacting particles provided that the ground state density n(r) of the system is the
same. Thus for the FHK[n] functional, the kinetic energy functional Te[n] of in-
teracting particles is approximated with the kinetic energy functional Ts[n] of non-
interacting particles. The Hartree, UH contribution is also distinguished from the
electron-electron interaction energy Eee.

Thus, the functional FHK[n] is written as;

FHK[n] = Te[n] + Eee[n]

= Ts[n] +
1
2

∫ ∫
drdr′

n(r)n(r′)
|r− r′| + Exc

= Ts[n] + UH[n] + Exc[n].

(3.16)

Exc, is the exchange-correlation energy (which contains everything that is unknown
in the electron electron interaction) and contains the sum of two contributions the
exchange energy (Ex) and the correlation energy (Ec). The kinetic energy functional
Ts[n] is obtained by the the sum of kinetic energy of the single-particle wavefunctions
of the non-interacting system φi as;

Ts[n] = −
1
2 ∑

i

∫
dr〈φi|∇2|φi〉 (3.17)

and the total energy functional is now of the form;

E[n] = Ts[n] +
∫

drn(r)Vne(r) + UH[n] + Exc[n] (3.18)

To obtain the ground state enrgy of the interacting system, E[n] is minimized with
respect to the variation in n(r) as;

0 =
δE[n]
δn(r)

=
δTs[n]
δn(r)

+ Vne(r) +
UH[n]
δn(r)

+
Exc[n]
δn(r)

=
δTs[n]
δn(r)

+ Vne(r) + vH(r) + vxc(r)
(3.19)

where VH(r) and Vxc(r) are the Hartree and exchange-correlation potentials, respec-
tively. The minimization in Eq. (3.19) above is equivalent to the minimization of the
total energy of non-interacting particle Es[n] ;

0 =
δEs[n]
δn(r)

=
δTs[n]
δn(r)

+
δVs[n]
δn(r)

=
δTs[n]
δn(r)

+ vs(r) (3.20)

where
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3.4. Kohn-Sham formulation 21

vs(r) = Vne(r) + vH(r) + vxc(r) (3.21)

Eq. (3.20) represents the energy of a non-interacting particle system exposed to an
effective single-particle potential vs(r). At this point, the many-particle interacting
ground state density can now be obtained by solving Kohn-Sham equation (i.e the
Schrödinger equation of the non-interacting system). This equation is written as;[

− ∇
2

2
+ vs(r)

]
φi(r) = εiφi(r), i = 1, 2, . . . N. (3.22)

The obtained density is;

n(r) =
N

∑
i=1

fi|φi(r)|2 (3.23)

where where φi(r) is the single-electron wavefunction and fi represents the occupa-
tion of the ith orbital.

Figure 3.1: Kohn-Sham self-consistency routine.

In practice, the solution of Eq. (3.22) is obtained self-consistently considering
that the potentials are functionals of n(r). The self-consistent iteration begins with
an initial guess for n(r) and with that the effective potential vs can be calculated. Eq.
(3.22) can now be solved to obtain the single-particle wavefunctions φi(r), which is
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further used to obtain the density n(r) using Eq. (3.23). This process repeats until
convergence (of the total energy E, density n(r) , forces and some other observable)
is achieved.

In order to treat magnetism in DFT, spin polarization is considered such that the
KS total energy functional E[n] now becomes a functional of the spin up n↑ and spin
down densities n↓ with the new energy functional written as E[n↑, n↓]. A schematic
representation of the self-consistent iteration process in the spin-polarized formalism
is shown in Fig. 3.1.

3.5 Exchange-correlation functional
One of the major difficulty in solving the KS equation (Eq. (3.22)) lies in the treat-
ment of exchange and correlations Vxc(r). In principle the KS equation is exact but
not in practice since the exact form of Vxc(r) is not known, and approximate func-
tionals are instead used. For the purpose of the approaches used in this thesis, I will
concentrate on the local density approximation (LDA) and the generalized gradient
approximation (GGA).

3.5.1 Local density approximation
Here, the exchange correlation energy contribution is approximated by using the
energy from uniform electron gas. Thus the density of the system is treated as ho-
mogenous. The form of this functional is;

Exc[n(r)] '
∫

n(r)εxc
[
n(r)]dr (3.24)

where εxc is the exchange and correlation energy per particle of a homogeneous
electron gas with density n(r). The exchange contribution εx to this energy is that of
a homogenous electron gas (HEG) with a known analytical form, while there is no
known analytical form for the correlation contribution εc and they are obtained from
the parametrization of uniform electron gas calculations by the Monte-Carlo method
[64].

Since LDA is derived from the HEG, one expects that it should work well only
for systems with slowly varying densities. But then, the applicability of LDA goes
way beyond this and has proven to produce good results even for systems regarded
as very inhomogeneous. However, one of the drawbacks of this approach is that it is
known to overestimate the binding energy and lengths. For spin polarized systems
the terminology is normally referred to as Local spin density approximation (LSDA).

3.5.2 Generalized gradient approximation
Another approach to approximate the Exc is to not only consider the dependence
on the density n(r) and but also its gradient ∇n(r), hence the name generalized
gradient approximations (GGA). The form of this function is

Exc[n(r] =
∫

n(r)εxc
[
n(r),∇(r)]dr (3.25)
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One particular feature of this approximation is that it improves the binding energy
estimation in comparison with the LDA. Functionals using this approximation has
been constructed by Perdew and coworkers [65, 66] popularly called the Perdew-
Burke-Ernzerhof (PBE) exchange-correlation functional. I have made the most use
of this functional in this thesis.

3.6 Plane-wave basis set
In the self-consistent approach, to solve the KS equation in Eq. (3.22) a basis set is
required to expand the KS wavefunction and in this section we discuss the basis set
used for major calculations in this thesis. For a periodic system, the Bloch theorem
allows to expand the single particle KS wavefunction φi in terms of plane-waves,
which take the periodicity of the lattice and written as;

φi(r, k) = exp(ik · r)ui(r, k) (3.26)

where k is the wave vector limited in the first Brillouin Zone (BZ) of the reciprocal
lattice G = m1b1 + m2b2 + m3b3 (mi ∈ Z , and ai · bj = 2πδij) due to the
symmetry of the crystal lattice and the index i runs over all states with occupations
fi(k). ui(r, k) is the periodic function with same periodicity as the lattice, written
as;

ui(r, k) = ui(R + r, k). (3.27)

In the above, R ≡ n1a1 + n2a2 + n3a3 (ni ∈ Z) is a translation vector of the
crystal lattice. The periodic functions ui(r, k) have the form

ui(r, k) =
1√
Ω

∑
G

ci(k, G)exp(iG · r) (3.28)

where Ω is the volume of unitcell and thus, the Kohn-Sham orbitals are expanded as;

φi(r, k) =
1√
Ω

∑
G

ci(k, G)exp
(

i(k + G) · r
)

(3.29)

where ci(k, G) are complex numbers. Thus, the charge density in Eq. (3.23) can
also be expanded in terms of the plane-wave basis. For usage and implementation in
calculations, the summation of over G is truncated with a cutoff energy;

1
2

∣∣∣k + G
∣∣∣2 ≤ Ecut (3.30)

In order to calculate quantities in the KS iterative process, the BZ integration was
carried out using a finite number of k-points. This summation is written as:

Q̄i =
Ω

(2π)2

∫
BZ

dkQi(k) = ∑
j

wjQi(k) (3.31)

where wj are weighting factors. In practice, special k-points schemes can also be
used to reduce to the number of points used in the integration. Such schemes include
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the Monkhorst-Pack [67] approach were uniform k-point grid are used to sample the
reciprocal space. Other such special schemes exists, such as Baldereschi point [68].

Aside from the plane-wave basis set mostly considered in the thesis, other types
of basis set exist including linear combination of atomic orbitals (LCAO), Gaussian
basis sets and the linearized augmented plane waves.

3.6.1 Pseudopotentials
Here, I discuss the pseudopotential (PP) concept that is always considered with the
usage of the plane-waves basis. The expansion of Eq. (3.29) requires large energy
cutoffs (a large number of plane waves) for plane waves that oscillate on short length
scales. This corresponds to tightly bound core electrons that oscillate faster than the
valence electrons. To minimize the number of plane waves NPW for an increasing
number of atoms and lattice dimension a PP concept was introduced. The idea of PP
was first introduced by C. Herring [69] and later put into practice by J.C. Philips and
L. Kleinman [70]. In the PP formalism, the core (c) and valence (v) electrons are
distinguished. The core electrons are deeper in energy, mostly occupied, and do not
contribute to the chemical properties of a material. Hence, in this formalism the fast
oscillating wavefunctions at the core are replaced with smooth PPs, such that above a
certain cutoff radius (r > rc), the all-electron (AE) and the pseudo-function coincide.
This reduces the number of plane-waves needed for calculations. An illustration of
the PP concept is shown in Fig. 3.2.

Figure 3.2: A schematic illustration of the pseudopotential formal-
ism. The solid red-line represents the pseudo-wavefunction φ̃ in the
upper panel and pseudo-potential Ṽl in the lower panel. The dashed
blue-line represents the all-electron wavefunction φ in the upper panel
(shows oscillations at small r) and all-electron potential Vl ∼ Z

r in the
lower panel. For r > rc both the all-electron and pseudo functions

coincide for each panel.
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Types of pseudopotential

There are three commonly used types: norm-conserving [71, 72]; ultrasoft [73, 74];
and projector-augmented waves (PAWs) [75, 76]. When using PPs it is important
to consider the softness/hardness [77] and its transferability [77, 78]. The transfer-
ability of PP characterizes how accurate PP mimics the all-electron wavefunction
in different chemical environments. For large system size, the computational load
increases and sometimes the PP are required to be soft as possible i.e. with small
number of plane waves. Unfortunately, transferability and softness are usually chal-
lenging requirements especially for first row elements and transition metals and at-
tempts to save computational cost and transferability often lead to harder PP.

• Norm-Conservation pseudopotential (NCPP): As the name implies this is
the pseudopotential obtained by imposing the constraints [71, 72]

|φ̃PP
i |2 = |φAE

i |2, r > rc (3.32)

(i.e. the total charge of the pseudo wavefunctions equals that of all-electron
wavefunctions) where φAE

i is the all-electron wavefunctions and φ̃PP
i is the

pseudo-wavefunctions. This constraints often results in hard pseudopotentials.

• Ultrasoft pseudopotential (USPP): Ultrasoft pseudopotentials relax the norm-
conserving constraint to reduce the number of plane waves. Hence, the name
ultra-soft pseudopotential [73, 74].

• Projector Augmented-Wave pseudopotential (PAW): This approach uses
pseudopotential transformation operators that keeps the full core effects of all-
electron wavefunctions [75, 76] by performing a linear transformation (T ) of
a true wavefunction |φi〉 to a pseudo-wavefunction |φ̃i〉.

|φi〉 ' T |φ̃i〉 (3.33)

3.7 Structural optimization and Forces
Another important aspect in the electronic structure theory for this thesis is the struc-
ture optimization and relaxation of the forces acting on the atoms in the lattice. In
the structure minimization algorithm and procedure used, calculations of the forces is
required. The forces acting on the nuclei can be calculated using the force (Hellman-
Feynman) theorem [79] within the BO approximation we have discussed earlier, This
theorem states that;

FI = −
∂E
∂RI

= 〈ΨR|
H

∂RI
|ΨR〉 (3.34)

where |ΨR〉 is the ground state wavefunction for the electrons and the nuclei. This
theorem allows to compute the forces on the nuclei using the ground state wavefunc-
tion in DFT and further allow structural relaxations.

The procedure in practice for the structure optimization include: (i) calculate
the Hellman-Feynman forces on each of the nuclei and use it to minimize the ionic
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positions by any method such as gradient descent, conjugate gradient or Newton’s
method [80, 81] (ii) For the new ionic positions, minimize the electronic configura-
tion (iii) compare the total energy and ionic position with the previous calculation
and calculate the forces for the new ionic positions and then (iv) If the changes on
forces and total energy fall below threshold limits, then the structure is minimized,
otherwise continue with the minimization from step (i) above.

3.8 Ab-initio Strategy for muon calculations
Here, I outline the strategy used for the calculation and search of the muon sites in
this thesis. For all calculations involving the identification of muon sites and or muon
hyperfine fields, I have utilized the plane wave DFT approach as implemented in
Quantum ESPRESSO [82–84]. In this thesis I have considered two approaches; the
unperturbed minima of the electrostatic potential method and the supercell method.

• Unperturbed electrostatic potential: Here, since the muon (µ+) has a posi-
tive charge it can be assumed that it will occupy the minima of the electrostatic
potential after thermalization. The approach is to calculate the electrostatic po-
tential of the unit cell without introducing the muon impurity. For example, in
Fig. 3.3 the minima of the electrostatic potential is shown for UCoGe, where
the muon can be assumed to stop at these sites. This method has been shown
to work in systems where the muon charge is partially screened [85–87].

Figure 3.3: Unperturbed electrostatic potential of UCoGe (in yellow),
U (cyan), Co (blue) and Ge (purple). The VESTA package [88] was

used for this visualization.

However, the approach is found not to be realistic and crude in the case where
screening of the muon charge strongly bond with electron to form muonium
[23, 24]. In general, for the muon site(s) identification a more reliable and
detailed approach is usually required, this leads us to the supercell approach.
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3.8. Ab-initio Strategy for muon calculations 27

• Supercell method: Here, the muon is treated as an impurity and for this a large
cell, i.e supercell is required to avoid the artificial interaction of the muon with
its periodic image. Conventionally, convergence of relevant physical quanti-
ties is used to determine the choice of the supercell size. For the plane-wave
DFT approach used in this thesis, the hydrogen pseudopotenital is used to rep-
resent the muon, as this is an electronic problem where the muon is treated as
a classical particle and its mass is not taken into account considering the BO
approximation. The total positive and neutral charged of the entire supercell is
usually used to designate the µ+ or µ respectively.

In the supercell method, the approach involves placing the muon at a number
of initial guess positions while the forces acting on the muon and host atoms
are optimized (i.e relaxed in DFT parlance) with the structure optimization
method described above. In this relaxations, since the muon is not expected to
alter the cell structure, the lattice parameters are kept fixed, usually at experi-
mentally observed values or at earlier DFT optimized values. At the end of the
relaxations the symmetry inequivalent muon relaxed positions corresponds to
candidate muon stopping positions. One of the advantages of this approach is
that it provides a means to study the effects of the muon in the lattice, which
the earlier discussed approach do not avail.

Further, one of the important concepts in this approach is the choice of the
initial guess positions for the muon before relaxation. In this thesis, the initial
guess are generated by sampling a uniform grid at the interstitial positions of
the cell, such that each position has a distance of at least 1 Å from the host
atoms. Then, applying the crystal symmetry, the number of the uniform grid
positions is condensed into inequivalent positions, that are then used as the
initial guess for the muon site search. An example is shown in Fig. 3.4 for
UCoGe were the 4× 4× 4 uniform grid positions are reduced to 10 symmetry
inequivalent positions with the symmetry of the lattice.

Figure 3.4: Left: Initial muon positions (pink) generated in a 4×
4× 4 uniform grid in UCoGe. Right: Reduction by the space group
[space group Pnma, No. 62] symmetry of UCoGe of the uniform grid
to 10 symmetry inequivalent positions. U (cyan), Co (blue) and Ge

(purple). The Fig. is visualised using VESTA program [88].
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28 Chapter 3. Density functional theory

For some calculations in this thesis, in order to improve the initial guess po-
sitions, I have included the sites of the minima of the electrostatic potential
described above in the initial guess positions. In all, this approach is com-
putationally expensive and task demanding as large number of calculations
(depending on the number of initial guess positions) and repeated runs are re-
quired to achieve convergence. However, one of the topics contained in this
thesis is a new high throughput approach aimed at automating and managing
these calculations.
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CHAPTER 4

Simulation of muon spin polarization: Case study
with Fluorides, Copper and MnSi.

In this chapter1, I describe and summarize the approach introduced by Celio [22]
about 30 years ago to study the spin dynamics of a static muon interacting via dipole
interaction with surrounding nuclear spins. The aim is towards the numerical cal-
culation and analysis of the time dependent spin polarization function of the muon
within µSR. The studies is performed considering non-magnetic phase, in a temper-
ature range where thermally activated muon diffusion does not average the dipolar
interaction with nuclear magnetic moments to zero. Luckily, this situation is not
so uncommon, since thermally activated muon diffusion is very often observed at
temperatures higher than those of interest. The implementation of this approach
is already contained in the UNDI (mUon Nuclear Dipolar Interaction) python code
[89]. I have used this approach to simulate the muon spin polarization in Flourides,
Copper and MnSi.

I continue to describe the interaction between the muon and its host in a sample
and further the Celio approach.

4.1 The muon-nuclei Hamiltonian

The Hamiltonian that describes the interaction between the muon spin (Iµ = 1
2 ) and

the N neighboring nuclear spins (Ii) is given by [22]:

H = HZ,µ +
N

∑
i
HZ,i +HDip,i +HQ,i + ∑

i>j
HDip,ij (4.1)

where

1The contents of this chapter are already published on Journal of Computer Physics Communi-
cations: Pietro Bonfà, Jonathan Frassineti, Muhammad Maikudi Isah, Ifeanyi John Onuorah, and
Samuele Sanna. UNDI: An open-source library to simulate muon-nuclear interactions in solids.
DOI: 10.1016/j.cpc.2020.107719

https://github.com/bonfus/undi
https://doi.org/10.1016/j.cpc.2020.107719
https://doi.org/10.1016/j.cpc.2020.107719
https://doi.org/10.1016/j.cpc.2020.107719
https://doi.org/10.1016/j.cpc.2020.107719
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HZ,µ = −h̄γµIµ · BExt (4.2)

HZ,i = −h̄γiIi · BExt (4.3)

HDip,i =
µ0h̄2

4π
γiγµ

(
Ii · Iµ

r3 −
3(Ii · r)(Iµ · r)

r5

)
(4.4)

HQ,i =
eQi

6Ii(2Ii − 1) ∑
α,β∈{x,y,z}

Vαβ
i

[
3
2

(
Iα
i Iβ

i + Iβ
i Iα

i

)
− δαβ I2

i

]
(4.5)

and

HDip,ij =
µ0h̄2

4π
γiγj

(
Ii · Ij

r3
ij
−

3(Ii · rij)(Ij · rij)

r5
ij

)
(4.6)

HZ,j j ∈ {i, µ} is the Zeeman interaction of the nuclear magnetic moment for each
nucleus i and muon µ subject to the external field BExt. HDip,i is the dipolar inter-
action between the muon and the nuclei. HDip,ij is the dipolar interaction between
the nuclei i and j. HQ,i is the quadrupolar interaction with Vi being the electric
field gradient (or EFG tensor) at nuclear site i. In Eq. (4.5), Ii is the spin operator
of the nucleus i, characterized by the gyromagnetic ratio γi and nuclear quadrupole
moment Qi (NQM). In Eq. (4.2), Iµ is the spin operator of the muon, that has gy-
romagnetic ratio γµ, and r is the vector from the muon to the various nuclei while
rij is the distance between nuclei i and j. In general, in light of the r−3 decrease
in the strength of the dipolar interaction, the sum is limited to a few muon nearest
neighbours.

In order to interpret µSR data the theoretical knowledge of the form of the evo-
lution of muon polarization function (denoted as P(t)) is required. Theoretically,
an approximate or exact (or analytical) form of the polarization function P(t) of
a static muon interacting with neighbouring nuclear moments can be calculated for
cases where the secular approximation for the dipolar interaction provides an approx-
imation to the experimental P(t). This formulation was first provided by Kubo and
Toyabe named Kubo-Toyabe (KT) function (see Chap. 2). The theory of KT gives an
approximate method for evaluating the time evolution of a classical spin ensemble,
in zero and low longitudinal field where the local fields are assumed to be static and
random with a Gaussian distribution.

This simplified model ignores both the crystal structure of the nuclear spins and
their true quantum behaviour. Often both these aspects are not prominent and the
central limit theorem justifies the agreement of the KT model with the data. This is
not the case when nearest neighbor moments dominate the local field at the muon
site. Notable cases are provided by Fluorides where two conditions are met: the
moun binds to few F atoms, and 19F is a 100% abundant I = 1

2 nucleus with large
gyromagnetic ratio γF = 2π × 40.05 MHzT−1. Another very interesting case is
Cu metal, whose I = 3

2 nuclei produce a dipolar field at the muon site, but interact
also with the electric field gradient originated from the positive muon charge. A third
interesting case is MnSi, where fine details of the magnetic structure lead to a very
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precise muon site identification. It is interesting to compare this site identification
with that predicted out of the accurate calculation of the local field from the nuclear
spins in the paramagnetic phase where electron moments can be neglected.

In these cases a first order estimate can be produced by a proper quantum treat-
ment of nearest neighbours. However, the inclusion of the quadrupolar effects and of
second, third nearest neighbours already increases the spin manifold beyond tractabil-
ity. Here, an approach pioneered by Moreno Celio [22] comes handy. In the follow-
ing I described this approach and test it with the program UNDI in the simple cases
outlines above. This has been my contribution to the publication [89] where the
UNDI code was described. Since the aim is to validate the code the comparison is
often not with the experimental data but rather with the nearest neigbour approxima-
tion or a known analytical function.

4.2 Celio approximation
Following the Celio approximation [22], we can now write the muon spin polariza-
tion Pµ(t) as ;

Pµ(t) = Tr
[
ρe(iHt/h̄)σµe(−iHt/h̄)

]
(4.7)

where σµ = 2Iµ are the Pauli operators and ρ is the density matrix.
For a system with N randomly oriented distinct nuclear spins (unpolarized), the

initial density matrix is given as

ρ =
1

2 ∏N
i=1(2Ii + 1)

[
I +Pµ(0)σµ

]
;Pµ(0) = 1 (4.8)

where I is an identity operator, I is a nuclei spin. The general orientation of initial
muon spin polarization with respect to crystallographic axis is σµ = sinθcosβσx +
sinθcosβσy + cosθσz [90]. From the definition of the Hamiltonian H in Eq. (4.1)
HDip,i does not commute and an analytical solution of Pµ(t) is not possible for
a large Hilbert space dimension d = ∏N

i=1 2(2Ii + 1). However, we can resort
to Celio approximations [22] based on Suzuki-Trotter expansion [91] and random
phase approximations (RPA).

Trotter expansion: The trotter expansion is based on product of formulas.
SupposeH = ∑N

i=1Hi be a Hamiltonian on which eachHi does not commute
with one another. Assuming H is time independent , the evolution of H for
time t is define by the unitary operator e−iHt/h̄. When t is small, the Trotter
expansion is e−iH1t/h̄ · · · e−iHN t/h̄, and for a long time t, we may divide the
evolution of H into k Trotter steps and simulate each stem with an error ζ/k.
The Trotter expansion number k is chosen to be sufficiently large so that the
error vanishes to a first order. This can be expressed as;

e−iHt/h̄ = e−i ∑N
i=1Hit/h̄ ' lim

k→∞

(
e−iH1t/kh̄ · · · e−iHN t/kh̄

)k
(4.9)

Now we can recast Eq. (4.7) as
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Pµ(t) = Tr
[
ρσµ(t)

]
(4.10)

where

σµ(t) = e(iHt/h̄)σµe(−iHt/h̄) (4.11)

Choosing a representation where σµ = σz
µ is diagonal, any complete sets of

{|ψ〉} can be used to calculate Eq. (4.10). As already proven, the trace of a matrix
is independent of the basis chosen. In Schrödinger picture Eq. (4.10) reads as:

P(t) =
d

∑
n=1

wn

〈
ψn(t)|σz

µ|ψn(t)
〉

(4.12)

where

|ψn(t)〉 = e−iHt/h̄|ψn(0)〉 (4.13)

The coefficient wn can be described as the probability of finding the spin system,
in the pure state |ψn(0)〉 at time t = 0 and can be determined from density matrix ρ
in Eq. (4.8)

wn =

{
2
d , if σz

µ|ψn(0)〉 = +|ψn(0)〉,
0, if σz

µ|ψn(0)〉 = −|ψn(0)〉.
(4.14)

Considering that we can neglect the dipolar nuclei-nuclei interaction HDip,ij as
they have negligible effects in the µSR time scale, we can re-write Eq. (4.1) as
H = ∑N

i Hi. This is such that each Hi acts in a small subspace of dimension
2(2I + 1). Thus, the problem of diagonalizing a huge d × d matrix is replace by
diagonalizing a single N matrixHi according to the Suzuki-Trotter expansion given
as;

e−iHt/h̄ = lim
k→∞

[
N

∏
i=1

e
(
−iHi

k
t
h̄

)]k

(4.15)

Thus, Eq. (4.13) becomes

|ψn(t)〉 = e−iHt/h̄|ψn(0)〉 (4.16)

= lim
k→∞

[
N

∏
i=1

e
(
−iHi

k
t
h̄

)]k

|ψn(0)〉 (4.17)

where the largest value of k is chosen to make sure that an error in the depolarization
signal is negligible within a µSR time window. For all d/2 possible initial states
computing Eq. (4.10) becomes computationally expensive for increasing d. This
issue can be resolved by invoking the random phase approximation (RPA) method.
In this case, the idea of RPA is that for each possible initial states |ψl(0)〉 one chooses
a random phase of λl’s, chosen from a uniform distribution in the interval (0, 2π)
subjected to a normalization condition of al so that
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|φ(0)〉 =
dH/2

∑
i=l

aleiλl |ψl(0)〉 (4.18)

and

dH/2

∑
i=l
|al|2 = dH/2 · |al|2 = 1 (4.19)

where al =
√

2
dH

.

Then, at a later time t , |φ(t)〉 is:

|φ(t)〉 =
dH/2

∑
l=1

√
2

dH
eiλl |ψl(t)〉 (4.20)

and the matrix element in Eq. (4.12) then becomes:

〈φ(t)|σµ|φ(t)〉 =
dH/2

∑
l=1

(
2

dH

)
〈ψl(t)|σµ|ψl(t)〉+

dH/2

∑
l,n=1,l 6=n

(
2

dH

)
ei(λl−λn)〈ψl(t)|σµ|ψn(t)〉 (4.21)

The first term on the R.H.S of Eq. (4.21) is the exact solution of Eq. (4.12)
with wn = 2/dH, and second term tends to zero and in a limit of large dH can be
considered as a small correction. In order to obtain an exact signal P(t), one has to
calculate the matrix element over various random initials states and average over all
signal.

4.3 UNDI code
The implementation of the Celio approximation to compute the muon spin polariza-
tion is contained in a python package UNDI, published to assist in analyzing µSR
data. The acronym UNDI stands for mUon Nuclear Dipolar Interaction. The code
can be used to compute both LF (or ZF) and TF-µSR polarization signals as a func-
tion of time. The code also has a feature to align initial muon polarization to a given
direction, as well as performing the rotation of various quantities like EFG tensors,
the atomic and muon positions.

4.3.1 Input parameters
The current version of UNDI accepts the following inputs defined by a list of dictio-
naries. The details for the muon and the nuclei can be set with the following keys:

• Position : 3D vector, the position of the nucleus or the muon in Cartesian
coordinates.
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• Label : string, this can be either ‘mu‘, a chemical symbol or the isotope name,
for example Al or 63Cu.

• Spin : real, the spin of the nucleus or of the muon (optional, the mendelev
package is used to obtain the spin value using the information in Label).

• Gamma : real, the gyromagnetic ratio of the muon/nucleus (optional).

• ElectricQuadrupoleMoment : real, the nuclear quadrupole moment
(optional).

• EFGTensor : 3D matrix, the EFG tensor in Cartesian coordinates (optional,
default zero).

• OmegaQmu : real, the quadrupole coupling frequency of the nuclear spin due
to the EFG generated by the muon, (optional, default zero)

All details are optional except for the Label and the Position. Missing in-
formation are taken from the Mendeleev package and the most abundant isotope is
selected by default. A message warns the user when multiple isotopes should be
considered or when the potentially interacting nuclei are only a fraction of the natu-
ral occurring isotopes (in both cases the threshold is set to 99% relative abundance).
All quantities should be provided and are returned by the code in SI units. A self-
explanatory image-shot of the input python script is shown in Fig. 4.1 for Copper,
that I discuss in the next section.

In UNDI, if quadrupolar contributions are present, they are of two parts: the 3D
EFGTensor (I > 1/2) of the nuclear spin due to the crystal EFG and OmegaQmu
quadrupole coupling constant of the nuclear spin due to the EFG generated by the
muon. These quantities must be provided by the user and often estimated from first
principle calculation otherwise it is assumed to be zero.

Also, there is a possibility to rotate the direction of the external field.For more on
unit conventions on UNDI, installation, and dependencies look at the official github
page and published article [89].
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Figure 4.1: (a) A sample python script for UNDI input initialization.
Here, this is for the tetrahedral muon site in FCC Copper discussed in

the next section.

4.3.2 Setting the UNDI environment
The muon depolarization signal can be computed exactly or using the Celio approxi-
mation. For the former, the setting is initialized in UNDI with the MuonNuclearInteraction
class, called in the script as;

NS=MuonNuclearInteraction(atoms,external_field=[0.,0.,0.001])

where atoms contains the list of dictionary as define in Fig. 4.1 and external_field
is in this case, 1 mT applied along z. Then the approximated signal by Celio approach
is called as:;

celio_signal=NS.celio(tlist,k=2)

where k is the Suzuki-Trotter expansion number and tlist is a 1D NumPy array
containing the ’time’ list to be used for the computation of the muon polarization.
The sample can be rotated such that the muon spin is aligned to a specific direction
say 〈100〉 or 〈111〉, e.t.c., this can be done by;

NS.translate_rotate_sample_vec(np.array([1.,1.,1.]))
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4.4 Muon polarization signal in selected materials
In this section I discuss the muon polarization signal in Flourides, Cu and MnSi.
Also, I further show how this approach with UNDI can be used along with other the-
oretical or ab-initio methods to predict or identify muon stopping sites or to predict
µSR experimental features.

4.4.1 Fluorides
In this example, I compute the muon polarization function determined by the in-
teraction between a spin-polarized muon and the neighbouring nuclei in a fluoride
compound. In flourides, the muon is preferentially drawn towards highly electroneg-
ative fluorine atoms where the muon spin may dipole couple strongly with a small
number of fluorine nuclei spins via the Hamiltonian term in Eq. (4.4). In the case
of insulating alkali metal fluorides [92], for example, the muon and two fluorine
form a strong linear "hydrogen bond" with the nominal fluorine-fluorine (F-F) bond
distance of 2.30 Å [92] (approximately twice the fluorine ionic radius) [the so-called
F-µ-F state]. In some compound such as the molecular material polymer, other F-µ-F
complexes may be formed, including interaction of muon with a single F, and more
complicated arrangements [23, 24, 93]. In each of these cases, the muon spin be-
comes entangled with the spins on nearest neighbors (nn) fluorine nuclei (correlated
with its environment), and the muon’s polarization gives rise to an oscillatory time-
dependence of the muon polarization, P(t). These oscillations can be interpreted
as a coherent exchange of spin polarization between the initial spin-polarized muon
and unpolarized fluorine nuclei. The muon-spin polarization also decoheres into the
environment, and hence causes a relaxation of the oscillatory signal. Recently, it was
shown that the the decoherence nature of the F-µ-F state by including a more dis-
tant next nearest neighbors (nnn) flourine nuclei from the muon in the simple cubic
fluorides of CaF2 and NaF [94].

Here, I apply the procedure used for CaF2 and NaF [94] on LiF to further demon-
strate that DFT calculations can be used to determine muon-stopping sites and gain
more insight on the muon’s perturbation of its local surrounding environment. I con-
sider three cases: (i) the µ-F state, (ii) the F-µ-F state, and (iii) the F-µ-F state with
nnn fluorine nuclei found in LiF lattice.

For linear µ-F, the Hamiltonian in Eq. (4.1) in zero applied magnetic field can
be diagonalised analytically [93], inserting the eigenvalues and eigenstates into Eq.
(4.7) yields 2 the muon spin polarization Pµ-F

z (t) along z as;

Pµ-F
z (t) =

1
6

[
1 + cos

(
ωDt

)
+ 2 cos

(
1
2

ωDt

)
+ 2 cos

(
3
2

ωDt

)]
(4.22)

For an axially symmetric F-µ-F complex, at first approximation [i.e. neglecting
coupling between the F-F nuclear], the analytical entangled muon-spin polarization
function is given as;

2Performed by using an appropriately weighted powder average over all directions.
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Figure 4.2: A Comparison of Pz(t) for µ-F, F-µ-F (with 2 nn F nu-
clei) and F-µ-F + nnn (with 2 nn and 4-8 nnn nuclei). The 4 and 8 nnn
nuclei are at a distance of 2.47 Å and 3.23 Å respectively. The solid
line is the computed approximate signal, dotted line (blue line) is the
analytical function of the corresponding µ-F and F-µ-F shown in Eq.

(4.22) and (4.23) calculated at r = 1.15 Å.

PF-µ-F
z (t) =

1
6

[
3 + cos
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√
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+
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3
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3
2
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1√
3

)
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(
3 +
√

3
2

ωDt

)]
(4.23)

ωD =
µ0

4π

γµγFh̄
r3 (4.24)

where r is the µ-F distance, γF = 2π × 40.061 MHzT−1 and γµ is 19F and muon
gyromagnetic ratio respectively. Clearly, the analytical form of µ-F and F-µ-F ne-
glects F-F interactions [which provides a small correction to the relaxation] and the
nnn µ-F interaction.

In order to analyze the interaction of the muon and the neighboring F ions, I
computed the muon spin polarization considering appropriate powder averaging with
the Celio approximation described above. The information of muon-stopping site and
its perturbation of the neighbor nuclei in LiF have been taken from the earlier DFT
calculation [23, 24]. The distance between the muon and its neighboring F nuclei
is 1.15 Å, in excellent agreement with the experiment [92]. In the simulation of the
muon spin polarisation, I have restricted the Hilbert space to include only nearest-
neighbour and few next nearest neighbour (nnn) F nuceli. F has nuclear spin I = 1

2 ,
hence no quadrupolar interactions are considered.

The simulation results of the muon-spin polarization in zero applied external field
for the for µ-F, F-µ-F and F-µ-F + nnn are plotted in Fig. 4.2. The F-F coupling
contribution are not considered in this results as, they have negligible effects onPz(t)
[22] over the µSR time range. Also in the plot the simulated muon-spin polarization
with the Celio’s approach are compared to the analytical functions in Eq. (4.22)
and (4.23), of which they are both in agreement for µ-F and F-µ-F. It can be seen
that Pz(t) consists of three oscillations frequencies [excluding the zeroth frequency]
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corresponding to three distinct transition energy levels, which would not have been
observed using the Kubo-Toyabe relaxation function (see Chap. 2). But then nnn F
nuclei are introduced, the calculated muon polarization deviates from the analytical
one for F-µ-F. This is the quantum decoherence of the F-µ-F complex with nnn Ref.
[94].

These results therefore demonstrate that the details of the oscillatory signal are
able to distinguish the nature of the quantum entangled state of the muon and neigh-
boring nuclei. Also, from the definition of ωD in Eq. (4.24), one can evaluate the
µ-F distance r and thus the muon-stopping site including the perturbation induced by
the muon to the neighboring nuclei are determined, which are all in agreement and
validate the DFT approach.

.

Figure 4.3: (a) The unit cell of face-centred-cubic Copper (Cu, blue
sphere) lattice with octahedral (O, red sphere) muon site at (0.5, 0.5,
0.5). 6 Cu nucleus included in the calculation of Pz(t) for this muon
site. (b) Comparison of the zero field KT function (dash-dotted line)
with the calculated muon polarisation obtained from the Celio approx-
imation described above of a muon at the octahedral site interacting
with Cu on the first nearest neighbours in the absence (presence) of
the EFG induced by the muon. The solid line is the exact calculation
[90]. The Z-axis of muon spin polarisation is taken parallel to the

〈111〉 direction.

4.4.2 Copper
In a more rigorous example, here, I discuss the muon polarization function of the
nuclear-spin in Cu interacting with the muon in zero or longitudinal external field.
The calculation of muon spin polarization Pz(t) using Celio approximation is per-
formed in a face-center-cubic (FCC) geometry. The purpose of this calculation is to
show the effects of the applied field and influence of quadrupolar interactions when
analyzing experimental data with simulations.

In Cu FCC two candidates muon-stopping sites were identified with DFT cal-
culations, the octahedral (O) and tetrahedral (T) site. The diffusion of muon in
Cu was studied experimentally by µSR in various temperature ranges [55, 95–97],
where it has been shown that the muons occupied octahedral site at low tempera-
tures. In Fig. 4.3, pristine Cu FCC unitcell is plotted together with the muon at the
octahedral position (red sphere). The distance between the muon and the nearest
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Cu nuclei dµ−Cu is 1.81 Å. In this calculation, we have considered the most natu-
rally abundant (69.1%) Cu isotope, 63Cu with I = 3

2 , gyromagnetic ratio γCu =

7.1088 · 107rad(Ts)−1 and nuclear quadrupole moments of QCu = −2.2 · 10−29m2

[98].
The muon polarization function is then calculated for a muon interacting with

NCu = 6 nuclei [neglecting Cu-Cu interactions]nin a octahedral (O) arrangement,
respectively. The dimensionality of the Hamiltonian matrix grows as dH = 2× 4NCu

and with NCu = 6 and d = 8192, and the simulation within the Celio approximation
shows good agreement with the exact calculations [90]. The calculated muon polar-
ization Pz(t) for zero field along the 〈111〉 direction of initial muon spin polarization
with and without the effect of EFG are shown in Fig. 4.3. The dash-dotted line repre-
sents the KT function of the zero field relaxation function given at γµ∆ = 0.42 MHz
(see Eq. (2.14) in Chap. 2). At long times, the calculated Pz(t) deviates from the
KT function as there is no recovery of asymptotic 1

3 .
We now investigate the influence of including the muon induced EFG on Pz(t).

The muon induced EFG is introduced in the code using the input parameter OmegaQmu.
The EFG arises from the fact that the muon destroys the cubic symmetry of its neigh-
bouring Cu nuclei and exerts an electric field on them. It is assumed in Eq. (4.5) that
the electric field gradient on each Cu nucleus is axially symmetric and is the only field
gradient present. The value used for quadrupolar coupling constant [OmegaQmu =
3.2 MHz ] of the Cu nuclear spin due to the EFG generated by the muon (at the O
site) is taken from Ref. [96]. In figure 4.3, a comparison of the calculated signal with
the exact calculations in zero applied field shows that the EFG is required to recover
the experiment and also confirms that the octahedral site is where the muon sits.

Figure 4.4: Muon spin polarization along the 〈111〉 direction as a
function of time for various applied longitudinal fields. The exact
result (dotted line) is compared with the approximated one (solid con-
tinuous lines). Four repetitions of Celio approximation were used in

this case (The signal is orientation dependent except at ZF).

To investigate the influence of the Zeeman interaction in Eq. (4.1) for muon
at the O site with the effect of muon induced EFG, the muon spin polarization is
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calculated along 〈111〉 direction for arbitrary longitudinal field ranging from 0 to 10
mT. Figure 4.4 shows the calculated muon polarization functions and this agrees with
the earlier published results by Celio [22]. The exact (dashed-dotted lines) and Celio
approximated (solid continuous lines) methods are compared. One interesting feature
of Fig. 4.4 occurs around the field ≈ 8 mT, the level-crossing resonance (LCR).
This level-crossing resonance occurs approximately when the muon Zeeman energy
splitting is approximately equal to the Cu quadrupolar splitting which resulted due
to the electric field gradient produced by the muon. The LCR provides an extremely
sensitive probe of the muon site. If the muon were to occupy a different site, with a
different muon-copper separation or different number of nuclei involved the form of
the muon spin depolarization function will change.

4.4.3 MnSi
Here MnSi is considered. For this sample the magnetic order and the muon site
are well described and already published [41, 99, 100]. A recent publication has
also clarified the uncertainty related to the presence of two interstitial muon sites
[99]. Multiple experimental and computational evidences have confirmed that only
a single muon site is occupied in the sample, differently from previous indications
[101].

Here, we give yet another confirmation of the position of the muon site based on
the dipolar interaction between the muon and Mn atoms in the sample. In order to do
so the EFG of Vzz = 3.1 · 1020 V/m2, (calculated from DFT) at Mn sites was used
[89].

Figure 4.5 compares the predicted polarization function of the muon using the
known muon site [102–104] and the bulk EFG, with the experimental data taken
at 150 K published in Ref. [99]. While the curve obtained without taking into
account the quadrupolar interaction drastically overestimates the depolarization, a
better agreement is found when adding the bulk EFG. Still a small but noticeable
deviation exists. This could be partially due to the difference between the ab initio
estimate end the experimental value of the EFG and to the neglected contribution
originating from the muon, which however is shown to be a small perturbation by
comparison of the µSR data with the NMR data [99]. We mention that a perfect
agreement is recovered by shifting the muon position slightly closer to the nearest
neighbouring Mn atoms, thus proving an estimate of the accuracy based only on the
data from the unperturbed crystal. Interestingly, the zero field polarization function
can also be used to identify the possible muon sites. This has been previously at-
tempted with the approach proposed here in La2−xSrxCuO4 [105], but starting from
the previous knowledge of a handful of possible muon sites

Here we compute instead the expected signal for a grid of 10× 10× 10 positions
in the unit cell. While faster options are available3, this example shows that arbitrar-
ily accurate quantum simulations as implemented in UNDI can already be used to
this aim. Indeed the whole simulation, that also requires powder averages, takes a
few hours on a single core of a consumer level laptop.

3For example, it has been shown that for sufficiently large spins a classical approach is accurate
enough and very efficient. Alternatively, the secular approximation can be used to estimate the second
moment of the field distribution causing the depolarization.
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Figure 4.5: Expected muon polarization in the presence (absence)
of the EFG on Mn atoms in MnSi, with Mn in (0.138,0.138,0.138)
and the known muon site having fractional coordinates (0.532, 0.532,
0.532). When considering only the bulk EFG as estimated from DFT,
the best agreement with the experiment is obtained with a muon po-
sition slightly closer to the three nearest neighbouring Mn nuclei,

namely (0.56, 0.56, 0.56).

In order to find the candidate sites we calculate the sum of the squared deviations
between the experimental points of Fig. 4.5 and the calculated signal for each posi-
tion of the grid in the time window between 0 and 5 µs. Each simulation is performed
by searching for the nearest neighboring Mn nuclei up to 1.6 times the shortest bond
length (roughly corresponding to a 1/4 ratio between the strength of the dipolar in-
teraction for the nearest and the farthest Mn nucleus) or up to 5 nearest neighbours.
The convergence of the Celio method is checked at runtime for each point and the
powder average is performed with the method of Ref. [106]. Interstitial positions
closer than 1 Å to Mn or Si atoms are rejected.

The set of points that best reproduce the experimental signal are shown in Fig.
4.6 where we only add the points that have up to twice the best sum of square de-
viations from the experimental points. The muon position is also visible as a green
sphere. Two interstitial positions are found to be compatible with the zero field µSR
observations: the best match is found with interstitial points shown in yellow, very
close to the known muon site, while a second set of points (orange) lie just slightly
more than 1 Å far from Si atoms. This second best match is unlikely to be present
given the short muon to Si distance. A third set of points (red) is again located close
to the known muon site.

Incidentally, similar results and conclusions were obtained in Ref. [101], which
however required a single crystal sample and a number of transverse field measure-
ments.
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Figure 4.6: Set of points providing the best agreement with the exper-
imentally measured zero field µSR data. The color code from yellow

to red reflects best to worse match.

4.5 Conclusion and further outlook
In conclusion, I have summarized the Celio approach for simulating the muon spin
polarization and have demonstrated this approach by computing the time evolution
of muon-spin polarization function in fluorides, Copper and MnSi. These cases also
provide a means to identify muon-stopping sites where dipole interactions provide a
quantum mechanical fingerprint that may be used to identify the muon state. With
the cases considered, one can immediately see the potentialities of an accurate anal-
ysis of muon nuclear interactions for the determination of the physical properties of
the sample, such as the disentanglement of magnetic interactions of electronic and
nuclear origin or the accurate estimation of the influence of charge ordered states on
µSR signals.
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CHAPTER 5

Magnetic ground state of Fe2P from experimental
and ab-initio modelling perspective.

In this chapter1, I present an accurate description of the magnetic transition and the
ground state order of Fe2P with two local probes: µSR and NMR. Also, I further
demonstrate by ab initio methods that characterizing the hyperfine coupling param-
eters of 31P nuclei and of the muon in its stable interstitial site allow to predict the
experimental features of NMR and µSR spectra of Fe2P.

5.1 Introduction
Fe2P based alloys have attracted much interest in the field of magnetocaloric re-
frigeration applications due to their first-order magnetic transitions (FOMT) coupled
to a magnetoelastic transition, which gives rise to a giant magnetocaloric effect in
the vicinity of their Curie temperature [107]. This transition has been shown to be
tunable across room temperature by suitable (Fe, Mn) and (P,Si)/(P,B) substitution
[108, 109]. Interestingly, it has also been proposed for energy harvesting applications
[110, 111] and real-case magnetocaloric refrigerators, that provide increased energy
efficiency and substantial environmental benefits compared to gas compression ther-
modynamic cycles [112–115]. Also, the parent compound Fe2P [116] exhibits this
FOMT with a much larger magnetocrystalline anisotropy (MCA) than FeMnPsi com-
pounds [117], making it rather a candidate material for permanent magnets. Indeed,
its Curie temperature (TC ≈ 220 K) is too low for most applications. However, TC
can be raised well above room temperature by suitable Si, Ni, or Co alloying while
preserving a MCA nearly as large as in the parent compound [118]. It is therefore ap-
parent that pure Fe2P, though not directly applicable in magnetic or magnetocaloric

1The contents of this chapter are already published on Physical Review Materials: Pietro Bonfà,
Muhammad Maikudi Isah, Benjamin A. Frandsen, Ethan J. Gibson, Ekkes Brück, Ifeanyi John On-
uorah, Roberto De Renzi, and Giuseppe Allodi. Ab initio modeling and experimental investigation
of Fe2P by DFT and spin spectroscopies. DOI: 10.1103/PhysRevMaterials.5.044411

https://journals.aps.org/prmaterials/abstract/10.1103/PhysRevMaterials.5.044411
https://journals.aps.org/prmaterials/abstract/10.1103/PhysRevMaterials.5.044411
https://journals.aps.org/prmaterials/abstract/10.1103/PhysRevMaterials.5.044411
https://journals.aps.org/prmaterials/abstract/10.1103/PhysRevMaterials.5.044411
https://journals.aps.org/prmaterials/abstract/10.1103/PhysRevMaterials.5.044411
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technology, shares most of its physics with the derived alloys, while it is possibly a
simpler system to model theoretically.

Fe2P has a complex hexagonal C22 structure with a space group P6̄2m (no: 189).
The primitive unit cell consists of nine atoms, three Fe1 iron atoms in 3 f sites, three
Fe2 atoms in the 3g sites, two P1 potassium atoms in the 2c sites and one P2 in
the 1b site [119, 120]. Below TC ∼ 220 K, Fe2P orders ferromagnetically (FM)
with magnetic moments directed along the c-axis. This magnetic structure has been
widely investigated and an inconsistency on the size of the magnetic moment of Fe1
characterized the first reports [116, 120–125].

All reports qualitatively agreed on a larger Fe2 moment with a localized char-
acter, and a reduced Fe1 moment typical of itinerant magnetism (a feature shared
by FeMnPSi alloys [126]). However, poor quantitative agreement on the size of the
Fe1 magnetic moment characterized early literature and, in addition, the presence
of helical states below TC was discussed [124]. A recent elastic neutron scattering
experiment[118] seem to finally settle the value of the two magnetic moments of Fe1
and Fe2 to be 0.8 µB and 2.11 µB respectively while also showing the presence of
sizeable local moments on Fe up to 30 K above the FM transition temperature.

Herein, the motivation of this work is threefold. First, the inconsistencies that can
be found in the sparse and often very old literature on Fe2P, as pointed out above,
demand clarification by newer experiments. Second, this study will guide the inter-
pretation of NMR and µSR experiments on Fe2P-based alloys of interest for applica-
tions. Third, our results benchmark and validate ab initio investigations of hyperfine
couplings that are shown to be extremely useful for experimental data analysis.

5.2 NMR

NMR experiments2 were carried out with finely powdered Fe2P samples, in order
to maximize the penetration of the radio frequency (rf) magnetic field. Spontaneous
and intense 31P signals were recorded in ZF measurements up to T ∼ 150 K. The
ZF spin echo amplitudes at 5 K and 77.3 K, are plotted vs. frequency ν in Fig.
5.1. The double peaked structure observed at low temperature, shown in the inset
of Fig. 5.1, was initially attributed to the couple of magnetically inequivalent P sites
of this system [129]. This structured peak should instead be associated with the
signal arising from two distinct contributions: the one from magnetic domains and
the one originating from domain walls (Bloch walls). This is indeed confirmed by
the application of a small external field which makes the structured peak evolve into
a single broad resonance.

The main panel of Fig. 5.1 shows 4 resonances in total with a single peak in the
range 70-75 MHz, and three peaks below 25 MHz. The mean frequencies obtained
from a multi-Gaussian phenomenological fit shown in the same figure are 14.8 MHz,

2NMR measurements were carried out in the university of Parma’s NMR EXA lab by colleagues
with a home-built phase-coherent spectrometer [127]. The NMR spectra were recorded by means of
a standard P − τ − P spin echoes pulse sequence, with equal rf pulses P of intensity and duration
optimized for maximum signal, and delay τ limited by the dead time of the apparatus. [128].
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18.2 MHz, 23.6 MHz and 72.7 MHz. Based on Mössbauer spectroscopy measure-
ments,[116, 130] 55Fe resonances are expected at 16 and 24 MHz. 3 The latter is
clearly visible while the former falls under 31P resonance and partially contributes to
the double-peaked structure observed experimentally. Based on this interpretation,
which is corroborated by first principles estimations discussed below, the hyperfine
field at P1 and P2 sites can be estimated in 4.5 T and 0.8 T respectively. From the
inset of Fig. 5.1 it is also evident that the hyperfine field at P1 sites has positive sign.

Figure 5.1: a) 31P1 NMR spectra at T = 5 K in ZF (domain wall
signal) and in applied fields approaching saturation of the magneti-
zation (domain signal). The inset shows the resonant frequency vs
applied field, the black line is a fit described in main text. b) ZF NMR
spectrum at T = 77:3 K: 31P2 (left panel, filled squares), 57Fe2 (left
panel, empty diamonds) resonance lines and 31P1 resonance (right
panel, filled circles). In both panels the lines are a multigaussian phe-
nomenological fit. Portions of the spectra containing just noise are

omitted for clarity.

5.3 µSR

The observed zero-field (ZF) µSR measurements4 are shown in Fig. 5.2. At low
temperature, the µSR signal exhibits oscillations characteristic of quasi-static long
range magnetic order (LRO) at the muon stopping site. These oscillations comprise
a single frequency, which suggests a single magnetically distinct muon stopping site

3The estimate is done by extrapolating the results shown in the supplemental materials of
Ref. [130] to T=77 K.

4µSR measurements were carried out by colleagues at PSI and TRIUMF on a powdered samples
of Fe2P pressed into small pellets that covered the whole muon beam.
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Figure 5.2: The local field at the muon site as a function of temper-
ature extracted from fits to ZF-µSR data collected at TRIUMF (blue
squares) and PSI (orange triangles). The vertical dashed line is the
Curie temperature (∼220 K) and the dotted line is a guide to the eye.
Inset: ZF-µSR data at T = 5 K. Orange dots and the solid black curve
represent the experimental data and best fit, respectively. The coher-
ent oscillations indicate the presence of a well-defined, static magnetic

field at the muon site due to the long-range FM order.

in the material or, more likely for this system, a single crystallographically distinct
site experiencing a range of fields centred on the field corresponding to muon preces-
sion frequency. The temperature dependence of muon precession frequency (or local
magnetic field, Bµ) confirms a FOMT in the system. Upon heating, the oscillating
frequency progressively reduces and is eventually lost at TC ∼ 220 K owing to the
first order magnetic transition. Still a fast depolarization due to Fe-spin correlations
survives up to 50 K above the transition, in agreement with the observation of mag-
netic moments on Fe atoms above the critical temperature.[130]. To parametrize the
oscillations, the first 0.3 µs of the spectra were fitted to a function

AZF(t) = aFM cos(2πνt + φ)e−λFMt + aBe−λBt (5.1)

where AZF is the muon spin polarization function under ZF. aFM, ν, φ and λFM
are the asymmetry, frequency, initial phase, and relaxation rate, respectively, arising
from internal field components that are perpendicular to the initial muon spin polar-
ization. aB and λB are the asymmetry and the relaxation rate arising from the internal
field contributions that are parallel to the initial muon spin polarization.

At 5 K, the best-fit frequency is ν = 53.72(1) MHz, corresponding to a magnetic
field magnitude of Bµ = ν/γµ = 0.3963(1) T, where γµ = 135.5 MHzT−1 is the
gyromagnetic ratio of the muon.
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5.4 Muon-stopping sites and hyperfine couplings at the
muon.

In order to characterize the origin of the contributions to the µSR signal, I performed
plane wave spin-polarized DFT calculations (implemented in Quantum ESPRESSO
package [131–133]) to locate the most probable muon-stopping site and assess the
degree of perturbation the muon-probe causes in the system.

I have utilized the generalized gradient approximation (GGA) proposed by Perdew
Burke and Ernzerhof (PBE)[134] and Projector Augmented Wave (PAW) [75] pseu-
dopotentials, required to reconstruct the core electrons polarization. The plane-wave
cutoff is 80 Ry while that for the charge density is 800 Ry. A 6× 6× 8 uniform
Monkhorst-pack (MP) [67] was used for the Brillouin zone sampling in the unit cell
while for muon interstitial sites calculation I have used a 2a× 2b× 3c supercell. To
describe the magnetism, I have used a Marzari-Vanderbilt [135] smearing of 5 mRy
while I chosen a Gaussian smearing of 20 mRy for a supercell calculations.

For all the calculations presented in this chapter, the experimental lattice parame-
ters a = b = 5.877 and c = 3.437Å [119, 120, 136], have been adopted even though
the structure optimisation show very little displacement smaller than 5 · 10−2 Å. The
above computational configuration successfully reproduced the ferromagnetic mag-
netic (FM) ground state of Fe2P with the energy difference 1.1 eV per unit cell be-
tween the FM and the non-magnetic configuration. The calculated magnetic moment
on the Fe1 and Fe2 atoms are 0.84 µB and 2.22 µB respectively in good agreement
with experiment [122, 123, 137, 138].

For muon-stopping site calculations, the set of initial muon locations and the
Fe2P atomic positions were fully relaxed in a 2a× 2b× 3c supercell until forces and
energy difference between optimization steps were smaller than 10−3 Ry/a.u and
10−4 Ry. A 4× 4× 4 Monkhorst-pack mesh grid was used for the supercell and
muon contact hyperfine field calculations. The initial guess for the muon calcula-
tions are 8 positions from symmetry reduced 4× 4× 4 uniform grid sampling and
additional 3 positions from the disconnected minima of the bulk electrostatic poten-
tial. The full list of initial positions used to perform the calculation and their final
relaxed counterparts are presented in Table 5.1.

From Table 5.1 above, ignoring symmetry equivalent relaxed positions, there are
five inequivalent candidate muon sites, labeled with letters from A to E in order of
increasing total energy, are reported in Table 5.2. The label A* indicates a slightly
displaced analogous of site A, with the distance dA−A* being 0.2 Å. The energy
difference between the two is within numerical accuracy, but their distance testifies a
rather flat potential energy surface that implies some degree of delocalization of the
muon wave function. This has been shown to have limited effects on the local field
at the muon site provided that the muon is not diffusing [139].
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Table 5.1: Summary of candidate muon stopping sites. The first 8
sites are from 4 × 4 × 4 uniform grid and the last 3 from the bulk

electrostatic potential.

wyckoffa (x, y, z)b (x, y, z)c

1 1a 0.00 0.00 0.00 0.0000 0.0001 0.0001
2 3g 0.00 0.25 0.50 0.0024 0.3274 0.5000
3 3 f 0.00 0.50 0.00 0.0000 0.5473 0.0074
4 6i 0.00 0.50 0.25 0.0002 0.5314 0.1038
5 3 f 0.00 0.75 0.00 0.0000 0.7068 0.0003
6 6i 0.00 0.75 0.25 0.0000 0.7054 0.0160
7 12l 0.25 0.50 0.25 0.0578 0.3595 0.4997
8 6k 0.25 0.50 0.50 0.0486 0.3535 0.5000
9 6k 0.10 0.35 0.50 0.0554 0.3572 0.4999

10 3 f 0.35 0.35 0.00 0.2959 0.2959 0.0038
11 2d 0.33 0.66 0.50 0.3320 0.6654 0.5001

a wyckoff number
b starting position
c final relaxed position

Table 5.2: Ab initio muon sites and contact hyperfine fields. The
columns are: site label α = A− E; fractional coordinates in the con-
ventional unit cell [Fe1 at (0.0,0.257,0.0), 3 f and Fe2 at (0.0, 0.591,
0.5), 3g]; total energy difference ∆E = Eα − EA; contact hyperfine

field in Tesla.

Label Wyckoff (x, y, z) ∆E(meV) BC (T)
A 3g (0.000, 0.328, 0.500) 0 -0.4274
A* 6k (0.052, 0.358, 0.500) 0 -0.5022
B 3 f (0.296, 0.296, 0.000) 280 -0.4573
C 2d (0.333, 0.666, 0.500) 690 -1.7049
D 3 f (0.000, 0.545, 0.009) 760 -
E 1a (0.000, 0.000, 0.000) 1120 -

This difference originates from the convergence criteria used for structural relax-
ation that stop after reaching a flat region of the potential energy surface and leave
the muon in a lower symmetry site with 6k wyckoff position that is however only
∼ 0.2Å away from the 3g site. In conclusion, our results indicate that the muon is
likely to be trapped in a 3g site.

Notably, the positions A and B are just 0.5 Å and 0.3 Å away from the absolute
minimum and the second lowest minimum of the electrostatic potential, while site C
corresponds exactly to the position of the third relative minimum of the electrostatic
potential (see inset in Fig. 5.3). A similar behavior was found in muon site calcula-
tions performed on FeCrAs that shares the same space group as Fe2P[29]. Finally,
the largest displacement induced by the muon on the neighboring magnetic atoms is
smaller than 0.5 Å.
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Figure 5.3: Bar plot of the contributions to the local field Bµ (green)
at four muon sites (A-C), compared with the experimental value (red
dashed lines, sign unknown): dipolar (gray), Lorentz (blue), and con-
tact (yellow). Inset: the Fe2P unit cell with Fe1, Fe2 magnetic mo-
ments as orange and red arrows, respectively. Brown and mauve
spheres are Fe, P atoms and the muon sites are labeled A-C. The min-
ima of the unperturbed electrostatic potential, Umin, are shown by the

yellow isosurfaces at Umin + 0.2 eV.

Further, using Eq. (2.24) in Chap. 2, I have calculated the muon contact hyper-
fine field at the stopping sites, the values of which are reported in Table 5.2 (fourth
column). The local fields at the muon sites, shown in Fig. 5.3, are instead in much
better quantitative agreement with the experiment. From a quick inspection of the
various contributions it is immediately recognized that the long range dipolar contri-
butions (sum of BDip and BLor) is almost zero for site A and B, and the local field at
the muon sites mainly originates from the Fermi contact term. The comparison with
the experimentally measured local field is equally good for both site A and B, with
the former showing slightly better agreement. Admittedly, while the highly symmet-
ric site A reproduces the experimental results with better than 10% accuracy, a small
displacement bringing the muon to site A* results in a misprediction of the order
of 30%. An improved estimate of BC could be obtained by taking into account the
muon wavefunction delocalization, [139] but this is beyond the scope of the present
investigation and probably of limited interest. It is however certain that position A
represents an occupied muon site in the sample. A partial occupation of site B be
cannot be ruled out and should be considered in future analysis of µSR data of al-
loys since it is compatible with experimental observations and muon sites branching
ratios are not directly proportional to the embedding energy differences.

5.5 Hyperfine couplings at the P nuclei
To further, characterize the NMR signals in the low temperature magnetic phase, a
full electron calculation were performed to calculate the hyperfine parameters for P
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nuclei. The Wien2k [140] and Elk package [141] package were used for this purpose.
For Elk, in order to achieve convergence of hyperfine fields estimates, a dense

k-point grid of 10× 10× 12 MP is used while atomic positions were kept fixed in
the experimentally reported values. A plane-wave cutoff of |G + K|max = 9/RMT

min
(RMT

min is the average of the muffin-tin radii in the unit cell) was used for the expansion
of the wavefunction in the interstitial region. The muffin-tin radius for Fe and P are
1.98 and 2.17 a.u. and respectively. The number of empty states was increased until
it reached 40% of valence states and spin-orbit coupling was considered. For Fe, we
moved semi-core s states to the core and treated them with the full Dirac equation
including core polarization. In the Wien2k code, the Dirac equation is solved with
the collinear spin formalism and the magnetization is assumed to be directed as the
valence magnetization. An equally valid assumption is to consider it to be in the
opposite direction. In this case, 12× 12× 8 MP was used and muffin-tin radii were
2.35 and 1.83 a.u. for Fe and P respectively.

The approach for the calculation of the hyperfine field for the muon described in
Chap. 2 is similar to that for the nuclei both for the long-range dipolar contribution
(treated as classical magnetic dipoles) and the short-range Fermi contact contribu-
tion except that that for the contact term, the spin density at the P nuclei is actually
averaged over the Thompson radius in order to account for relativistic effects [142].
Contrary to hyperfine fields in 3d transition metals, where core s orbitals give rise
to the dominant contributions, the contact field at the P sites dramatically depends
on valence electrons’ spin polarization and an accurate description of the latter is
mandatory. Finally, the short-range dipolar contribution due to p orbitals on P atoms
is non negligible and contact, short range and long range dipolar terms all apprecia-
bly contribute to the final estimate. The results for both Wien2k and Elk calculations
are reported in the Table 5.3 below.

Table 5.3: Hyperfine field at the P nuclei in the low temperature fer-
romagnetic phase obtained with Elk and Wien2K with magnetic mo-
ments parallel to the c lattice vector. All values are in Tesla and are
obtained from simulations including spin orbit interaction. The num-
bers appearing in the brackets are the standard deviation of the two
estimates of the contact part obtained with the two different methods
implemented in Elk. A positive sign indicates that the spin polariza-
tion of a given contribution is the same as that of Fe-d orbitals, there-
fore producing a positive coupling in ferromagnetic Fe2P, a negative

sign means opposite.

Code Nuc. BC Banis
DipSR Banis

Dip Biso
exp

√
5/2Banis

exp

Wien2k
P1 3.8 -1.0 +0.11 3.83(4)a 0.73(2)a

P2 0.3 0.20 +0.19 0.94(4)b 0.28(2)b

Elk
P1 4.0/3.2 -0.8 +0.11 3.83(4)a 0.73(2)a

P2 0.2/0.7 0.1 -0.19 0.94(4)b 0.28(2)b

a Data from applied field NMR.
b Data from ZF NMR

The calculated hyperfine field at P1 and P2 sites shown in Table 5.3 provides
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the attribution of the NMR peaks. The contact term accurately reproduces the exper-
imental bulk B(iso)

h f for P1 while the comparison for P2 is seemingly less accurate.
The field shift of a signal originating from domain wall, like our zero field signal for
P2, is of the order of the long range dipolar contribution. In view of the unknown
domain wall structure this provides a systematic error in our zero field data analy-
sis, that can also be approximately quantified by comparing the local field obtained
from bulk and wall signals for P2, which is 0.9 T. This systematic error has the same
magnitude of the uncertainty of the computational estimate, as it is evident from the
comparison of the values referring to equivalent quantities appearing in Table 5.3, so
that the present analysis of the experimental data is still perfectly adequate for our
comparison purpose. In light of this, the small deviation between the predicted and
experimental isotropic contribution at P2 is not surprising.

The analysis of the anisotropic part requires more care. In Table 5.3 the experi-
mental Banis

exp , that represents the average of the anisotropic broadening over all direc-
tions, is multiplied by

√
5/2 in order to compare it with the anisotropic contributions

generated by the short range and long range dipolar interactions described ab inito.
The experimental values reported for P2 are small and the systematic error due to the
lack of domain wall description makes it difficult to draw meaningful comparisons.
On the other hand, in applied field, at saturation, BLor and BDemag cancel out and, as
a consequence, for Fe2P, only BDipSR and BDip contribute to the anisotropic part. A
good quantitative agreement is obtained in this case for P1.

5.6 Conclusions
In summary, I have presented an investigation of the in-field and zero-field magnetic
order of Fe2P using 31P NMR and µSR. A detailed characterization of the micro-
scopic coupling between electrons and P nuclei or the muon in Fe2P allowed to iden-
tify the microscopic origin NMR and µSR resonances in the ferromagnetic phase of
this compound.

I have also shown that, DFT based simulations can accurately describe the ground
state of Fe2P with simple GGA functionals and also the microscopic contributions to
hyperfine coupling parameters could therefore be obtained straightforwardly for both
P nuclei and the muon. In addition, the computational prediction allowed to identify a
previously mis-attributed signal from 31P nuclei that can be associate with the 1b site,
an information to be used in future experiments. This work completely characterizes
the signal of two technique of election for the characterization of magnetic properties,
thus providing an important base for further analysis of different alloy compositions.
Finally, I show that by evaluating the local fields at the muon sites for a candidate
magnetic structure, the field experienced by the muon at this site can be compared
with the corresponding observed muon precession frequency.
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CHAPTER 6

High-throughput design and implementation for
muon-site and hyperfine calculations

In this chapter, I describe the high-throughput approach I have developed to automate
the calculation protocols and steps of finding the muon-stopping sites and estimat-
ing their hyperfine interactions. The HT approach is benchmarked in 16 magnetic
compounds, while the limitations and setbacks are also pointed out and discussed.

6.1 Introduction
The protocols for the determination of the muon sites and estimating the hyperfine
field from first principle with DFT calculations are well established and have been
utilized to successfully investigate the properties of compounds including those of
superconducting, magnetic and semiconducting compounds [25, 143]. The com-
prehensive knowledge of the implantation site and local interactions of the positive
spin-polarized muons in the samples are necessary to aid in a wholesome analysis
of the experimental µSR spectral data. For example, in the previous chapter (Chap.
5) they allowed to characterize the magnetic ground state of Fe2P [144]. The calcu-
lation protocols utilized for site identification and hyperfine calculations include the
following steps; initializing the trial initial guesses of the muon sites, generating the
supercell structure, atomic position relaxation of each of these initial guesses in the
supercell with DFT, ensuring convergence of the optimization iterations, collecting,
analyzing the optimized results and further self-consistent DFT and post process-
ing calculations for hyperfine interaction analysis. But then, carrying out the cal-
culations following these protocols are both resource and task intensive, performed
sequentially step after step with a lot of human intervention required to track and
coordinate the calculations. Another, the process of tracking the calculation history
and the changes within these steps are performed manually. Hence, to use these cal-
culation protocols expertise in the method is required as they are not user friendly for
a regular user.
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However, with the advent and success of the DFT-based high-throughput (HT)
approach together with available databases for the storage of electronic structure
properties [145–154], the way in which large calculations and "human" DFT cal-
culation are performed is fast changing. The automated frameworks and database
in the HT approach have opened the possibility to automatically run, manage and
analyze large number of calculations over long periods of time. For DFT based
HT approaches, there already exist a number of automation and management inte-
grated platforms such as AiiDA (Automated Interactive Infrastructure and Database
for Computational Science) [155, 156] and also electronic structure databases such
as the Bilbao crystallographic server [157–160] and Materials Project [161].

The intent of this chapter is to present the developed automated workflow for
muon calculation protocols to aid in µSR data analysis. This HT approach is then
demonstrated and applied to search and identify the muon implantation sites and
calculate hyperfine interactions in a set of 16 magnetic compounds1. The workflow
is embedded on the existing integrated AiiDA platform to produce calculations based
on DFT while making using of the Bilbao database to access the input structures.
The HT approach and automation is of particular importance and interest for muon
calculations to ameliorate the tedious manual tasks in running, managing and storing
calculation data and also encouraging the reproducibility of calculation results. HT
approaches are proven to be very successful for a wide range of purposes in material
design and discovery [162], but the still face important challenges in the case of
magnetic materials [163, 164] which are of particular interest in this work. These
challenges constitute part of the final discussion.

The main aim in the development of the workflow is not exclusively that of im-
proving accuracy, but rather to find the compromise that ensures automation and
timely computations while producing sufficiently reliable results. We have omit-
ted modelling the muon charge states, as this will double the computational effort
required and also only sparsely sampled initial muon positions have been consid-
ered. The results of the workflow benchmark however, indicate that these factors
not considered are relevant to achieve reliable results. These then constitute further
improvements to be implemented in the later versions of the workflow, as limitations
due time and computational resources hinder their implementation and benchmark at
this time.

The chapter is organized as follows; first I discuss the database and selection
criteria for the compounds invesitgated in this study, followed by the methodology
which contains description of the AiiDA platform and the developed workflow. Then,
I proceed to show the application and benchmark of the workflow in the selected
magnetic compounds. The results allow us to identify and discuss the success as well
as the limitations of the HT workflow (at its current stage), while providing insights
for further work, particularly that of extending the workflow to accommodate the
approaches of improving the treatment of magnetism within DFT.

1The reported workflow at its current state was developed, tested and improved in a step after
step process, hence some of the reported benchmark results on the 16 magnetic compounds are not all
entirely reproduced with the latest reported version of the workflow.
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6.2 Material overview: Database and selection crite-
ria

Here, I discuss the range of materials applicable for HT calculations in this work
considering that the aim is to search and identify stopping positions for muon treated
as a hydrogen impurity together with their hyperfine interactions towards aiding the
µSR experimental analysis. DFT calculations have been used to study the muon in a
wide range of materials, including in superconducting and magnetic compounds [23,
26–33]. But then, for this work we consider only magnetic systems where the muon
hyperfine interactions (often calculated by DFT) play important roles.

At this point, I discuss the database where the input structures needed to initialize
the calculations within the workflow are taken from and the selection criteria for the
materials considered in this study.

6.2.1 Database: Crystal and magnetic structures
The input crystal structures and magnetic order are accessed from the MAGNDATA
[159, 160] database of the Bilbao crystallographic server [157, 158]. Each of these
crystal and magnetic structures are stored in the magnetic crystallographic informa-
tion file (magCIF or mcif) where crystal space groups, magnetic symmetry and
magnetic space groups are used to describe the atomic positions and magnetic order.
This database is open access and reported to contain thousands of experimentally
known magnetic structures. However, for the purpose of this work, I restrict the
search and selection of magnetic structures from this database considering the fol-
lowing criteria;

• Only magnetic structures where experimental µSR results are available are
considered. This is necessary to provide a means to benchmark the workflow
results. We expect to lift this criteria once the workflows are successful bench-
marked and certified to produce desired results.

• Only collinear commensurate or incommensurate magnetic structures (limited
to single wavevector structures) are considered, to avoid complex magnetic or-
derings which often result to magnetic frustrations, or huge exchange interac-
tions eg. disordered systems, spin glasses, etc. This is because it is well-known
that most of these compounds with ’complex’ magnetism are problematic for
the conventional DFT [62, 63] and are also one of the major challenges faced in
DFT-based HT computations [163–166]. Even though, this problem has been
widely tackled with beyond DFT approaches but their implementation in HT
automation is quite far from trivial as they are mostly parameter dependent on
a case by case basis. Only simple magnetic orders are considered.

• Only the ground state (low-energy) magnetic structures at T=0 K are consid-
ered since, DFT is a ground state theory.

• Structures with partial occupation of the atoms were also not considered.
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• Structures where Lanthanides and Actinides are the magnetic specie were avoided,
as the treatment of strongly localized f -electrons pose problems for conven-
tional DFT and in most case the inclusion of spin-orbit coupling (SOC) is
necessary which is not considered at the current stage of this workflow.

The crystal and magnetic structure of the 16 selected magnetic structures that
satisfy the above criteria are listed and plotted in Fig. 6.1.

Figure 6.1: Magnetic structures and its representative spacegroup and
index from MAGNDATA database.

6.3 Methodology
In this section I describe the details of the DFT calculations and as well describe the
workflow based on DFT for the identification of muon sites and hyperfine parameters
calculation.

6.3.1 DFT Computational Parameters
The workflow described later in this section is fully based on DFT. For all calcula-
tions, spin-polarized plane-wave DFT as implemented in Quantum ESPRESSO [131–
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133] restricted only to the collinear formalism was used. I have used the Perdew-
Burke-Ernzerhof GGA [65] for the exchange correlation functional and the GBRV
high-throughput ultrasoft pseudopotential library [167]. For all structural optimiza-
tion a plane-wave and charge density cutoffs of 60 Ry and 600 Ry were used re-
spectively. These values were increased by a factor of 1.1 for a single self-consistent
run for the muon hyperfine interaction calculations. The Gaussian smearing [168]
with width of 0.05 Ry was used for all calculations. A na × nb × nc Monkhost-Pack
grid [169] was used for the Brioullion zone sampling, such that the number of grid
points along each direction ni is dependent on the respective crystal coordinate. For
this, a minimum grid spacing of ρk = 0.2 Å−1 was used with ni = d|bi|/ρke2,where
bi represents the crystal coordinates in the reciprocal axes. The magnitude of the
starting magnetization (to break the magnetic symmetry) was chosen by scaling the
magnitude of the magnetic moment by a factor of 1/3 if the magnetic specie is from
the p block and factor of 1/5 if from the d block.

To search and identify the muon stopping sites we use the supercell method al-
ready described in Sec. 3.8 of Chap. 3, thus the workflow is based on this approach.
This approach requires the generation of the initial positions for the muon using uni-
form grid positions that are further reduced considering the crystal symmetry. For the
muon search calculations, the initial muon position was generated using a 4× 4× 4
grid where the grid dimension is increased by 1 if the generated symmetry reduced
position is less than 4. For the treatment of the muon, we have considered only the
charge neutral impurity case. Another, is the choice of the supercell size to treat the
muon impurity. Here, the supercell is created starting from the magnetic unitcell and
the size is chosen such that nearly cubic supercell structures are achieved with a fur-
ther limitation on the minimum and maximum number of atoms allowed (set to 60
and 200 respectively)3. Typical sizes of the supercell used are 2× 2× 2, 2× 2× 1
or 2× 2× 3 of the magnetic unitcell size. For geometry optimization and relaxations
to find the minimum energy positions, total forces and energies were optimized till a
threshold of 10−3 a.u and 10−4 Ry respectively.

6.3.2 Workflows and automation strategy within AiiDA
Here, I describe the workflow for the muon calculations. The workflow is written in
python, designed and implemented to function under the AiiDA integrated platform.
AiiDA is a python infrastructure designed to enable automation, manage and track
calculation data, and supports the usage of external DFT codes via plugins [155, 156].
In addition, it allows one to create and implement workflows including those linked
to multiple computers. Other advantages with Aiida is that it is open source, has a
number of inbuilt standard workflows and functions that facilitate the implementation
of the algorithm for muon calculations. In all, it is python based allowing us to
make use of python libraries like pymatgen, ASE, spglib and MUESR etc. in
the workflow. For tracking and managing calculations, the PostgreSQL database
backend supported in AiiDA was used. It is important to note that special care has

2Where the notation d|bi|/ρke is define as the mathematical ceiling function of |bi|/ρk
3Exception; This condition was not adopted for the supercell size used in calculations for MnO,

NiO and CoAl2O4 because the calculations were already carried out prior to introducing this condition
in the workflow.
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been taken to design the workflow in a modular way with functional building blocks,
which allows to re-use some existing standard AiiDA workflows for other purposes
e.g. querying calculations. The workflow python scripts are available on github
website and the calculation data are stored in nodes at local drive hosted on the
UNIPR HPC cluster 4.

I now describe the workflow for the HT muon calculations. The graphical rep-
resentation of the workflow is presented in Fig.6.2. The workflow is initialized by
extracting both the crystal and magnetic order symmetry from a magnetic cif file
(.mcif) accessed from the MAGNDATA database. The obtained crystal structure is
then used to identify the atomic species and further select the pseudopotential files.
The crystal symmetry is used to generate the initial guess positions for the muon
search. Also, using the crystal symmetry, the supercell size for the calculation is
determined and the supercell structure is then generated.

Figure 6.2: Graphical representation of the muon calculation protocol
workflow implemented in AiiDA. The boxes in orange color represent
calculations where the results are stored as nodes in the database and

can be always queried, the boxes in green are of those not stored.

Next, the magnetic order is translated with the new atomic positions in the su-
percell. After which, the DFT relaxation input files are generated for each of the
Nµ initial guess muon positions (details of the other input parameters are described

4The data is available on request.
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above in Sec. 6.3.1). The next step is to proceed with the DFT geometry optimiza-
tion or relaxation. These calculations are run in parallel and managed with the AiiDA
JobCalculation function and scheduler classes. With the data provenance
that is provided by AiiDA and the implementation in the workflow, calculations were
tracked for crashes and restarted for jobs that are not converged.

At the end of the relaxation, to analyze the possible candidate implantation site(s),
the Nµ relaxed muon positions are clustered considering symmetry equivalence of
these sites and same relaxed total DFT energies. In the clustering algorithm, relaxed
sites that are equivalent within a symmetry tolerance of 0.05 Å, distance tolerance
of 0.01 Å and same total DFT energies within 0.05 eV are considered similar site(s)
and subsequently grouped within one cluster. At this juncture, it is important to point
out that sites within same cluster though are of same crystal symmetry, might have
different magnetic environment which influences the spin density at the muon and
in turn the muon hyperfine field. After clustering there are nµ clusters of candidate
sites where nµ < Nµ. The total DFT energy differences within each cluster is an im-
portant quantity for the identification of the muon implantation site(s), clusters with
relative energy difference above 0.6 eV (typical muon zero point vibration energy
[139]) are usually not considered probable sites for the muon.

The next step in the workflow is to compute the contact hyperfine interaction for
candidate representative site(s) of each cluster. Within each cluster, representative
site(s) for further calculation is chosen such that site(s) with distinct magnetic envi-
ronment (magnetic symmetry) has a candidate representative. Thus, if each cluster
has one representative site, it entails that all the site(s) within the cluster have same
magnetic environment. Further, a one-shot self-consistent DFT calculation and post-
processing (to obtain the spin density at the muon) are performed for each represen-
tative muon site in the cluster, with the atomic positions shifted such that the muon
position is at the origin. The shift is necessary to accommodate accurate estimation
of the spin density at the muon (muon hyperfine quantity see Sec. 2.5) considering
the possibility that none of the FFT grids might be centered at the muon position [26].

The dipolar contribution is then computed using the MUESR python library and
adopting the experimental magnetic moment instead of the one from DFT calcula-
tions. In order, to compute the total muon local field, an average of the summation
of the contact and dipolar field for the sites of same magnetic environment within
the cluster is performed. Then, the results are printed and plotted for each magnetic
sample, as shown and used for discussions in the next section.

At this point, it is important to point out that the data contained in the AiiDA
provenance and subsequently stored in the database are only inputs and outputs of
DFT calculations, these steps are also represented in the workflow diagram in Fig.
6.2 with orange colored boxes. But then with the querying tool and the assignment of
PK (primary key) and UUID (universally unique identifier) to data in AiiDA, these
analysis can always be recovered with the classes and functions implemented in the
workflow.

6.4 Application and case studies
In this section, I present the results obtained from using the muon calculation work-
flow for the 16 magnetic samples considered in a case by case study. For each of the
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magnetic samples used for the benchmark of our workflow, their properties including
space group, magnetic order, experimental (µexp) and calculated magnetic moments
(µDFT) are summarized in Table 6.1. The query tool available in AiiDA was used
to obtain both the input magnetic moment from the magnetic cif file and calculated
magnetic moment from DFT calculations. Also in Table 6.1 the µSR experimental
observed muon local fields Bµ is shown, if only one field is reported, it implies that
only one distinct muon site is revealed by experiment, hence two and three fields
mean that there are two and three distinct sites respectively. These observed local
fields at the muon constitute experimental information that we will use to bench-
mark our workflow. Thus, with the workflow we intend to find the muon sites and
hyperfine field that characterize the experimental results.

Table 6.1: Summary of the relevant properties of the considered mag-
netic compounds

Stoichiometry
Magnetic
species

Space group
Magnetic
ordering µEXP (µB) µDFT (µB)

Bi
µ =

2πνi
µ

γµ
(T = 0K)

(Tesla)

LaFeAsO Fe CmmCe AFM 0.63 [170] 2.13
B1

µ = 0.0221, B2
µ = 0.2066

[171]

BaFe2As2 Fe I4/mmm AFM
0.87

[172–176] 2.10
B1

µ = 0.0516, B2
µ = 0.2095

[177–179]

La2NiO4 Ni Bmeb AFM 1.6 [180] 1.24
B1

µ = 0.0148, B2
µ = 0.2656

[181, 182]

LiMnPO4 Mn Pnma AFM 3.9 [183, 184] 4.13
B1

µ = 0.5165, B2
µ = 0.5902

[185, 186]

LiCoPO4 Co Pnma AFM 1.0 [183] 2.47
B1

µ = 0.3040, B2
µ = 0.3541

[185, 186]

LaMnO3 Mn Pnma AFM 3.87 [187] 3.10
B1

µ = 0.6264, B2
µ = 0.9503

[188, 189]

Li2MnO3 Mn C2/m AFM 2.35 [190] 2.39
B1

µ = 0.1756, B2
µ = 0.3232

[191]

CoF2 Co P42/mnm AFM 2.60 [192] 2.51
B1

µ = 0.2287
[193, 194]

MnF2 Mn P42/mnm AFM 4.60 [195] 4.15
B1

µ = 1.1200, B2
µ = 9.4973

[196]
CoAl2O4 Co Fd3̄m AFM 1.9 [197] 2.34 B1

µ = 0.1070 [198]

MnO Mn Fm3̄m AFM 5.66 [199] 4.07
B1

µ = 1.1436
[200, 201]

NiO Ni Fm3̄m AFM 2.45 [202] 1.33 B1
µ = 0.4523 [203]

CoO Co Fm3̄m AFM 3.98 [204] 2.38
B1

µ = 0.3977, B2
µ = 0.5784,

B3
µ = 1.1067 [203]

V2O3 V I2/a AFM 1.15 [205] 1.21 B1
µ = 0.1107 [200]

Fe2O3 Fe R3̄ AFM 4.22 [206] 3.39
B1

µ = 1.5420, B2
µ = 1.6379,

B3
µ = 1.6600 [207–209]

Cr2S3 Cr R3̄ AFM 1.199 [210, 211] 2.50
B1

µ = 0.2376, B2
µ = 0.2877

[212]

For each of the magnetic samples, the plot printed at the end of the workflow
is shown. To read them consider the common legend contained in Table 6.2. For
example in Fig. 6.3, the results for LaFeAsO is shown. For each of these plots, the
horizontal axis represents the muon cluster nµij, where i is the cluster index and j
to distinguish different magnetic environment within each cluster. On the vertical
axis to the left is the muon local field in Tesla (for the bar plots) and to the right is
energy in eV (for the red dots). The dashed horizontal line(s) running through the
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plots indicates the experimental muon local field (in Tesla) to the left vertical axis.
To analyze these plots one has to consider that candidate sites (clusters) with relative
total energy above 0.6 eV are not probable sites for the implantation of the muon
considering that the zero point vibration of the muon of this order, hence only low
energy sites are considered possible implantation sites.

Table 6.2: Explanation of the symbols and axes in the workflow result
(Figs. 6.3-6.14)

x-axis Muon site clusters, the first number identifies
crystallographically equivalent sites, i.e. the cluster,
the letter identifies magnetically inequivalent sites
in the same cluster.

y-axis (left) Calculated local magnetic field (height of the bar graph).
y-axis (right) Calculated total energy difference to the lowest one

(cluster 1, by definition).
Horizontal lines Experimental local fields: when more than one,

color lines are used to different fields in order of black,
yellow, cyan etc. to distinguish fields in order of
decreasing asymmetry

6.4.1 LaFeAsO
LaFeAsO crystallizes in the Cmme (no. 67) parent space group and has an antiferro-
magnetic order where Fe is the magnetic specie [170]. The µSR measurement reports
two local field (see Table 6.1) for the muon at zero pressure [86]. In benchmarking
the results of our workflow, we aim to determine the muon sites that characterize
these local fields. Within the workflow, calculations were performed for a 2× 2× 1
supercell. The workflow result is plotted in Fig.6.3 and shows that three distinct sites
(cluster) were found. For cluster site 3, there are two distinct magnetic environment,
even though the two sites are symmetrically equivalent and have same energy. How-
ever, the these sites (3a and 3b) are ruled out as not probable for the muon to stop
as they have energy above 0.6 eV. The probable sites are site 1 and site 2. The lo-
cal fields at these sites account for the low and high experimentally determined field
(dashed horizontal lines) respectively. In this compound, our workflow predicts the
muon sites and assigns the local field at the muon site within the calculation accuracy.
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Figure 6.3: Workflow results for LaFeAsO, see Table 6.2 for details
of symbol description.

6.4.2 BaFe2As2

BaFe2As2 is of the parent space group I4/mmm (no. 139) and has AFM order where
Fe is the magnetic specie [172]. Two muon precession frequncies were observed at
0 K [177–179, 213]. A 1× 2× 2 supercell was utilized for calculations within the
workflow. The workflow results are plotted in Fig.6.4. Site 3 is not considered as it is
a high energy site above 0.6 eV. However, site 1 and site 2 are the candidate sites and
they both account for the experimental high and low fields respectively at the muon.
Also, in this compound the workflow provides excellent prediction of the muon sites
and fields.

Figure 6.4: Workflow results for BaFe2As2, see Table 6.2 for details
of symbol description.

6.4.3 La2NiO4

La2NiO4 crystallizes in the Bmeb (no. 64) space group and is an antiferromagnet
where Ni is the magnetic specie. [180]. A 2× 2× 1 supercell was used for calcula-
tions within the workflow and the results are plotted in Fig. 6.5. Here the workflow
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results in two sites (clusters) below 0.6 eV, whose local field account for the exper-
imental observed field [10, 181]. In this compound our workflow is successful and
provides clear explanation of experimental results.

Figure 6.5: Workflow results for La2NiO4, see Table 6.2 for details
of symbol description.

6.4.4 LiMPO4, (M = Co2+, Mn2+)
LiCoPO4 and LiMnPO4 crystallize in the orthorhombic crystal structure with the
Pnma (no. 62) space group. They are AFM insulators [183, 214] and exhibit large
magnetocaloric effects [215, 216]. Workflow calculations were performed for a 1×
2× 2 supercell in both compounds.

For LiMnPO4, the results are plotted in Fig. 6.6a. Experiment indicates that there
are two distinct sites with two local field [185, 186] (see Table 6.1 ). In this case, even
though our workflow results give three distinct sites (clusters) with energies less than
0.6 eV, the calculated muon local field at these muon site(s) are clearly and largely
over-estimated in comparison with experiment. This is a case, where the workflow
predicts correctly the muon site(s) but fails badly to account for the local field at the
muon.

For LiCoPO4, the results are plotted in Fig. 6.6b. Here also, experiment reveals
that there are two distinct sites [185, 186]. Our workflow provides four candidate
cluster sites, where within each cluster, two distinct magnetic environment exist. The
calculated local field of the two lowest energy sites are in agreement with experiment.
In this case, the workflow is fairy successful for the muon site calculation.
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Figure 6.6: Workflow results for (a) LiMnPO4 and (b) LiCoPO4 , see
Table 6.2 for details of symbol description.

6.4.5 LaMnO3

LaMnO3 crystallizes in Pnma (no. 62) space group. It is an antiferromagnet where
Mn is the magnetic specie. [187]. A 2× 2× 2 supercell was used for calculations in
workflow. The results are plotted in Fig. 6.7. Here experiment [189, 217] reveals two
distinct sites. The results of our workflow also predicts two distinct cluster sites with
energy less than 0.6 eV. However, the calculated field at both sites are clearly under-
estimated in comparison with experiment. This is another case like LiMnPO4, where
the workflow predicts correctly the muon localization sites but fail to reproduce the
local fields.

Figure 6.7: Workflow results for LaMnO3, see Table 6.2 for details
of symbol description.

6.4.6 Li2MnO3

Li2MnO3 crystallizes in the monoclinic crystal structure of the C2/m (no. 12) space
group. It is an antiferromagnetic insulator [190]. A 2× 2× 1 supercell was used
for calculations within the workflow and the results are plotted in Fig. 6.8. Here,
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experiment reveals two distinct sites with local field 0.3232 T and 0.1756 T at T=0
K [191]. The results of our workflow provide three low energy sites with a slight
overestimation of the calculated local field.

Figure 6.8: Workflow results for Li2MnO3, see Table 6.2 for details
of symbol description.

6.4.7 MF2 (M=Co, Mn)
Both CoF2 and MnF2 crystallize in the P42/mnm (no. 136) space group and are
antiferomagnets [192, 218] where Co and Mn are the magnetic specie respectively.
For both structures, a 2× 2× 3 supercell was used for the muon site calculations.
The candidate sites and their respective total field from the workflow are plotted in
Fig. 6.9a and Fig. 6.9b.

For CoF2, experiment reveals only one distinct site with muon local field of
0.2288 T [193]. The result of our workflow predicts two candidate muon sites whose
calculated local field are in agreement with experiment. The workflow provides a
decent description of the muon sites and field in this sample.

For MnF2, experiment reveals two distinct muon sites with low and high local
field at 1.12 T and 9.50 T [196], but then with the workflow, three low energy sites
were found, and only the low energy local field was reproduced with the workflow.
None of the local field at predicted sites accounts for the high field found from ex-
periment.
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Figure 6.9: Workflow results for (a) CoF2 and (b) MnF2, see Table
6.2 for details of symbol description.

6.4.8 CoAl2O4

CoAl2O4 crystallizes in the Fd-3m (no. 227) space group. It is antiferromagnetic
where Co is the magnetic specie [197]. Structural relaxations were carried out in
a 2 × 1 × 1 supercell. The workflow results are plotted in Fig. 6.10. The µSR
experiment indicates that there is only one site with local field of 0.1070 T [198].
However our workflow predicts two (cluster) sites. The calculated local field at the
lowest energy site is in fair agreement with experiment.

Figure 6.10: Workflow results for CoAl2O4, see Table 6.2 for details
of symbol description.

6.4.9 MO (M=Mn,Ni,Co)
MnO, NiO and CoO have the rock-salt structure and crystallize in the Fm-3m (no.
225) space group. They are antiferromagnets (type-II) characterized by the propaga-
tion vector k =

[
1
2 , 1

2 , 1
2

]
[199, 202, 204]. The magnetic structure consists of (111)

sheets of magnetic atoms in which the spins are parallel, but the spin direction alter-
nate in the adjacent sheet. For both MnO and NiO a 2× 1× 1 supercell was used for
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structural relaxations within the workflow, as the magnetic unitcells are large enough
and contain 64 atoms. The workflow results are plotted in Fig. 6.11a and Fig. 6.11b.

For MnO, µSR experiment reveals only one muon site with local field of 1.1436
T [200, 201]. The workflow results predicts four distinct symmetry inequivalent
muon sites with nearly degenerate energy. Also the local field at these sites are not in
agreement with that from experiment. This is an example where the workflow fails
in assigning both the muon sites and the local field.

For NiO, even though the workflow provides a single muon site in agreement
with experiment but then the muon local field is highly underestimated.

For CoO, structural relaxations were performed for a 2× 3× 2 supercell (of a 8-
atom ’primitive’ magnetic unitcell). The workflow results are plotted in (Fig. 6.11c).
µSR experiment reveals three distinct muon sites [203] and also the workflow results
predict three low energy candidate sites. The calculated hyperfine fields at these
predicted candidate sites are in decent agreement with experiment.

Figure 6.11: Workflow results for (a) MnO, (b) NiO and (c) CoO, see
Table 6.2 for details of symbol description.

6.4.10 V2O3

V2O3 crystallizes in the I2/a (no. 15) space group and orders antiferromagnetically
and the magnetic specie is Vanadium [205]. Structural relaxations were performed
with the 2× 2× 2 supercell and the results of the workflow are plotted in Fig. 6.12.
Only one distinct site with 0.1107 T is revealed from µSR experiment [200, 217] but
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our workflow provides two low energy sites of which the local field on both sites are
in agreement with experiment.

Figure 6.12: Workflow results for V2O3, see Table 6.2 for details of
symbol description.

6.4.11 Fe2O3

Hematite (α-Fe2O3) is a semiconductor and crystallizes in the R-3c (no. 167) space
group. It orders antiferromagnetically below the Morin temperature with spins align-
ing along the [111] ([003] in the hexagonal cell) direction (with a tilt of 5-15◦

[206, 219–221]). Structural relaxations within the workflow were performed with
a 2× 2× 1 supercell and the workflow results are plotted in Fig. 6.13. µSR ex-
periment reveals three local fields [207–209] but then our workflow reveals only two
candidate sites and only one of the experimental local fields is accounted for from
the calculations.

Figure 6.13: Workflow results for Fe2O3, see Table 6.2 for details of
symbol description.
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6.4.12 Cr2S3

Chromium Chalcogenide, Cr2S3 crystallizes in the R-3 (no. 148) space group with
AFM order [222]. Structural relaxations were carried out with a 2× 2× 1 supercell
and workflow results are plotted in Fig. 6.14. Here, the workflow provides four
low energy candidate muon sites in comparison with two distinct sites revealed from
experiment [212]. The calculated local fields of the two lowest energy site(s) are in
fair agreement with that from experiment but then there is no clear understanding of
the site assignment with the workflow results.

Figure 6.14: Workflow results for Cr2S3, see Table 6.2 for details of
symbol description.

6.5 Discussions
From the case studies described above, we can discuss the capabilities of the work-
flow for the purpose of identifying the muon implantation site(s) and calculating the
muon hyperfine interaction in magnetic compounds. The benchmark with the se-
lected magnetic compounds indicate that generally the workflow is more reliable in
identifying the muon stopping sites than in estimating the hyperfine field at the muon
site. One of the reasons why the workflow is less successful for the local field cal-
culation is because the accuracy in calculating the contact contribution (to the local
field) is strongly dependent on the optimum level of the input computational parame-
ters used and the accuracy in the description of the electronic and magnetic properties
[26]. Another reason is that the effects of the muon vibrations have not been consid-
ered in calculating the contact contribution 5. To analyze in particular, the results of
the workflow in calculating the local field, we plot in Fig. 6.16 the deviation between
calculated and experimental local field. Also in Fig. 6.15, we plot the percentage de-
viation of the calculated muon local field from experiment for each of the magnetic
compounds. From Fig. 6.15, one notable failure of the workflow is on LiMnPO4,
where the deviation of the calculated value from experiment is above 500%. The
problem with this compound is that the contact hyperfine contribution to the local
field on this compound is expected to be vanishing [223], but then our workflow

5There is 1 to 18% correction to the contact hyperfine field due to this effect [139]
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Figure 6.15: Plot of the calculated local field deviation (∆B =
(Bµ

Calc − Bµ
Expt)/Bµ

Expt in percentage) as a function of experimental

local field Bµ
Expt in Tesla of only the lowest energy muon-stopping site

for each compound, where Bµ
Calc is the local field in Tesla calculated

with the workflow.

results predict a large contact contribution. For all the magnetic compounds consid-
ered, the mean absolute percentage deviation (MAPD) is 84% but then if we exclude
the LiMnPO4 results, MAPD becomes 45%. This shows that generally our workflow
is above 50% accurate in calculating the local field at the muon site.

In general, the workflow produces reliable results (for both the stopping sites
and local field) in agreement with experiment in three of the compounds considered;
LaFeAsO, BaFe2As2 and La2NiO4. However, for a number of other compounds,
the workflow results do not provide enough useful details for understanding the ex-
perimental data. By studying the trend of the results, three major setbacks why the
workflow fails have been identified, they include; (i) insufficient initial muon trial
positions, (ii) the muon charge states were not considered and (iii) poor treatment of
the electronic correlation. In the workflow, only the neutral supercells where used for
calculations, however most of the magnetic compounds considered are antiferromag-
netic insulators, and it has been shown [23, 25] that the muon charge is important for
insulators unlike for metals where they are effectively screened. Thus, improvements
in the subsequent version of the workflow include considering the muon charge in the
use of a charged supercell.

Another particular feature of some of these magnetic compounds is that they
are well known to be ’problematic’ for conventional DFT [224–226]. For example,
MnO is a prototype for the implementation of advanced theories in DFT to account
for electron correlations, since the conventional DFT predicts it to be a metal where
it is actually a Hubbard insulator [226]. Also, another challenge with the conven-
tional DFT, is the accurate estimation of the magnetic moment as this is required for
accurate quantitative estimation of the contact contribution to the hyperfine, this very
relevant for systems where this contribution is dominant. Approaches to account for
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Figure 6.16: Plot of the calculated local field Bµ
Calc against the ex-

perimental local field Bµ
Expt in Tesla of only the lowest energy muon-

stopping site for each compound. The solid black linear line (y=x with
slope of 1) provides a guide to the deviation of Bµ

Calc from Bµ
Expt.

the electronic correlations with the conventional DFT are widely well developed but
their application to proper calculations are either parameter dependent, not general
for all compounds and have to be carefully applied on a case by case basis. These
are challenges to be tackled in the HT approach for muon calculations. Also, it is
well known that HT computations based on DFT pose a series of challenges in deal-
ing with magnetic materials due to these limitations [163, 164]. Addressing these
challenges consist of the future work and improvements to be implemented in the
workflow.

6.6 Conclusion and Future work
In conclusion, in this chapter, I have described and provided a HT approach to auto-
mate the different levels of calculations for finding the muon site and estimating the
hyperfine interactions. The workflow created for this purpose is implemented on the
AiiDA integrated platform with calculations to be carried by standard DFT imported
via the AiiDA plugins. The workflow has been benchmarked on 16 magnetic com-
pounds and they have allowed to understand the workflow capabilities, its limitations
and the likely implementations to consider to further improve the workflow in order
to provide reliable results.

To improve the workflow for muon calculations and solve the challenges encoun-
tered, future work include; considering the effects of the muon charge states, fine
sampling of the muon initial guess positions and implementing the approaches to
treat electronic correlations such as the DFT+U, where fixed U values are to be used
for each atomic specie. Even though it is well known that U values have to be consid-
ered for each compound but then this is expected to improve a lot the description of
the electronic correlations and at least allow to reproduce the qualitative behaviour of
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the bands in the vicinity of the Fermi level, which will in turn improve the workflow
results. Another approach might be to instead adopt the strongly constrained and ap-
propriately normed semilocal DFT (DFT+SCAN) which is not parameter dependent
but then there are bottlenecks with calculation convergence for this approach.
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CHAPTER 7

Magnetic properties and effects of muon charge
localization in Cr2S3

In this chapter, I present the study of the electronic and magnetic properties of Cr2S3
as well as the study of the muon site(s) and its charge localization in this compound
by first-principle calculations. Before continuing, it is worthwhile to point out that
one of the motivation for this study is related to the previous chapter, where I have
shown that conventional DFT implemented in the muon HT workflow failed to pro-
vide the description of the muon localization in Cr2S3 probably because of poor
treatment of the electron correlation. Hence, here I implore the use of more opti-
mized approaches, beyond the standard DFT to understand the electron correlation
effects on the properties of Cr2S3 and the localization of the muon in this compound.

7.1 Introduction
Chromium Chalcogenide, Cr2S3 is of interest because of the colossal magnetoresis-
tance property it exhibits that is promising for applications in spintronics and elec-
tronic devices [227, 228]. The magnetic, electric and transport properties have been
studied. Earlier magnetization measurement [229] has shown that Cr2S3 has very
weak spontaneous magnetization and is a ferrimagnet (FiM) with Curie tempera-
ture of 120 K. Neutron diffraction measurement [222] has shown that the magnetic
structure is collinear, has three distinct magnetic sublatices which are ordered an-
tiferromagnetically, where the FiM is suggested to arise from spin canting of the
magnetic moment. However, another study [211] reports that FiM arises due to the
existence of differences in the three distinct crystallographic Cr sites. Studies using
X-Ray Magnetic Dichroism (XMCD) suggest an itinerant nature of d-electrons of
Chromium [230]. Also, µSR [212] has been employed to study the magnetic prop-
erties of Cr2S3 where two distinct muon precession frequency ν1(0) = 39 MHz
(0.2878 T) and ν2(0) = 32.2 MHz (0.2376 T) were observed at low temperature and
sulphur deficiency was shown to drastically alter the magnetic properties.
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Despite the broad interest on Cr2S3, only but few theoretical investigations [231–
233] are found on the electronic and magnetic properties of Cr2S3. They only re-
ported results do not properly consider the effects of electronic correlations and the
magnetic order. Thus, in order to understand how these quantities affect the elec-
tronic and magnetic properties of Cr2S3, I have carried out collinear DFT, DFT+U
and DFT+SCAN (Strongly Constrained and Appropriately Normed) calculations in
the unitcell. The effects of the magnetic order on the electronic properties of the
system are discussed. Further, with the more accurate treatment of the electron cor-
relation effects, I now proceed to recalculate the muon stopping sites and hyperfine
interactions while also discussing the localization of the muon charge.

7.2 Computational details
Spin-polarized plane-wave DFT calculations were performed using the Quantum
Espresso code [82, 83]. The generalized gradient approximation (GGA) parametrized
by Perdew-Burke-Ernzerhof (PBE) [134] was used for the exchange correlation po-
tential. We have also considered the role of electron-electron interaction on Cr-d or-
bitals by using the Hubbard U method [234] implemented to describe the exchange
correlation function. The value of Ueff = U − J = 4.08 eV was used in this work
determined by the linear response method [224, 235]. Also, I have treated the elec-
tronic correlations with the DFT+SCAN (meta-GGA) approach. DFT+SCAN has
been shown to predict the band gaps correctly [236] and is also able to take into ac-
count the electronic correlation effects without the use of free parameters. For DFT
and DFT+U calculations, the projected-augmented wave (PAW) [75] was used for the
pseudopotentials while for the DFT+SCAN, I have used the norm-conserving pseu-
dopotential of the Troullier-Martins type [237]. The plane wave cutoff of 100 Ry was
used while for the charge density thi cutoff was increased by a factor of 10 for DFT
and DFT+U calculations, and by a factor of 4 for DFT+SCAN. The Brillouin zone
was sampled using a 9× 9× 8 Monkhorst-Pack [67] grid. The Marzari-Vanderbilt
[135] smearing function with width of 0.005 Ry was used.

In order to estimate muon-stopping-sites and spin densities at the muon sites,
I have performed DFT+U calculations (with same U value as above) with a 2a ×
2b × 1c supercell of Cr2S3 where the muon is treated as an impurity. Each of the
supercells contain 120 Cr and S atoms and 1 muon. Here both the positively and
neutral charged supercells were used to model µ+ and µ respectively. For relaxations
with the supercells, a 2× 2× 2 Monkhorst-Pack grid of k-point was used while a
denser 4× 4× 4 grid was used for the estimation of the spin density in a single scf
run. The initial guess positions for the muon consists of points from the symmetry
reduced 5 × 5 × 5 uniform grid. Structural relaxations where performed to total
energy and total force thresholds of 1 · 10−4 Ry and 1 · 10−3 a.u respectively.

7.3 Results and Discussion
DFT structural relaxations of the Cr2S3 unit cell are in good agreement with ex-
periment. Cr2S3 crystallizes in the R-3 (no. 148) space group [238] with lattice
parameters a = b = 5.94, c = 16.7 Å where the three distinct Cr atoms occupy
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the 3a, 3b and 6c positions with the coordination (0, 0, 0), (0, 0, 0.5) and ±(0, 0, z)
respectively, and the S atom occupies the 18 f positions with ±(x,y,z) coordinates.
The unit cell is shown in Fig. 7.1, each of the distinct Cr atom is octahedrally coor-
dinated by six S atoms. The structure is characterized by face sharing (between Cr1
and Cr3 along the c axis) and edge sharing (between Cr2 and Cr3, also between Cr3a
and Cr3b along the a− b axis) between neighbor polyhedral complexes. Also, in the
unit cell layers of Cr2 and Cr3 atoms are separated by a Cr1 layer along the c axis.

Figure 7.1: The unit cell of Cr2S3 with the polyhedra showing the
octahedral coordination.

7.3.1 Magnetic order and electronic properties
In order to understand the effects of the magnetic order on the electronic properties,
I have considered three different spin alignment on the Cr atoms, hence distinguish-
ing three orders labelled AF1, AF2 and FM. The summary of the magnetic orders
and calculations are presented in Table 7.1 for relaxations with DFT, DFT+U and
DFT+SCAN calculations. From Table 7.1, one can observe that DFT calculations
predict AF1 as the lowest energy magnetic order while the FM order is the lowest
energy for both DFT+U and DFT+SCAN calculations, where electron correlation
effects were taken into account. But then, observing the magnetic moment on both
the Cr and S shows interesting behaviour relevant for the description of the electronic
structure for each magnetic ordering. Of interest is the significant induced moment
(≈ 8% of those on Cr ) on S atoms with opposite polarization to the moment on Cr
for the FM order for both DFT+U and DFT+SCAN calculation. This together with
the slightly different moment value on each Cr specie, results in an absolute total
magnetization (∑ |m|) that is not equal to zero for AFM labelled orders and also not
equal to the total magnetization (∑ m) of the cell for the FM labelled orders.
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Table 7.1: The magnetic order and total energy differences ∆E in eV
with respect to AF1 for DFT, DFT+U and DFT+SCAN are reported.

The moments m in µB on Cr and S are presented.

Order † Label ∆E(eV) m(Cr1) m(Cr2) m(Cr3a) m(Cr3b) m(S)

DFT
↑↑↓↓ AF1 0.0 2.483 2.425 -2.414 -2.414 -0.002
↑↓↑↓ AF2 0.1125 2.453 -2.430 2.423 -2.461 0.005 ‡

↑↑↑↑ FM 0.3595 2.613 2.686 2.638 2.638 -0.044

DFT+U
↑↑↓↓ AF1 0.0 2.925 2.915 -2.913 -2.913 0.002
↑↓↑↓ AF2 0.0408 2.908 -2.940 2.916 -2.925 0.003 ‡

↑↑↑↑ FM -0.1241 2.944 3.039 3.007 3.007 -0.232

SCAN
↑↑↓↓ AF1 0.0 3.012 3.014 -3.050 -3.050 0.016
↑↓↑↓ AF2 0.0236 3.023 -3.034 3.045 -3.039 0.015 ‡

↑↑↑↑ FM -0.1469 3.035 3.095 3.120 3.120 -0.251

† The order of the spin arrangement is for Cr atoms with the sequence (Cr1, Cr2, Cr3(a), Cr3(b))
where 3a and 3b distinguishes the equivalent Cr3 atoms in the 6c position.

‡ In this magnetic order, the moment S, takes two values, the one in the table and -0.001, 0.021 and
-0.001µB for DFT, DFT+U and SCAN respectively.

The calculated moment on each Cr for all cases are overestimated in comparison
with those of experiments (2.05µB [239], 2.07µB [229] and 1.2µB [240]). The large
value of the magnetic moment on Cr is an indicator of the itinerant nature of the
d-electrons already pointed out in Ref. [230]. Also, the fact that the behaviour of the
magnetic moments are significantly different with each magnetic ordering suggest
that the electronic properties of Cr2S3 is indeed magnetic order dependent.

I now discuss the density of states (DOS) of the AF1 and FM labelled structures.
The DOS and projected density of states (PDOS) are shown in Fig. 7.2. The plot
shows very small band gap approximately 0.45 eV for DFT, 0.35 eV for DFT+U
and 1.0 eV for SCAN for the AF1 structure. As expected, the 1.0 eV gap from
SCAN is in better agreement with 1.1 eV of experiment [231]. I now discuss the
contribution of the atomic orbitals in the vicinity of the Fermi level. From Fig. 7.2,
the dominant contribution are from orbitals with S-p and Cr-d character. But then,
for DFT calculation, the Cr-d have the larger contribution but this is not the case with
DFT+U and SCAN where the S-p contribution dominates. This variation is due to the
better accurate treatment of electronic correlations with the beyond DFT approaches
and most likely accounts for the failure encountered for the muon calculations with
DFT, presented in the previous chapter (Chap. 6). I now take into considerations
these electronic correlations and perform the muon calculations with DFT+U using
the AF1 structure1.

1This is also the experimentally identified magnetic structure
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Figure 7.2: The density of states (gray background) and projected
density of states (Cr and S) for both the majority spin (↑) and mi-
nority spin (↓) channel of both AF1 and FM (for DFT, DFT+U and

DFT+SCAN calculations). The zero energy is set to the VBM.

7.3.2 Muon-stopping sites and hyperfine interactions
The structural relaxations with supercells for the muon search reveal two distinct
inequivalent candidate stopping sites for each of the charge-neutral (0) and charge-
positive (+) state. The summary of the sites together with the DFT+U estimated
contact contribution to the hyperfine field is reported in Table 7.2, while the sites are
shown in the unitcell together with the minimum of the electrostatic potential in Fig.
7.3. In both charge states, sites B+ and B0 can safely be ruled out as they are of high
energy ≈ 1 eV, even larger than a typical muon zero point vibration energy.

Table 7.2: The calculated muon-stopping sites for both muon-charge
states and their respective energy difference ∆E in eV. DFT+U calcu-

lated hyperfine contact field BDFT
Cont in Tesla.

Charge Label Muon site, rµ ∆E (eV) BDFT
Cont (T)

+
A+ (0.4895, 0.4853, 0.4931) 0.0000 +0.0327
B+ (0.3333, 0.6667, 0.5630) 0.9495 -0.6126

0
A0 (0.4911, 0.4866, 0.4934) 0.0000 +0.0520
B0 (0.1781, 0.1810, 0.4145) 0.9965 -0.1966

Sites A+ and A0 are of low energy and thus are probable sites for the muon
implantation. Both sites even though of different charge states are symmetrically
equivalent. These sites are attracted to the electronegative sulphur atoms and form
unequal bonds with them with µ-S distance of 1.47 Å and 1.80 Å and S-µ-S angle
of ≈178◦. The nearest Cr atom to both sites is at distance of ≈ 3 Å. Considering
that in µSR measurement for Cr2S3 [212] two distinct muon sites with local field of
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Figure 7.3: The figure show the calculated candidate sites listed in
Table 7.2 and the minmium of the electrostatic potential (yellow iso-

surface). The figure is visualised using VESTA [88].

0.2878 T and 0.2376 T were observed, the muon stopping sites in Cr2S3 are those of
the symmetry equivalent site(s) (A+ and A0) with different charge states. Hence, I
proceed to account and discuss these observed muon local fields at these sites.

In order to calculate the muon local (Bcalc = BDip + BCont, see Chap. 2 for
details) an estimate of the dipolar and contact contribution is required, these quanti-
ties are dependent on the muon sites and the magnetic moment. Dipolar calculations
were performed using the the relaxed positions for Cr and S in the supercell with the
muon impurity and the AF1 structure was adopted. Already, the DFT+U calculated
values of the contact contribution BDFT

Cont are reported in Table 7.2. However, we have
pointed out above that calculations from DFT+U over-estimate the magnetic mo-
ments, thus one way to proceed is to estimate the magnetic moment by calculating
the local field at the muon over a range of moments and then compare with experi-
ment. But before this, the calculated contact field contribution from DFT has to be
rescaled with each of the new Cr moment mCr as;

BCont = BDFT
Cont ·

mCr

mDFT
Cr

(7.1)

where mDFT
Cr = 2.93µB. The calculated muon local field Bcalc for magnetic moment

ranging from 1 to 3.5 µB are plotted in Fig. 7.4a for sites A+ and A0, where the hori-
zontal lines indicate the experimentally observed local field at the muon Bexp. Edges
of the grey shaded vertical lines are used to indicate where the Bcalc and Bexp meet,
which are at Cr moments of 1.82 µB and 2.15 µB. Another, approach to calculate the
best fit magnetic moment with both sites (1 and 2), is to find the magnetic moment
that minimizes the relation;

χ =
√[

(B1
calc − B1

expt)/B1
expt
]2

+
[
(B2

calc − B2
exp)/B2

exp
]2. (7.2)

This relation is plotted in Fig. 7.4b and the Cr moment that minimizes the relation
is ∼2 µB. Hence the plots in Fig. 7.4 show that site A+ accounts for the higher
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muon local field of 0.2877 T, while A0 accounts for the 0.2376 T field. Our muon
calculations predicts that the Cr moment is within the range of 1.82 to 2.15 µB in
very good agreement with experiments (2.05µB [239] and 2.07µB [229]).

(a) (b)

Figure 7.4: (a) Calculated local field at muon sites, A+ and A0 as a
function of Cr moment. Horizontal red (0.2376 T) and blue (0.2877
T) line] are observed µSR fields [212]. (b) Plot of the relation in
Equation (7.2) as a function of Cr moment. The solid vertical line in
both plots is at Cr = 1.94 µB, the moment that minimizes the relation,

Equation (7.2).

This shows that indeed DFT overestimates the calculation of the magnetic mo-
ment. I further plot in Fig. 7.6 the contributions to the local field using the DFT+U
moment (Fig. 7.5a), to show this overestimation and then also another plot (Fig.
7.5b) to show agreement with experiment using the muon calculations determined
Cr moment of 1.82 µB. In all, the accurate muon calculation results show that the
failure of our workflow discussed in the previous chapter (Chap.6), is due to inaccu-
rate treatment of the electron correlation effects in Cr2S3.

(a) (b)

Figure 7.5: Bar plot of the contributions (dipolar (brown)), contact
(blue)) to the local field (red and blue dashed lines are experiment
values): with (a) DFT+U moments size, (b) mCr = 1.82µB, the lower

bound of the shaded area in Fig. 7.4a.

7.3.3 Muon-charge localization
Now, I discuss the localization of the muon charge in both the charged and neutral
supercells. The localization of the muon charge is shown with the isosurface charge
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density plots in Fig. 7.6. The plot shows that for Cr2S3 the muon charge is pre-
dominantly localized at its implantation site while also a significant localization of
the muon charge is found on the nearest S atom bonding to the muon at a distance
of 1.47 Å. Also reducing the isosurface level in Fig. 7.6, one also finds that a little
fraction of the charge is located at the next nearest bonding S atom at 1.80 Å. Unlike
in Fe2O3 [209] and Cr2O3 [241] were the localization of large fraction of the muon
charge (in the neutral charged regime) on the neighbour transition metal atom leads
to the formation muon-polaron complex, here only negligible fraction of the muon
charge are found on Cr for the charge neutral supercell. This negligible charge also
do not show any splitting of the Cr-d level states.

Figure 7.6: Isosurface plots of the muon charge for the (a) charge-
positive A+ (green spheres) and (b) charge-neutral A0 (black sphere)

for ∼0.003 eV/A3 iso-level.

7.4 Conclusion
I have studied from first principles the electronic and magnetic properties of Cr2S3
as well as the muon sites and interaction in this compound. Results of the calcula-
tions indicate that accurate treatment of electron correlation beyond DFT is required
to describe properly the properties of the system. The electronic properties of Cr2S3
were shown to be strongly dependent on the magnetic ordering. I have gone fur-
ther to identify the muon sites, of which together with analysis of the muon local
field allowed to predict with µSR the Cr magnetic moment in agreement with other
experiments.

Finally, results of this chapter have provided insights on possible approaches to
implement in the improvement of the workflow for high-throughput muon calcula-
tions, particularly that of better treatment of the electron correlations not fully cap-
tured within the standard DFT.
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CHAPTER 8

Summary and Conclusion

The results presented in this thesis have demonstrated the effectiveness of the first
principle approaches in identifying candidate muon stopping sites and understanding
their local interactions in order to support the analysis of µSR experimental data.
These first principle approaches based on DFT involve a number of calculation pro-
tocols that require intensive human intervention, thus I have also presented a high
throughput approach developed to automate these protocols.

In the first three chapters, I have presented the µSR experimental and DFT theo-
retical backgrounds underlying the findings presented in this thesis together with the
practical calculation procedures and protocols for finding the muon site and hyper-
fine interactions. In chapter four, I have described the efficient approach by Celio for
the simulation of the muon time dependent spin polarization on the quantum level
and I have demonstrated its usage in fluorides, copper and MnSi.

In chapter five, to characterize the ferromagnetic ground state of Fe2P, we have
used first principle calculations to provide improved understanding of data from µSR
and NMR spectroscopic measurements. Here, using the supercell calculation strat-
egy and protocols, we have accurately identified where the muons stop in this com-
pound and as well the muon hyperfine coupling constants which allowed to interpret
the µSR data. Also, the hyperfine coupling constants at the P nuclei calculated from
first principle allowed to characterize NMR peaks, all providing a complete analysis
of the FM phase of this compound.

Further in chapter six, I present an automatic workflow embedding all the time
consuming procedures of muon sites calculations and based on the existing AiiDA
integrated platform, that allows for automation, managing, storing data and track-
ing the calculation history. Automation within the DFT based HT approaches is
well known to encounter a number of challenges, as beyond conventional DFT ap-
proaches for improved treatment of electronic correlation are known to be case by
case dependent, hence providing setbacks for automation. But then as a starting
point, we have presented in this thesis, the workflow for the muon calculation pro-
tocols limited to implementation with only conventional DFT. The workflow was
benchmarked on 16 selected magnetic compounds from the MAGNDATA database.
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Results of the benchmark show that while automation and efficient data management
and storage were achieved, the workflow is more accurate in the determination of the
muon implantation site(s) than in calculating the hyperfine fields. Also, as expected,
the benchmark shows that the workflow accurately reproduces the experimental re-
sults in compounds where conventional DFT describes correctly the electronic and
magnetic properties while it fails in compounds where beyond DFT approaches are
required to treat electronic correlations. Further work to improve the accuracy of this
approach is to introduce in the workflow a more general parametrized beyond DFT
approaches at least to ensure that core material propertied are captured.

To this end, we have considered in chapter seven the role of improved first prin-
ciple treatments of electronic correlations in Cr2S3, one of the magnetic compounds
considered in the benchmark above. Expectedly, correlations play important role in
the magnetic ground state of this compound and their improved treatment allowed
to properly identify the muon implantation sites, hyperfine interactions and roles of
muon charge localization in this compound.
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