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geoENV2020

Preface

The 13th International Conference on Geostatistics for Environmental Applications (geoENV2020)
was scheduled in Parma, Italy on July 2020. The international health crisis affected the conference,
which was initially postponed to June 2021 and eventually replaced by a one-day virtual event on

June 18, 2021 with the presentations of the keynote lecturers.

This book contains the abstracts and extended abstracts submitted to the conference and focusing
on geostatistics applied to different fields such as: climate change, ecology, natural resources,
forestry, agriculture, geostatistical theory and new methodologies, health, epidemiology,
ecotoxicology, inverse modeling, multiple point geostatistics, remote sensing, soil applications,
spatio-temporal processes and surface and subsurface hydrology. The Scientific Committee initially
selected about 100 abstracts and 68 contributions were confirmed to be published in these
proceedings.

The next geoENV conference (geoENV2022) will be held in Parma, Italy on June 2022. We expect

more colleagues from all over the world to join this international event next year.
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DOWNSTREAM PROPAGATION OF GEOCHEMICAL FOOTPRINTS IN THE TIBER RIVER
CATCHMENT (CENTRAL ITALY) ASSESSED THROUGH A CODA APPROACH

Caterina Gozzi (1)* - Antonella Buccianti (1) - Gerd Rantitsch (2) - Orlando Vaselli (1) - Barbara Nisi (3)

University of Florence, Department of Earth Sciences (1) - Montanuniversitit Leoben, Geology and Economic Geology
(2) - Cnr-igg Institute of Geosciences and Earth Resources (3)

* Corresponding author: caterina.gozzi@unifi.it

Abstract

Climate change scenarios project an exacerbation of spatiotemporal variations in water cycle dynamics. These
changing conditions also affect the Mediterranean catchments, which are suffering drier climate and declining
water resources. Within complex and dynamically inter-connected structures of drainage systems, these
variations also have a great influence on the inner dynamics of the sediment routing system. Sediment
particles and dissolved solids from erosional source regions rarely present a smooth, uniform and continuous
pattern from sources to sinks, but rather exhibit a non-linear behavior. In fact, forcing effects such as climate
change, anthropic impacts and topographic gradients are able to strongly influence these efflux mechanisms.
Large alluvial systems such as the Tiber River catchment, the largest in central Italy (17,156 km?), have the
ability to homogenize or even radically transform incoming geochemical signals during downstream
propagation due to the joint contribution of heterogeneous geological-topographical environments and
multiple anthropic pressures (Gozzi et al., 2019). In the present study, the chemical composition of stream
sediments collected in 2018 from the Tiber River and its main tributaries is analyzed and interpreted in the
light of a wide dataset of hydrochemical data. The research aims to investigate physicochemical weathering
and transport processes from the up- to the down-reaches of the basin. In order to achieve this goal, advanced
statistical methods and graphical-numerical elaborations based on a Compositional Data Analysis approach
were applied to process the acquired data. Changes in data variability and pairwise robust Mahalanobis
distances were calculated in a compositional context to investigate the transmission of the chemical footprints
from the source to the sink and its resilience to changing environmental conditions. In this framework,
Compositional Data Analysis appears to be the adequate tool to capture all these features, enabling the

detection of potential pollution events or climate-induced modifications.

Gozzi, C., Filzmoser, P., Buccianti, A., Vaselli, O., & Nisi, B., 2019. Statistical methods for the geochemical characterisation
of surface waters: The case study of the Tiber River basin (Central Italy). Computer & Geosciences 131, 80-88.
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THE EFFECT OF GLOBAL WARMING ON THE MEDITERRANEAN REGION USING A
TYPICAL SPECIES (ARBUTUS UNEDO L.)

Maria Margarida Ribeiro (1)* - Alice Maria Almeida (2) - Maria Joao Martins (3) - Manuel Lameiras
Campagnolo (3) - Saki Gerassis (4) - Paulo Fernandez (5) - Teresa Albuquerque (6) - José Carlos
Gongalves (1)

Research Centre for Natural Resources, Environment and Society (cernas) - Instituto Politécnico de Castelo Branco (1)
- C4 — Centro de Competéncias em Cloud Computing (c4-ubi), Universidade da Beira Interior (2) - Forest Research
Centre, School of Agriculture, University of Lisbon (3) - University of Vigo, Department of Natural Resources and
Environmental Engineering (4) - Instituto Politécnico de Castelo Branco, Escola Superior Agrdria (5) - Research
Centre for Natural Resources, Environment and Society (cernas) - Instituto Politécnico de Castelo Branco and Ict-
university of Evora (6)

* Corresponding author: mataide@ipcb.pt

Abstract

The Mediterranean region experience now temperatures ~1.3°C higher than during 1880-1920, compared with
an increase of ~0.85°C worldwide. Impacts on the Mediterranean forest due to climate change suggest a trend
in species migration from south to north and inland to coastal areas. In addition, under this threat, forests may
disappear from drier areas. The risk of forest fires will increase a warmer and drier climate and can be further
increased by the accumulation of highly flammable biomass in summer. The impact on the forest economy
can be extremely severe. It is expected a reduction in productivity, an increase in fire risk, and in the risk of
pests and diseases, making forest investment unattractive, resulting in increased forest abandonment. Our aim
is to model, from an ecological point of view, a typically Mediterranean species widely distributed in the
Mediterranean region, the strawberry tree (Arbutus unedo L.). Through niche modelling, it is possible to
reveal the impact of environmental factors on the distribution of strawberry tree habitats using contrasting
global warming scenarios. Two different approaches were used aiming at modelling the species’
environmental suitability: maximum entropy (MaxEnt) and the convex-hull with Tukey depth approach (CH-
Tukey). Both methods were applied to 11487 species presence points, together with a matrix of environmental
covariates (bioclimatic and physiographic attributes). Bayesian networks were used in a GIS-based decision-
making system to infer the value of the most relevant environmental covariates conditioning strawberry tree
environmental suitability. Current and future climate data were obtained from WorldClim. The strawberry
tree's vulnerability to the effects of global climate change was examined using two emission scenarios (RCP

4.5 and 8.5), leading to the prediction of species' spatial distribution in 2050 and 2070.

Forest management policy should reflect the impact of climate change on usable areas for forestry, considering

species adapted to Mediterranean regions and forest fires such as the strawberry tree.

Acknowledgements: This work was supported by operation Centro-01-0145-FEDER-000019 - C4 - Centro de Competéncias
em Cloud Computing, cofinanced by the European Regional Development Fund (ERDF) through the Programa
Operacional Regional do Centro (Centro 2020), in the scope of the Sistema de Apoio a Investigacao Cientifica e Tecnologica
- Programas Integrados de IC&DT; and by Fundacao para a Ciéncia e a Tecnologia I.P. (FCT) through the Forest Research
Centre, Portugal, project UID/AGR/00239/2019 and through the CERNAS, Portugal, project UID/AMB/00681/2019.
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IDENTIFICATION OF CLIMATE IMPACTS ON WATERSHEDS USING UNSUPERVISED
MACHINE LEARNING

Velimir V. Vesselinov (1)*

Los Alamos National Laboratory, Computational Earth Science (1)

* Corresponding author: vov@lanl.gov

Abstract

Watersheds are complex systems in which various physical processes impact their state and behavior. The
model representation of watersheds is challenging and typically demands computationally intensive multi-
physics, high-resolution numerical simulations. The calibration of watershed models, as well as model
prediction of the future conditions in the watersheds, is very challenging as well. Here we present the
application of advanced unsupervised machine learning (ML) methods to understand watershed behavior
better. ML is applied to extract dominant features present in the model outputs which characterize import

physics processes.

Unsupervised Machine Learning (ML) methods are powerful data-analytics tools capable of extracting
important features hidden in large datasets without any prior information. Recently, we have developed a
series of algorithms for unsupervised ML are based on matrix and tensor decomposition. Our ML codes (called
NMFk/NTFk/NTNKk) are on GitHub (https://github.com/orgs/TensorDecompositions). The web site includes

are also example and test problems how our ML codes can be applied to solve a diverse set of problems.

A series of watersheds in Southwestern U.S. has been simulated using a set of different models. The model
outputs have been analyzed to characterize model predictions related to attributes such as the evaporation,
precipitation, stream flow, soil moisture, etc. A series of common temporal features have been identified across
the watersheds, which allow us to group the basins with similar temporal behavior. Differences in the
temporal watershed behavior are classified as well. The analyses allow for efficient transfer information

between watershed to predict unknown feature states and behavior.
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FIRST GEOSTATISTICAL MAPPING OF INDOOR RADON CONCENTRATIONS DATA IN
FRANCE

Jean-Michel Metivier (1) - Claire Greau (1)

Irsn (1)

* Corresponding author: jean-michel. metivier@irsn.fr

Abstract

Radon is a colorless and odorless radioactive gas, naturally present in soils, in greater quantities in granite,
volcanic massifs, some shales and sandstones. The health risk is mainly due to the presence of radon in the
indoor air of houses in which it can accumulate, depending on their location, design and ventilation. Radon
has been classified by the International Agency for Research on Cancer as "certain pulmonary carcinogen"

since 1987; it is the second leading cause of lung cancer, after tobacco.

An IRSN mapping of geogenic radon potential has been carried out at the scale 1:1 000 000. This map is only
based on geological data and reflects the capacity of geological units to produce radon and to facilitate its

transport to the atmosphere. From this map, French counties are classified into 3 categories.

The study proposed here carries out a geostatistical study on the scale of the French territory from more than

30,000 measured values. An ordinary kriging type analysis was performed and a first mapping was achieved.

With a high spatial variability, by calculating the excess percentage of reference values, it is already possible

to discriminate areas for which the radon concentrations in the houses appear higher.

Several geostatistical approaches are in prospect: cokriging, conditional simulations.
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WIND ENERGY POTENTIAL ESTIMATION USING MACHINE LEARNING: FEATURE
ENGINEERING AND SELECTION

Mikhail Kanevski (1)* - Fabian Guignard (1) - Federico Amato (1)

University of Lausanne, Idyst (1)
* Corresponding author: Mikhail. Kanevski@unil.ch

Abstract

Nowadays, analysis and assessment of renewable energy potential is of great importance. Wind fields are
nonlinear and highly variable phenomena at different spatial and temporal scales. If we consider a wind
energy potential modelling in a complex mountainous region like Switzerland, the problem becomes very
challenging. Therefore, assessment of wind energy potential is often considered in high dimensional input
feature spaces (IFS) using different machine learning (ML) algorithms. Usually, IFS are constructed by means
of expert knowledge and feature engineering. In the present research, a spatial distribution of wind speed is
estimated within the framework of a generic methodology of environmental data driven modelling, which
covers a wide range of tasks — from data collection via models calibration and testing to the communication
and interpretation of the results. The current paper concentrates on two major topics: 1) feature engineering -
construction of IFS; 2) feature selection - a selection of the relevant input features/variables. Feature
engineering was performed applying high resolution digital elevation model and GIS tools, simulating new
redundant and irrelevant features, and by transforming and shuffling of the raw features. A variety of
unsupervised and supervised ML algorithms and tools were adapted and applied to study the problem of
feature selection, aiming to improve the modelling results, for example, to reduce a testing error. Filters
(methods independent on modelling tool) were used at the pre-processing step, while wrappers and
embedding methods were applied at the modelling process. The performance and efficiency of a variety of the
algorithms - k-nearest neighbors, Multilayer Perceptrons, General Regression Neural Networks, Random
Forest, and Gaussian Processes, were compared. It is shown, that feature selection and variables importance
are critical techniques improving data modelling and interpretability of the results. The real data case study
consists of the original measurements carried out by MeteoSuisse network, composed of more than one

hundred stations distributed over the Switzerland.
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Abstract

Conditional simulation models are critical for uncertainty quantification of resources for major capital
investment decisions. Olympic Dam deposit is the fourth largest copper deposit and the largest known single
deposit of uranium in the world. The main challenges for simulation process are: hundred millions of grid
blocks, diffusive nature of grades, non-stationary and spatially non-linear grade distribution, critical Cu:S
relationship for smelter performance, non-linear correlation between economical variables. The combination
of different techniques have been chosen to address those challenges. First, mineralization zones have been
modelled using implicit boundary simulation method. Next, the Projection Pursuit Multivariate Transform
has been applied to decorrelate attributes of interests: Au, Ba adjusted S, Cu, Sg, U308. Finally, the spectral
simulation of decorrelated attributes has been implemented with account of local varying mean, local varying
variance, and local varying anisotropy. The models have been validated using histograms, grade-tonnage
curves, cross-plots, variogram reproduction. Resulting conditional simulations have been utilized in several
decision making frameworks: optimal drill hole spacing analysis, impact of cut-offs and stope footprint sizes

to metal revenue and mined tons, and capital investment decision.
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Abstract

Objective
Weather-based forecasting models play a major role in agricultural decision support systems but warnings are

usually computed at regional level due to a limited amount of automatic weather stations (AWS). Farmers

have to refer to the nearest AWS but recommendations are not always adapted to their situation.

The Agromet project aims to set up an operational web-platform designed for real-time agro-meteorological
data dissemination at high spatial (1 km x 1 km grid) and temporal (hourly) resolution in Wallonia, southern

part of Belgium.

Usually, meteorological data interpolation is performed on low temporal resolution data (eg monthly or

yearly) or on climatic data. Interpolate hourly or daily data is much more uncommon and is a real challenge.
Material and methods

Two datasets of meteorological data are used in this study: a first dataset comes from the Pameseb network
from the Walloon Agricultural Research Centre CRA-W (28 selected AWS) and a second dataset comes from
the Royal Meteorological Institute network (8 selected AWS).

Five learners (or algorithms) are tested: multilinear regression (MultiReg), inverse distance weighted, one

nearest neighbor, ordinary kriging and kriging with external drift.

Data analysis is conducted with R software based on mlr package (Machine Learning in R). This package
provides a unified interface to more than 160 basic learners. It provides all required interpolation algorithms

except kriging. For the purpose of our study, we integrated gstat functions to mlr.

A huge amount of possibilities can be tested in machine learning based on a combination of a learner, one or
several explanatory variables, a defined dataset, ... To give a structure to our analysis, we define several
“explorative constructions” (EC). One EC is a unique combination of a learner, hyper-parameters (if required
for the learner e.g. semi-variogram parameters for kriging), one or several explanatory variables (if relevant

for the learner) and a dataset.

Each EC is tested by conducting a benchmark. Models are trained on a 2 years of hourly and daily
measurement dataset. Training period is from 01/01/2016 00h UTC+2 to 31/12/2017 23h UTC+2. Quality of the
prediction models is assessed by a leave-one-out cross validation. Two quality indicators are computed: Root

mean square error (RSME) and predicted residuals.

First conclusions

The poster will present the first conclusions of our ongoing project. So far, only the air temperature at hourly
and daily step was interpolated and only five learners were explored. However, we can see that even at high

temporal resolution of one hour, interpolate data with geostatistical analysis increase the quality of field level

air temperature prediction and is better than taking the nearest automatic weather station. Multilinear
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regression is the best method for both hourly and daily air. Increasing the dataset from 28 to 36 observations

points slightly increases the quality of interpolation.

In the next steps, we plan to go further in results analysis and to focus on extreme deviations. We also plan to

interpolate relative humidity and leaf wetness at hourly and daily steps.
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Abstract

Mycotoxins are produced by fungi that can contaminate staple crops. Legislative limits exist for the levels
allowed in grain for human/animal consumption because they can cause serious health problems. Mycotoxins
are measured post-harvest in stored grain. Crops are accepted or rejected based on average concentrations in
grain with no consideration of spatial variability. Factors influencing concentrations have been well-
investigated, but there are few studies of spatial variation. Case studies are used to illustrate the need for
spatial analysis of mycotoxins at different scales such as 2D and 3D variogram cross-variogram analysis,

kriging and Local Moran’s I analysis. Insights from spatial analysis will be discussed.

Some mycotoxins develop in field whereas others develop in storage. The collocation of clusters of both types
of toxin in stored grain and the smaller size of clusters for those developing in storage suggest their
development from foci of toxins that develop in the field. 3D analysis of stored grain shows greater
contamination towards the base and outer-surface of the grain pile in moister more aerophillic locations.
Aflatoxin variation within fields showed that risk at this scale is associated with soil type and topography.
Different risk zones can be managed, harvested and stored separately to reduce wasted grain. Aflatoxin
contamination risk of different counties investigated with profile regression is associated with maximum
temperatures above, and precipitation levels below, 30-year normals. Future climate change scenarios suggest
increased risk of aflatoxin contamination and the need for more irrigation, planting of resistant varieties, shifts

in zones where corn is grown, or shifts in growing season scheduling.
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Abstract

The number of private meteorological stations with data available online through the internet is increasing
gradually in many parts of the world. The purpose of this study is to investigate the applicability of these data
for the spatial interpolation of precipitation for high intensity events of different durations. Due to unknown
biases of the observations, rainfall amounts of the secondary network are not considered directly. Instead, only
their temporal order is assumed to be correct. The crucial step is to find the stations with informative
measurements. This is done in two steps, first by selecting the locations using time series of indicators of high
precipitation amounts. The remaining stations are checked whether they fit into the spatial pattern of the other
stations. Thus, it is assumed that the percentiles at the secondary network accurate. These percentiles are then
translated to precipitation amounts using the distribution functions which were interpolated using the
weather service data only. The suggested procedure was tested for the State of Baden-Wiirttemberg in
Germany. A detailed cross validation of the interpolation was carried out for aggregated precipitation
amounts of 1, 3, 6, 12 and 24 hours. For each aggregations nearly 200 intense events were evaluated. The results
show that filtering the secondary observations is necessary, the interpolation error after filtering and data
transformation decreases significantly. The biggest improvement is achieved for the shortest time

aggregations.
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Abstract

This presentation deals with the characterization of geological reservoirs. Besides its specific interest in oil and
gas industries, it can help to address issues and challenges encountered in the environmental sciences, namely
in geothermal energy, water management and CO: storage. The reservoirs considered here are formed by
channelized meandering systems. They are stochastically modeled using a process-based approach that
mimics three interacting sedimentary processes (migration, aggradation and avulsion) in order to reproduce
the evolution of the reservoir along geological time. In practice, it is important that the simulated reservoirs
respect the available field information, such as well facies data or seismic data that provide sand proportions.
To achieve this goal, a conditional simulation technique based on particle filtering has been developed. Particle
filtering is a statistical technique based on the generation and the selection of so-called particles (in the present
context, each particle is a reservoir simulation). The generation of the particles is made stepwise. At each step,
the construction of each particle is resumed by stacking a layer of constant thickness made of sediments
simulated unconditionally. Then, only the particles that respect at best the conditioning data are selected and
replicated, so that the total number of particles remains the same. The simulation process terminates as soon
as the top of the reservoir has been reached. One particle among all those produced is then randomly selected
to serve as a conditional simulation. This novel approach has been implemented in FLUMY, a software
developed by MINES-ParisTech to perform reservoir simulations. It will be presented in detail and illustrated

using a case study.

Keywords: Process-based models, Sequential Simulation, FLUMY

1. Introduction

Modeling heterogeneous reservoir is a topic of interest for the geosciences. Many approaches have been
developed for this task. Geostatistical techniques utilize variograms as the main tool to estimate or simulate
variables either categorical or continuous (Beucher and Renard, 2016). While their capacity to integrate field
information is strong, the results in terms of heterogeneity are often viewed as unrealistic. Object-based
approach integrates objects in the fields that represent the geological features according to some rules (Deutsch
and Wang, 1996). Depending on the complexity of these rules, the capacity to honor the field data and the
heterogeneity is accomplished. Finally, a process-based approach that utilizes laws of physics to build
reservoir models, honors by construction their features (Cojan et al., 2005), but the conditional step has long

been a challenge.

In this work, we considered FLUMY, a stochastic and process-based reservoir model developed by MINES-
ParisTech for channelized meandering systems in fluvial and turbidite environments. Here, only the fluvial
environment has been considered. This model reproduces the sedimentological evolution of the meandering

system and records the associated deposits at the scale of the reservoir. The conditional step is currently

11



GEOSTATISTICAL THEORY AND NEW METHODOLOGIES geoENV2020

performed dynamically by constantly adapting the simulated processes in order to match the field data
(Bubnova, 2018). Here, we propose a different sequential approach using a particle filtering. The adaptation
of this technique, widely used in signal and image processing, is applied here to obtain reservoir models that
honor fairly well the observations and, at the same time, respect the sedimentological processes, hence the
heterogeneities and sand body arrangements.

The paper is organized as follows. Section 2 introduces the FLUMY model. Section 3 introduces the particle

filter used for a sequential simulation of the model. Section 4 presents the results. Finally, conclusions are
drawn in Section 5.

2. FLUMY: A Process-based Model

2.1. Description of the model

FLUMY reproduces the reservoir sedimentation in time through three main processes: migration of a channel,
aggradation, and avulsion (Figure 1). When migrating, the channel develops its meanders, eroding its outer
banks, and depositing sandy point-bars within the loops. Meanders are occasionally shortened by cutoffs.
From time to time, overbank floods occur, which are responsible for the construction of silty levees and for the
deposition of coarse-grain sand at the bottom of the channel and fine-grain alluvium on the floodplain. This
corresponds to the aggradation process, which is the cause of the vertical sedimentation through time. Finally,
a levee breach can result in a new path for the channel, which is the avulsion process. These three processes
interact in competition while building the reservoir. The higher the migration rate, the greater is the reworking
of the previous deposits (which increases the resulting net to gross and the lateral sand connectivity). This is
the opposite for high aggradation rates which tend to reduce the net to gross and improve the vertical sand
connectivity. Whatever the avulsion frequency, this does not modify the resulting net to gross. On the other
hand, a high avulsion frequency favors disconnected sand bodies.

The output is a three-dimensional numerical model, with information about lithofacies, grain size and age for

each deposition unit. For this work, the 13 different facies have been grouped in two facies, namely sand and
shale.

Aerial 3D view ' Flow Sand Shale

[ Point Bar [ overbank
[ Channel Lag [ Mud Plug

[ Crevasse Splay | [ Wetland
Silt
[Levees

[ Crevasse Splay Il
[ Crevasse Splay Channels

Processes

A- Local avulsion

B- Regional avulsion
C- Meander cutoff
D- Aggradation

E- Levee breaches
F- Migration

Cross-section view

Figure 1 - FLUMY Schematic Image with all its Facies and Processes.
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The simulation depends on a few parameters, that rule the extension of the output domain, the processes, and
so the type of sedimentation (e.g. the degree of meandering, the net to gross ratio). In the current version of
FLUMY software, a "dynamic” conditioning is used to honor well data. It consists in modifying the main
processes while running the simulation to attract the channel close to neighboring sand data, or to keep the
channel distant from shale data (Bubnova, 2018). However, this requires a detailed knowledge of the processes
and may result in distortions affecting the deposits. By contrast, the sequential conditional algorithm
presented in this paper avoids modifying the sedimentary processes but in return requires the execution of a

large number of simulations.

2.1 Use of the model

The goal of the present paper is to study how sequential simulation technique can be used to condition a
process-based model on well data. Here four conditioning vertical wells will be used, along which facies data

are known (as either sand or shale).

Such wells and their data are extracted from a previous non-conditional simulation. Both conditional and non-
conditional simulations use the same parameters. In particular this guarantees that well data are consistent
with the parameters used for the conditional simulation. The simulation domain is 2510m x 2510m x 10m, and
the channel depth H = 3m. To ensure that the simulation up to 10m is representative of the model and cannot
be modified by further avulsions and migration, processes are run until the simulated topography exceeds
13m everywhere. We will not detail the signification and value of the other parameters, which correspond to

the default median scenario proposed by FLUMY.

The non-conditional simulation used here is presented in Figure 2. The location of the 4 wells used for
conditioning is shown on the same image. The sand and shale facies are respectively depicted in yellow and
green. The proportion of sand in the simulation is about 60%.

W. 1 NCS W. 2 NCS

Figure 2 - (top) Aerial view of the non-conditional simulation with the location of the 4 wells and of the cross-section
(channel flowing from East to West), (bottom) the North-South vertical cross-section going through two wells. In yellow

sand and in green shale.
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3. Sequential Monte-Carlo simulation of a process-based model

3.1. SMC in a nutshell

The Sequential Monte-Carlo (SMC) method, also named particle filtering, is a popular method to assimilate
sequentially observations of a dynamical system. It has been developed in order to overcome limitations of
linear methods such as the Kalman filter, when the system is modeled by non-linear or non-Gaussian processes
(Doucet et al., 2001). It may be viewed as the combination of two main elements: i) a hidden Markov chain
used to model the dynamic of the system, and ii) a set of weighted models, or particles, defining a discrete
approximation of the conditional model. Within this framework, integrating sequentially a new piece of
information is performed into three steps. Firstly, particles evolves from the previous state to the time of the
new observation according to the a priori dynamic, they constitutes the proposals; then, the weight of each
proposal is updated according to its compatibility with the new observation; finally, the particles are re-
sampled according to the updated weights. These new particles are exchangeable, hence uniformly weighted.
As an ensemble technique, SMC describes the evolution of the conditional distribution rather than the
evolution of a specific model, and estimates are derived as statistics on the particles. In addition, each particle

is a realization of the conditional distribution (aka a conditional simulation).

Regarding the resampling step, Douc et al. (2005) review different strategy, from a plain multinomial
resampling scheme to more intricate algorithms such as stratified or residual approaches. Next section details
the adaptation of this methodology to the particular case of the process-based model such as FLUMY, first
with the split of the continuous depositional process into a sequence of layers, and then the definition of the

weights for each layer.
3.2. Layers and non consolidated zones

As presented in Section 2, FLUMY fills the reservoir model with lithofacies, mimicking the main depositional
processes in a fluvial context. From a geometrical point of view, this continuous process from the base to the
top of the reservoir can be split into N layers with a fixed thickness (the it layer is defined by elevations
between z;, and z;,,). For a fixed iteration, the upper part of the model, just below the current topography can
be later reworked due to the avulsions and the lateral migration of the channel (see Figure 3). Inversely, the
content of a layer cannot be further modified on as soon as the bottom of the active channel is definitely above
the upper limit of the layer. Hence the complete model is split into a series of depositional sequences, each one
achieving the filling of a given layer: for the i* sequence the model is restarted from the end of previous
sequence (the initial sequence starts from the bottom of the model) and run until the difference between the
topography and the upper limit of the layer exceeds everywhere the channel depth. At this time, the content
of the i layer is definitely defined, and it is called the consolidated layer i; the content of the zone between the
upper limit z;,, and the current topography can be modified later on and it is called the unconsolidated zone i.
Then FLUMY can be restarted from the unconsolidated zone only and the position of the channel when it was

previously stopped.

These sequences define a Markov process: the consolidated layer belongs to the past and can be saved for the
reconstruction of the final model; the current state is the unconsolidated zone and the channel position from

which the depositional process can proceed.

14
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Channel

Unconsolidated zone

z Consolidated layer

Figure 3 - Definition of the consolidated layer and the unconsolidated zone. Two pairs of wells are represented: solid

colors represent the field data and light colors represent a particle.

3.3. Resampling weights for the particles

To implement the particle filter using the Markov process defined above, weights should be defined for the
resampling stage. These weights reflect the compatibility between the observations and the simulated values.
Observations are facies along the wells: let F;(z) be the facies of well j at elevation z, either sand or shale. They
are compared with the simulated facies of the K particles, P}'.(k) (2) for k € {1, ..., K}, both in the consolidated

layer and in the unconsolidated zone, defining two types of indicators.

For each stage i, a first indicator is defined as the proportion of match in the consolidated layer along the well
j and for each particle k:

Zit+1
5 Lr@=rPn %

fzi+1 dz

Zi

pcl) =

A second indicator is defined as the weighted proportion of match in the unconsolidated zone, taken up to
z;+1 + H, along the well j and for each particle k:

Zij —uxR*(Z—Zj4q1)
e i+1/1
Zin Fi@2)=F )

dz

PNcl.(j) =

fzi+1+H e—WR*(z-zi41) d7 ’
Zi+1
where
e  z; :is the minimum between z;,, + H, and the topography at the end of sequence i along well j;
J pography q g J

e R is the ratio between the forecasts for migration and aggradation. This value depends on the

simulation parameters and is dimensionless;
e pis amultiplicative coefficient.

The exponential shape of the weight, e ™#***(?=Zi+1), has been chosen so as to assign to the upper part of the
unconsolidated zone up to z;,1 + H, a lower weight, as it has a larger chance to be eroded in the following

sequences. The values u and R control the rate for this function to decrease.
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Since a single weight is needed for each particle, these indicators of match are linearly combined according to

the following formula
4 4
0 o (1 —u)* Z PCY) +ux Z PNC)
j j

Given these weights, the resampling for stage i is performed using the residual scheme as it ensures the

reproduction of the particles with the highest weights (Douc, Cappé, & Moulines, 2005).

4. Results

Sequential conditional simulations have been performed to condition FLUMY by the 4 wells extracted from
the non-conditional simulation of Section 2. The thickness of the layers used for conditioning have been taken
as 0.3m, i.e., 1/10 of the channel depth. It goes without saying that the smaller the layers, the better the quality
of results since the comparison with field data is done using a smaller scale. However, the computation time
of the full process is slower, due to the higher quantity of resampling stage for the particle filtering. It is known
that the result quality of the particle filtering depends on the quantity of the particles K. However, the effect
of the unconsolidated zone for the conditioning simulation, measured with the variables u and y, is unknown.
Hence, a sensibility study is performed varying K ={10,50,100,250}, u=
{0.00,0.20,0.33,0.43,0.50,0.67,0.71,0.77,0.83,0.91, 1.00} and p = {1,50,100}. 25 independent realizations are
computed to control the statistic fluctuations. For each realization, the mean match is calculated for the 4 wells
for each particle and, the one with the highest value (best particle) and one randomly (random particle) are
taken. Finally, the mean is calculated from the 25 realizations to assign a value for each variable. The figure 4

on the left and in the middle summarises the results. From this sensibility analysis, it is determined that:
1) The higher the number of particles, the better the match.
2) Taking into account the unconsolidated zone has a minor effect on the results.

Analyzing the values from the best particles (Figure 4 in the left), the best result comes from the “optimal
parameters” K = 250, u = 0.67 and p = 50 with a mean match of 82.3%. A plot showing the influence of the
number of particles while fixing u = 0.67 and u = 50 is shown in the figure 4 in the right. The particle filtering
taking a random particle in each realization (Figure 4 in the middle) shows a mean match around 70%, even
for 10 particles. The effect of the particle filtering conditioning can be seen by comparing this result with the
match that would be expected using a non-conditional simulation (which is p? + (1 — p)? = 52%, for a
proportion of sand p = 60%).

A single particle with the optimal parameters is taken to show the conditional simulation in the figure 5. A

comparison with the field data is shown with the match of each well. While wells are not reproduced exactly,

the effect of the conditioning is very clear.
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Figure 4 - (left) Mean Match Value over the best particle for each of 25 independent copies of the Particle Filter with
K={10,250} particles, (middle) Mean Match Value over a random particle for each of 25 independent copies of the Particle
Filter with K={10,250} particles; (right) Mean Match Value for the best particle of each realization increasing for
K={10,50,100,250} using u=0.67 and u=50.
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Figure 5 - (top) Aerial view of a conditional simulation from a particle, with the location of the 4 wells and of the cross-
section (channel flowing from East to West), (middle) the North-South vertical cross-section going through two wells.
(bottom) the wells from the NCS and the particle. Over the particle wells, the facies match. In yellow sand and in green

shale.
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5. Conclusions

Sequential conditional simulation has been adapted to condition the sedimentary model FLUMY on well data,
by proceeding layer by layer. At each stage of the sedimentation, the simulation can be conditioned both from
the consolidated layer, which does not change in the sequential evolution, and from the unconsolidated zone,
which rests above the previous one and may be subject to further changes. In fact, taking into account the
unconsolidated zone does not make a significant difference. The key factor is the number of
"particles"(simulations), that must be high enough to ensure a good matching. With 250 particles, it is possible
to get a mean match close to 82% by selecting the best particle. Although it is not a 100% match, facies at wells
are pretty well reproduced, and the geological evolution is honored. In consequence, no distortions or artifacts
are formed. It would be interesting to make an extension of the method to more than two facies or to a

conditioning by facies proportions besides a perfect facies match.
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Abstract

Areas densely covered by vegetation present significant challenges when reconstituting terrain surface
morphology based on data acquired by aerophotogrammetry only. Sparsely distributed terrain sampling
points in areas with such characteristics make interpolation by conventional methods difficult, leading to

distortions and over-smoothing, which fail to represent the true geomorphology.

The present study proposes the use of elevation data from the tops of trees as a secondary variable to estimate

surface elevations based on a multivariate geostatistical framework, including SKVLM and Cokriging.

The results proved that this working approach produced models which correctly represented the terrain
surface in areas where surface sampled points are scarce, reducing estimation error. The analysis of the Mean
Squared Error of the estimated surfaces in relation to the data from the control points revealed that the
incorporation of the dimensions of the top (canopy) of the vegetation in the estimates through SKVLM
significantly reduces such error in comparison with conventional methods, where the MSE obtained by the
proposed technique (SKVLM) was above 2.75 meters, and the MSE of the most commonly used method for
this purpose (PhotoScan algorithm) was 5.90 meters.

Keywords: Simple Kriging local varying mean, cokriging, digital elevation models

1. Introduction

Digital elevation prototypes are a consequence of the interpolation of existing information, that is, the quality
of amodel is not only related to the quantity and quality of the data used. The model generated is also strongly
influenced by the interpolator methods used. Li and Heap (2008) describe 42 interpolation methods commonly
used in several areas in their book “Review of Spatial Interpolation Methods for Environmental Scientists”: 12
non-geostatistical methods, 22 geostatistical methods, eight combined methods and 14 sub-methods. Of these
42 methods described by Li et. al (2008), only six non-geostatistical interpolators are widely used in the
generation of DEM (DEM): Spline, Topo-Grid (topo-raster), Triangulation, Inverse Square of Distance (IQD),
Nearest Neighbor and Natural Neighbor. It is worth noting that conventional methods use only data from the

field as a database.

Thick vegetation covering imposes difficulties to survey the topography; the average height of such covering
can be calculated in order to infer the natural features of the terrain, such as valleys and ridges, in places where
the surface is not exposed (Figure 1).
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Figure 1 - Landscape photography of dense forest.

A related situation occurs when the data source is the aerophotogrammetric reconstitution of areas of dense
forest, in which the terrain surface points applied are scarce or non-existent. The inference of surfaces by
interpolating the information of interest only (the elevation of the surface of the terrain) causes distortions
and/or smoothings that do not represent the physical reality. Figure 2 shows a schematic profile of points
surveyed by aerophotogrammetry (terrain points in brown and vegetation points in green) and the estimated
surface projection line (blue line) interpolating only the elevation points of the terrain. In this profile, note in
some cases, the surface of the estimated model has a higher elevation than the top level of the vegetation,

representing a distortion of the physical reality.

Area without terrain surface information
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using terrain elevation points only

* Terrain elevation points

Top of vegetation canopy
elevation points

Figure 2 - Schematic profile containing the elevation points of the terrain and vegetation canopy and the surface

projection line of a model estimated using terrain elevation data only.

2. Materials and Methods

This study presents, as an alternative, the incorporation of vegetation elevation data as a secondary variable
for the estimation of the terrain surface elevation using a multivariate geostatistical method, Simple Kriging
with Varying Local Means (SKLVM), as described by Goovaerts (1997). According to the aforementioned
author: "Generally, estimates are closer to reality when we add more correlated information, especially if there

is little information about the variable of interest." Figure 3 shows an example of the application of this
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technique, where in areas where the terrain elevation data are scarce or absent due to the dense vegetation

cover, information on the vegetation present was used as a marker to estimate the shapes of the terrain.

Area without terrain surface information

.
T3
.Cl Py

g LS U Surface estimated using terrain elevation

Top of vegetation canopy points with top of vegetation canopy
elevation points elevation points as secondary information

Figure 3 - Schematic profile containing the elevation points of the terrain, the vegetation canopy and the surface
projection line of a model estimated using terrain elevation points with top of vegetation canopy elevation points as

secondary information.

The methodology applied in this study will be divided into four topics. Firstly, the study area is considered,
with a brief summary of the location, the characteristics of the physical environment and the vegetation data.
The second subject addressed is the data that served as the basis for this study. There follows the description
of the creation of a reference model, generated by triangulation with additional terrain points, six surface
models generated by conventional methods, and a model interpolated by simple kriging with varying local
means, using the canopy as a secondary variable. Finally, a comparative analysis is made among the surfaces

interpolated by the different methods proposed and the control data left unused and used for comparison.
2.1. Study area

The pilot area of this study covers about 20 hectares and is located in the urban area of the municipality of
Arax3, in the Alto Parnaiba region, Minas Gerais-Br. Within the limits of the area, the relief comprises part of
a hill with two small streams embedded in valleys where the steepness does not exceed a slope of 15% and the

elevation differences between the floor and top of the valley are less than 200 meters.

Figure 4 - 3D Google Earth image showing the limits of the test area of the study (red polygon).

21



GEOSTATISTICAL THEORY AND NEW METHODOLOGIES geoENV2020

With regard to the size and density of vegetation in the study area, uniform behavior and an average
individual tree height for this type of vegetation of between 9.2 + 3.4 meters were observed. The interior of the
forest in the test area reveals small differences between individuals, with, in most cases, intertwined canopies,
sharing the same space. This last characteristic directly impacts the density of the soil data sampled by aerial

drone surveys in areas with dense vegetation.
2.2. Database

The database used is a point cloud obtained by three-dimensional reconstitution of aerial images. The scenes
were captured by a DJI Inspire One drone with an embedded RGB Zenmuse X5 30 mm sensor. The
photogrammetric reconstitution was performed in the Agisfot MetaShape software package, generating a
cloud of 38.3 million points (approximately 170 points/m2), comprising a file containing the information of x,
y, z and RGB coordinates. The elevation data are distributed between 975 and 1060 meters with an average of
1027 m and a variance of 386 m. Figure 5 shows the distribution of the data containing terrain elevation data,

emphasizing the lack of information along the valleys where the vegetation is dense.

1.06e+003

1.04e+003

1.02e+003

Figure 5 - Spatial distribution of terrain elevation data, with the notable absence of data in the valleys, where the

vegetation is dense.

2.3. Reference Model

To measure the adherence of the interpolation methods to the reality in the field, a reference surface
interpolated by linear triangulation was modelled. The reference interpolation approach was chosen as it is a
commonly used method, and due to the adherence of the modelled surface to the sample data. Three types of

data were used, as listed below (Figure 6):
i. 6.9 million points categorized and validated as terrain elevation information (brown points);

ii. 54 points collected in the field with high-precision topographic equipment, described in the data
acquisition section in this chapter (blue dots);

iii. 162 points collected from the cloud, carefully selected and checked (orange points).
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Figure 6 - Types of terrain points according to the acquisition method.

2.4. Terrain Models Generated by Conventional Methods

In order to compare the proposed methods with the conventional methods used, six models were generated,

using only the points acquired by aerial survey, and validated with the terrain points.

The six interpolation methods used to generate the digital elevation models of the study area were: Simple
Kriging, Delauney Triangulation (Delauney, 1934), Nearest Neighbor, Inverse distance weighting (IDW)
(Donald, 1968), Minimum Curvature or Spline and the interpolator used by the PhotoScan software package,
which is a modified version of the Delauney Triangulation method. In Figure 7, it can be seen that some
surfaces, such as that interpolated by minimum curvature, were modelled with higher elevations than that of
the canopy.

2.5. Model interpolated by SKVLM

Simple Kriging with Varying Local Means is a geostatistical interpolating method that incorporates data from
a secondary variable in the estimate, in this case information on the canopy elevation. The notable points
relating to the application of this technique in the study area are: the primary database, the composition of the
secondary variable, the regression equation of the secondary variable in the primary variable and the nuances

of the regression residue of this information.

The primary database used is the same as that used for surface modelling by the conventional deterministic
interpolators. Simple Kriging with Varying Local Means (Goovaerts, 1997) requires that the information of the
secondary variable is available throughout the area where the primary variable will be estimated, that is, the
secondary variable should be exhaustive. Therefore, the secondary information used was a 0.5 by 0.5 m grid
generated by the interpolation of data points extracted from the original point cloud, obtaining the maximum

elevation data within a five by five meter grid. The interpolator used was Delaunay Triangulation.

With the data properly prepared, the surface model generated by SKVLM was prepared in SGEMS (Remy et
al., 2009) open and free geostatistical modeling software.
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Figure 7 - Cross-sectional profile of surfaces generated by conventional interpolators.
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After the database was created, the next step was to determine the correlation between variables by plotting
them on a scatter plot. Following the expected trend, the correlation between canopy and terrain elevations is

approximately 99%, justifying the use of this method to generate terrain surface models in dense forest areas

with sparse primary data. Based on the correlation between the variables, the regression equation is as follows:

y =0.931792 x + 68.2889

1,080 —

1,060
] Plotted data: 243582
1,040 Correlation: 0.996278
5 4 Variable X
[ 1 Mean: 1029.89
wr 1,020 — Variance: 362.376
E 1 Variable Y
w Mean: 1027.89
1,000 — Variance: 386.478
- Linear Regression Line
Slope: 0.931792
980 + Intercept: 68.2889

Figure 8 - Scatter plot of top vegetation vs terrain elevation.

The canopy elevation data were regressed to a mean value of the primary variable (terrain elevation) at the
grid nodes and at the primary data points. This regression provides the local average elevation of the terrain
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which is used to obtain the residues at data locations subtracting the primary data from the local mean. The

mean residue value was -0.003 meters with a variance of 0.74 (follow Figure 9).

0.2
L R

0.1

Frequency

0.05 —

1
RESIDUO

Summary Statistics

Number of Data 3063 Maximum 3.57959
Upper Quartile 0.395508

Mean -0.00331485 Median -0.134338

Variance 0.739329 Lower Quartile -0.541687
Minimum -1.89001

Figure 9 - Histogram of residue.

Once the residue was determined at all sampled points, these data were variographed and a maximum

correlation range of approximately 183 meters along 45° direction was observed.

Once the variographic model of the residuals has been defined, the interpolation of the information by SKVLM
can be carried out. For this, the standard SGEMS (Remy et al., 2009) algorithm was used, applying the mean
local terrain elevation values obtained by regressing the canopy elevation information and the estimated

residuals of this regression.

3. Results Obtained

In order to measure the ability of the conventional and proposed interpolator methods (SKVLM) to reproduce
the field reality in situations of low sample density, the present study adopted three validation approaches:

visual, by indicators and graphical analysis.
3.1. Visual Analysis

The geometry of the estimated surfaces was compared with the geometry of the reference surface (item 2.3 -

Reference Model) by vertical sections chosen at random in the study area.

The visual analysis of the estimated surface sections (Figure 10) demonstrates that the surface generated by
SKVLM, using the canopy dimensions, most closely adheres to the reference surface. Especially in situations
of valleys or ridges covered by dense vegetation. The models interpolated by minimum curvature and nearest

neighbor exhibited the least similarity with the benchmark surface.
3.2. Estimate of Error

To compare the differences between the modeled surfaces and the 162 reference points (Figure 6, orange
points), two error measurements were used: Root Mean Square Error (RMSE - Root Mean Squared Error) and
Pearson's correlation coefficient, according to the methodology proposed in Hallak and Pereira Filho (2011).

The RMSE is defined mathematically by:

1
RMSE = E X (Zs — Zo)zlz, where 7 is the number of samples, Z; is the estimated elevation and Z, is the

sampled elevation.
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