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Abstract

Abstract

The mitigation of the effects of human activities on the climate and environment

has become essential to guarantee environmental sustainability and safety. As

regards the energy sector, reduction in greenhouse gas emissions and energy effi-

ciency improvement are fundamental targets of the clean energy transition to be

pursued over the next decades. Since it accounts for half of final energy use in

the European Union, the heating and cooling sector offers significant opportuni-

ties for decarbonization. In particular, district heating networks are regarded as

highly promising due to their ability to distribute thermal energy in urban areas

more efficiently compared to individual heat generation devices, to the possibility

to integrate renewable energy sources, and to their flexibility potential. However,

the complexity of these systems is increasing and their traditional management

approaches, based on the experience of the operators, are not able to fully unlock

their benefits. On the other hand, optimal controllers, which are made possible

by new digital technologies, may allow this goal to be achieved. Model Predictive

Control (MPC) is a smart control strategy which takes advantage of the prediction

of the system behavior over a future horizon to optimize its operation. Therefore, it

is an adequate solution to cope with the high variability of the external conditions

and to perform system optimization.

The scope of this thesis is to investigate and develop a complete set of original

methods for the application of MPC to district heating networks with different sizes

and levels of complexity. Since MPC requires a dynamic model of the system and

a computationally efficient optimization algorithm, these two fundamental tools

are developed for small-scale and large-scale networks. In particular, the models

are control-oriented and physics based and, thus, maintain the representation of

the main governing phenomena and physical parameters, such as the heat capacity

of the end-users connected to the network.

The developed tools are embedded within MPC solutions and their performance

is verified in Model-in-the-Loop simulation environments, which enable a reliable

comparison of different control strategies without affecting the real system.

As for small-scale district heating, the novel optimization algorithm is based on

Dynamic Programming and is particularly suitable for a multi-agent hierarchical

control architecture. This is tested on a case study located in northern Italy and

achieves both minimization of the heat supplied to the end-users and reduction in

the production unit operating cost, with reference to a traditional control strat-

egy. In addition, the potential of the system controlled by the MPC in providing
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Abstract

flexibility service to the power grid in presence of uncertainty is investigated and

verified.

Concerning large-scale district heating, the developed optimization algorithm

aims to shift the peaks of energy supplied to the various regions of the network by

storing heat in their thermal capacity and, at the same time, to reduce the distri-

bution temperature. The algorithm is embedded in an MPC and its application

to a city district heating in central Sweden results in up to 16 % peak shaving and

up to 20 % reduction in heat losses, with reference to historical data.

Overall, the proposed solutions for smart control bring noteworthy advantages

to district heating networks in terms of energy and cost saving. Their versatility

and independence from the specific problem can aid the extension of MPC to multi-

source networks, toward its implementation in real-life cases. This constitutes a

promising step in the direction of smart, optimal and efficient energy systems.
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new (a) mass flow rates and (b) supply temperatures and (c) return

temperatures of Skultuna. . . . . . . . . . . . . . . . . . . . . . . . 125

5.23 Historical and new data of the supply temperature from the power

plant with the related regression fit lines. . . . . . . . . . . . . . . . 126

5.24 Fractal architecture of district heating. . . . . . . . . . . . . . . . . 128

A.1 Main components of the library of energy systems developed in

MATLAB®/Simulink®. . . . . . . . . . . . . . . . . . . . . . . . . 131

ix



List of Tables

List of Tables

1.1 Targets established by the European Commission. . . . . . . . . . . 1

1.2 Outline of methods and applications in the present thesis. . . . . . 7

2.1 Main modeling approaches for the prediction of thermal load in

district heating networks. . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1 Classification of mathematical models according to various features. 24

3.2 Classification of optimization problems according to various features. 28

3.3 Summary of advantages and limitations of the Dynamic Program-

ming algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.4 Summary of advantages and limitations of Linear Programming. . . 35

3.5 Summary of advantages and limitations of Nonlinear Programming. 36

3.6 Classification of control systems according to various features. . . . 37

3.7 Summary of advantages and limitations of Model Predictive Control. 44

4.1 Input, state and time parameters set for the sensitivity analysis of

the DP algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.2 Calculation of the heat transfer coefficient with different methods. . 67

4.3 Results of the identification of heat transfer coefficient and heat

capacity coefficient. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.4 Influence of the heat transfer coefficient U on the model behavior. . 72

4.5 Influence of the heat capacity coefficient on the model behavior. . . 72

4.6 Results of the optimization of the region heat supply with different

objective functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.7 Results of peak shaving and reduction in variation range. . . . . . . 89

4.8 Computational time of the two-stage optimization algorithm. . . . . 90

5.1 System main parameters. . . . . . . . . . . . . . . . . . . . . . . . . 96

5.2 Specific costs of electricity and biomass. . . . . . . . . . . . . . . . 101

5.3 Variables of the DP algorithms embedded in the building-MPC and

supervisory-MPC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.4 State and input discretization parameters of the DP algorithms. . . 102

5.5 Average indoor temperatures when buildings are occupied (i.e. con-

trained periods). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.6 Energy and economic results of the simulation. . . . . . . . . . . . . 106

5.7 CHP main parameters. . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.8 Summary of the four simulated scenarios. . . . . . . . . . . . . . . . 110

5.9 Operating cost and TSO request compliance in the four scenarios. . 113

x



List of Tables

5.10 Properties of the main pipeline segments of the Väster̊as district
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1. Introduction

1 Introduction

Over the last few decades, numerous studies have produced scientific evidence of

the influence of human activities on the climate system [1]. Indeed, global warming

(i.e. increase in global average temperature) and the mutations it induces on the

global ecosystem [2], have been linked to the continuous increase in anthropogenic

greenhouse gas emissions such as CO2, related in particular to the exploitation of

fossil fuels.

In order to mitigate these effects, the United Nations member states have un-

dertaken many political actions starting from the “Kyoto Protocol” in 1997, which

was the first international treaty to legally commit governments to reduce emis-

sions with agreed individual targets. Another turning point in the sustainable

transition was the Paris Agreement signed during the United Nations Framework

Convention on Climate Change (COP21) held in 2015 [3]. The document certi-

fies the agreement on limiting the rise in temperature of the planet to no more

than 2 °C before 2050, with reference to pre-industrial levels, in order to prevent

environmental damages.

In this regard, environmental sustainability in the energy sector is recognized

as one of the key priorities for the present and future. It can be achieved through

energy technology development and innovation [4], with a more rational use of

energy and the uptake of Renewable Energy Sources (RES) in spite of fossil fuels

in its production.

The European Union is leading this clean energy transition. Since 2007, the

European Commission has set fundamental targets for reducing carbon dioxide,

increasing the percentage of energy production by RES, and reducing primary

energy consumption (i.e. energy efficiency) by 2020 [5], with 1990 as reference

year. The strategy for the transition toward a low-carbon and sustainable energy

scenario in Europe has been updated over the years (Table 1.1) with new ambitious

objectives up to 2030 [6], as well as with the European Green Deal, a plan to realize

an economy with net-zero greenhouse gas emissions by 2050 [7].

Table 1.1. Targets established by the European Commission.

Target 2020 2030 2050

Reduction in carbon dioxide emission 20 % 40 % 90 %

Share of energy from RES 20 % 32 % 80 % to 95 %

Increase in energy efficiency 20 % 32.5 % 50 %
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Nevertheless, the road to achieve climate neutrality is still long. Indeed, despite

a 5 % decrease in 2020 compared to the previous year due to the COVID-19

pandemic, the global primary energy demand is expected to continue its growth

[8] in future years. Furthermore, the initial target of 40 % emission reduction before

2030 has been recently increased to 55 % [9]. Hence, substantial improvements are

required, especially in the sectors which have been less decarbonized so far.

According to the Heat Roadmap Europe [10], the heating and cooling sector

accounts for around 50 % of total energy demand in the European Union, with

more than 60 % of it being used for space heating and hot water in buildings

(Fig. 1.1a). However, at least 66 % of the total thermal energy is produced by

fossil fuels such as natural gas and oil, while only 13 % explicitly derives from RES

(Fig. 1.1b). The electricity and district heating share instead may or may not be

from RES, depending on the local conditions. For these reasons, heating and

cooling is the area with largest potential for decarbonization and energy efficiency

improvement.

Space heating
54%

Process heating
32%

Space cooling
2%

Process cooling
2%

Other heating
2%

Hot water
8%

(a)

Gas
42%

Oil
12%

Coal
8%

Other fossil 
fuels
4%

Electricity
12%

District heating
9%

Biomass
11%

Solar thermal
1%

Heat pumps
1%

(b)

Fig. 1.1. Heating and cooling final energy in 2015 (a) by end-use and (b) by

energy carrier. Data are adapted from [10].

In addition, the Renovation Wave Strategy, published by the European Com-

mission in the last few days at the time of writing [11], strongly supports refur-

bishment and efficiency measures for built environments to be tackled with district

and community-based approaches. In this way, synergies between the various el-

ements of an energy system may be exploited and optimized, potentially leading

to net-zero or positive energy districts.

In this context, great opportunities are offered by District Heating Networks

(DHNs), which could integrate large amounts of RES and excess heat from indus-
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trial and commercial activities, meeting most of building heat demand in Europe.

1.1 District heating networks

District heating is a system designated for the transportation and distribution of

thermal energy, typically produced in centralized locations, to meet heating re-

quirements (e.g. space heating and domestic hot water) of residential, commercial

and industrial dwellings by means of a network of insulated pipelines positioned

underground. This mainly comprises two sets of pipes, namely supply and re-

turn. The supply pipe collects hot water produced by the heat generation sites

and transports it to the customer substations. Here, heat is transferred to the

own heat distribution system of the connected building by means of a heat ex-

changer. Cold water is transported from the substation back to the production

sites through the return pipe. The pipelines from production to substations con-

stitute the primary side, while those within the end-users constitute the secondary

side. A graphic representation of the DHN principle is given in Fig. 1.2. The same

concept can be repeated for district cooling which, however, is less widespread in

Europe.

Heat generation site Commercial and 
service buildings

Industrial 
buildings

Residential
buildings

Supply ReturnSubstationPrimary side Secondary side

Fig. 1.2. Qualitative representation of a district heating network (the substation

is shown only for one building for graphical reasons).

Historically, the concept of DHN was developed at the end of the 19th century

and improved over the decades. Four generations of the technology have been

identified by Lund et al. [12, 13] together with the period in which they have been

the best available technology:

� 1st generation (1880–1930): the heat carrier is steam and the main source is

coal; distribution is done through steel pipes insulated in situ.
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� 2nd generation (1930–1980): the heat carrier becomes pressurized water with

temperature higher than 100 °C; Combined Heat and Power (CHP) genera-

tion plants based on coal and oil begin to become widespread.

� 3rd generation (1980–2020): the heat carrier is pressurized water with tem-

perature lower than 100 °C; additional sources include biomass CHP, large-

scale solar and industrial surplus heat; distribution is done through preinsu-

lated steel pipes.

� 4th generation (2020–onward): the heat carrier is pressurized water with

temperature lower than 70 °C; integration of low-temperature sources such

as geothermal, waste heat from data centers and heat pump is possible.

Despite the lack of a uniformly accepted definition, a 5th generation has recently

been proposed with water temperature around 20 °C and hybrid substations in

which the temperature level is increased by water source heat pumps [14].

The share of heat supply by DHNs in European countries is highly non homo-

geneous, going from 50 % in Sweden and Finland, to around 25 % in Austria and

Poland, down to less than 5 % in Italy and Spain. However, future decarbonization

scenarios up to 2050 assign a predominant role to district heating, indicating its

ability to provide 50 % of heating demand and 30 % energy saving [10].

Indeed, DHNs provide several benefits and opportunities in urban areas com-

pared to individual heating devices [15]:

� Least-cost and most efficient solutions to supply thermal power in cities and

towns and, therefore, to reduce emissions and primary energy use [10]. These

are achieved through the economy-of-size (i.e. technologies with lower cost

for higher product volume).

� Integration of solutions for decarbonization, such as RES, large heat pumps,

waste heat recovery and CHP.

� Flexibility and possibility to interact with other energy networks (e.g. elec-

tric and natural gas grids) to achieve flexible smart energy systems [16] via

sector integration.

� Reduced local environmental impact due to lower emission of pollutants

(NOx and particulate matter), as local combustion of fuels is substituted

by more efficient combustion in centralized generation sites.
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However, the sector presents also several challenges that still need to be ad-

dressed. Firstly, the distribution of hot water over pipelines is inherently char-

acterized by heat losses caused by the temperature difference with the external

environment. The evolution over the generations of DHN mentioned above is go-

ing in the direction of lowering the distribution temperature to reduce heat losses,

increase system efficiency and better integrate alternative sources [17].

Secondly, the growing penetration of discontinuous sources, highly variable

thermal demand throughout the year and time delays between heat production and

actual supply due to pipeline lengths [18] are some of the factors contributing to the

growing system complexity. Hence, the flexibility and various benefits of DHNs can

be fully unlocked only by exploiting innovative optimization and control strategies

which are able to remove the barriers of location and time in heat distribution [19].

As a matter of fact, existing traditional DHNs are operated with raw control

strategies and outdated control systems, generally adjusted manually based on

technical experience of the system operators or on rules defined apriori [15]. These

methods encompass very limited optimization features.

This bottleneck can be addressed through digitalization, which can be defined

as the wide implementation of digital technologies to provide optimal network

management and control based on real-time data [20]. The Digital Roadmap for

District Heating and Cooling [21] indicates the necessity to develop and implement

smart control to lead to more efficient networks, in particular by:

� maximizing the operation of sustainable sources while optimizing heat dis-

tribution;

� cutting the peaks of thermal demand (i.e. peak shaving), which usually

happen for a very limited number of hours over the year and, being typically

covered by natural gas back-up boilers, represent a significant cost;

� exploiting passive storage means (e.g. building heat capacity) for demand

side management and flexibility.

It is finally worth stating that DHNs can span across very different size ranges:

small-scale DHNs comprise a relatively small-number of connected buildings,

as is the case of a university campus, an education complex, a hospital or a small

neighborhood, while large-scale DHNs comprise hundreds to thousands of end-

users and are spread over large cities. Both types are widespread. For instance, in

Italy around 30 % of 314 existing DHNs have an extension lower than 2 km [22].
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The techniques for modeling, optimizing and controlling these systems vary

significantly depending on their size and complexity. Hence, innovative methods

that can be scaled and applied to different system sizes are paramount to achieve

the new generation of intelligent heating networks.

1.2 Scope of the thesis

Based on the considerations outlined in the previous section, the present thesis

aims to develop innovative methods for smart control of district heating networks,

and to apply them to case studies with different objectives and different levels of

complexity. Solutions for both small-scale and large-scale DHNs are investigated.

The work tackles all the limitations mentioned above by addressing, in particu-

lar, the following tasks: (i) the minimization of energy consumption and operating

cost in heat distribution, (ii) investigation of end-users’ heat capacity as thermal

storage for shifting thermal load peaks, and (iii) supply temperature reduction.

The proposed solutions rely on Model Predictive Control (MPC), which aims to

perform optimal control based on predictions produced by a mathematical model

of the system. Thus, dynamic modeling strategies and optimization algorithms for

DHNs are essential tools for this investigation.

Furthermore, since real system operation is highly dependent on a large number

of exogenous inputs and boundary conditions and repeatable field tests are not

feasible, Model-in-the-Loop (MiL) simulation platforms are adopted to carry out

control verification.

The thesis focuses on DHNs. Nevertheless, the extension of the developed

methods to district cooling is straightforward.

1.3 Outline of the thesis

The present thesis is divided into four main parts.

Section 2 reviews the current status of literature research on the subject of

the thesis, in order to support the motivation of the study. The most common

modeling and control strategies of district heating networks are described and

critically compared. The section also includes an overview of European research

and innovation projects on smart District Heating and Cooling (DHC) funded

within the Horizon 2020 Framework Programme.

In Section 3 the basic theoretical background on mathematical models, opti-

mization algorithms and control strategies is outlined. It provides the tools and

references for the novel methods developed in the work and for their application
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in control architectures. Special regard is given to the techniques exploited in the

work, such as Dynamic Programming and Model Predictive Control.

Section 4 contains the innovative methods developed with the final goal of

controlling district heating networks in an intelligent way:

� A dynamic model and an optimization algorithm based on Dynamic Pro-

gramming suitable for multi-agent hierarchical control applications to small-

scale DHNs.

� A scale-free dynamic model and a two-stage optimization algorithm suitable

for control applications to large-scale DHNs. It optimizes the network

state and operating parameters based on a first Linear Programming step

and a second Nonlinear Programming step.

In Section 5, the aforementioned methods are evaluated in MPC control

applications for both a small-scale network (i.e. school complex in northern

Italy) and a large-scale network (i.e. peripheral areas of a city in central Sweden).

In the former case, the additional potential of the system in providing flexibility

service to the power grid under uncertainty is demonstrated.

Finally, the conclusions of the work are delineated and the outlook on future

improvements is discussed.

The sections containing the proposed elements for small-scale and large-scale

systems can be accessed through the outline in Table 1.2.

Table 1.2. Outline of methods and applications in the present thesis.

Tool Small-scale DHN Large-scale DHN

Model Section 4.1 Section 4.3

Algorithm Section 4.2 Section 4.4

MPC application Sections 5.1 and 5.2 Section 5.3

Model-in-the-Loop platform Appendix A Details in [23]
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2 State-of-the-art research overview

This section describes the current state of scientific research on district heating and

on the fundamental tools for their analysis and optimization: modeling and control

strategies. It aims to draw a complete framework of the latest developments and

mature technologies in order to highlight research gaps and support the motivation

for this work.

The literature review is divided into three parts:

� district heating mathematical models;

� district heating control;

� international research and innovation projects on smart DHCs in the Horizon

2020 Framework Programme.

2.1 District heating modeling

The operation and control of DHNs can be subject to significant variations depend-

ing on the geographical area, system topology and scale, and availability of data

and information (e.g. energy demand, building type and weather data). In partic-

ular, the thermal demand of the consumer is highly influenced by the environment

conditions.

In most cases, the experimental investigation of these aspects in proper test rigs

is not feasible due to the large system size and characteristic times, and imposes

technical risks due to strict comfort requirements for customers.

Under those circumstances, mathematical models of the system are fundamen-

tal tools for providing insights on system design, management and control-oriented

applications. Each of these activities, as well as the scale of the system, require

different levels of resolution in time and space, depending on the computational

constraints [24]. Indeed, each energy system model has to fit its specific purpose

[25].

The development of dynamic mathematical models of the production, distribu-

tion and consumption sides of DHNs is a highly tackled topic in the literature [26,

27]. In particular, distribution and consumption represent the dominant dynam-

ics in DHNs. Hence, the main modeling approaches with a focus on distribution

network and heat load are illustrated in Fig. 2.1 and reviewed below.

Models of the distribution network Various models with different levels of

detail are employed to represent the global distribution system. Some works inves-
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Fig. 2.1. Summary of the main modeling approaches of district heating networks:

focus on the consumption and distribution.

tigate the transient physical phenomena occurring within the pipelines of DHNs

by coupling the detailed hydraulic equations with the thermal advection-diffusion

equations, and solving them with an analytic form [28]. While this approach

introduces significant complexity to the overall system model, heat transmission

over DHN pipelines can also be represented by dynamic thermal-hydraulic models

which neglect diffusion but include the time delays [29, 30]. Several studies adopt

the graph theory to represent the topology of large-scale DHNs in a more compact

way [31–33]. According to this method, each pipe is a branch and each connection

is a node. Nevertheless, the network can be further simplified by applying two

different aggregation methods (i.e. German and Danish) as described in [34], or

by adopting dynamic models for topology analysis [35] and steady-state models

for system planning [36].

Since hydraulic dynamics are significantly faster than thermal dynamics, it is

common practice to neglect the former while including pressure losses.

Recently, several works have proposed software packages and libraries for de-

tailed simulation of DHNs by means of different programming tools [37–39]. These

platforms can be used as virtual test beds for network performance assessment and

feasibility analysis [40]. Nevertheless, they are not efficient as models embedded in

real-time optimization and control [41], for which model simplicity and computa-

tional speed are paramount. In this direction, an interesting network aggregation
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approach for continuous optimization of DHNs up to 200 consumers is proposed

by Schweiger et al. [39].

Generally, these models incorporate the consumers’ thermal demand by means

of other external methods.

Models of the consumption Concerning the estimation of district heating

thermal demand, the most common classification is reviewed by Ma et al. [42]:

� Physical models, or white-box models, rely on physical principles, conserva-

tion laws (e.g. energy conservation equation) and detailed building charac-

teristics, but typically require a significant computational effort, leading to

impracticable calculation times in optimization and control applications.

� Statistical models, or black-box models, are based on experimental data and

are trained with large datasets, but they do not include a physical represen-

tation of the phenomena underlying the system.

� Hybrid models, or gray-box models, are based on a manageable physical

representation of the system that relies on empirical relationships identified

from available data, thus combining physical and data-driven knowledge.

The advantages and limitations of each approach are reported in Table 2.1. In the

light of this, connected buildings can be modeled with several techniques depending

on the level of detail required by the simulation aim.

As regards white-box techniques, 3D models can be adopted for a detailed

representation of the architecture and materials [43] as well as multi-zone models

with detailed heat transfer phenomena [44, 45]. In other cases, model order re-

duction through linearization and simplification allows the model of the building

envelope to be scaled into an equivalent model [46].

As for gray-box models, the most common technique is to represent the build-

ing as a thermal-capacitance network or lumped thermal model [47] and to derive

the values of the parameters via calibration procedures, which aim to match the

output of a building model with measured data [48]. Although these models are

reliable and computationally fast when compared to detailed building simulation

tools, they focus on individual buildings without connection to the DHN. The

challenges in obtaining a fast representation of DHN customers due to the large

number of interacting variables and complex architectures is highlighted. Simpler

approaches involve the development of building archetypes characterized by rep-

resentative parameters and construction details [49], heat consumption patters of
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building clusters deriving from a combination of statistical and analytical methods

[50], density-based clustering [51], and linear regression models [52]. This may en-

able the investigation of demand side management strategies to explore the system

flexibility at building level.

Concerning black-box models, a large number of studies developing DHN heat

load patterns or its prediction as time-series has been recently proposed [53–57].

These models are trained through machine learning (e.g. neural networks), deep

learning and regression techniques.

Table 2.1. Main modeling approaches for the prediction of thermal load in district

heating networks, with advantages and disadvantages.

Approach Advantages Limitations

White-box Detailed dynamic simulation Costly, time-consuming, high

in every condition computational time, much

information required

Black-box Low computational time, Large datasets required, not

good accuracy suitable for conditions other

than training set

Gray-box Good accuracy, feasible Data and expert knowledge

computational time, physical required

meaning of parameters

Models of the heat capacity for flexibility According to Vandermeulen et

al. [58], in energy systems flexibility is the ability to speed up or delay the injection

or extraction of energy into or from a system in order to improve performance and

sustainability. Hence, it requires the system to have a thermal capacity which acts

as a buffer between energy production and actual delivery.

There are three main storage solutions in DHNs:

� Dedicated thermal storage tanks [59], classified according to the occurring

physical phenomenon (sensible, latent or chemical storage), the duration

(short-term or long-term) and the layout (distributed or centralized storage).

If such a device is not arranged in existing systems yet, its installation may

require significant investment costs.
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� Thermal capacity of the water within the distribution pipelines [60–62], ex-

ploited by raising the supply temperature and preheating the network to

lower the typical demand peaks. This is mainly suitable in large-scale DHNs

due to the large number of pipelines. However, it may have a lower po-

tential and limited controllability compared to the other methods, and it is

accompanied by higher heat losses [63].

� Thermal capacity of the connected buildings [54, 64, 65], exploited to achieve

peak shaving and valley filling, which consist of shaping the demand in such

a way that it is kept as constant as possible [66]. It does not required

modifications of the system architecture.

As mentioned in Section 1.1, the latter should be investigated further, for in-

stance by introducing limited temperature fluctuations in order to achieve flexibil-

ity through demand side management strategies [67]. The heat storage potential

of buildings has been tackled with an experimental study by Kensby et al. [68],

showing that storing an energy amount of 0.1 kWh per square meter of heated floor

area causes variations in indoor temperature lower that 0.5 °C in heavy buildings.

Subsequent simulation [69] and optimization studies are also reported [70].

These heat capacity models, however, require an extensive knowledge of the

building construction details [71] and properties, which may be not available. Of-

tentimes, a significant set of assumptions has to be made with high chances of

reducing the prediction robustness [72].

Remarks on system scale In real-time control based on MPC, the most time-

consuming part is generally the development of a suitable building model for con-

trol and operation, as a standard procedure does not exist [73]. When dealing with

modeling heat distribution in buildings, the model approaches reviewed above are

used according to the characteristic scale on which the problem is investigated [74]:

� On a micro-scale (e.g. when rooms or zones are of concern) much infor-

mation about the system (e.g. wall characteristics, glazed surface size and

orientation) and about the disturbances (e.g. external temperatures, occu-

pants’ behavior, other internal heat gain sources) can be accurately collected.

Thus, dynamic detailed models that include envelope characteristics, internal

gains and irradiance can be used [75].

� On a meso-scale, as is the case of small-scale DHNs, each building should

be considered as a whole, therefore heat exchange and capacity properties
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should be lumped together. Moreover, occupancy and the state of the glazed

surfaces are difficult to estimate with an adequate accuracy for a whole build-

ing. Nevertheless, all consumers can still be modeled individually.

� On a macro-scale, as is the case of large-scale DHNs, less information is

available for the characterization of the system. Therefore, building heat de-

mands are estimated through statistical analysis based on historical data and

aggregated by means of statistical elaborations. In many networks, however,

datasets with enough detail to characterize all substations are missing.

A control-oriented model that is not case-dependent and can be scaled to DHNs

with different sizes and architectures could significantly foster the applicability of

smart controllers in practice. In this regard, gray-box models seem to be advan-

tageous as they are able to combine knowledge of the physical system and coarse

datasets.

2.2 District heating control

Real-time control in DHNs is handled by operative personnel in a control room.

It is based on operational planning, but the parameters are adjusted in case of

anomalies or forecasting errors [76].

Traditional control in DHNs has the main priority of meeting the thermal

demand of the end-users, which varies with the external conditions. In practice,

four main control systems are present [15]. On the local consumer side, there

are (i) heat demand control of the space heaters via thermostatic valves or even

manually in outdated systems, and (ii) mass flow rates control of the secondary

side of the substation. In parallel, on the primary side, (iii) the differential pressure

control by means of pump stations assures sufficient mass flow rate, while (iv) the

supply temperature control aims to ensure that the supply temperature, which

is regulated through the amount of heat transferred from the heat source to the

distribution water, reaches a given set-point. This is traditionally given by heating

curves, which are linear functions of the outdoor temperature determined apriori.

In general, the system operator is able to manage the system operation by

regulating the pumps and the supply temperature independently. A widely used

operation mode is named quality regulation mode, in which mass flow rates remain

constant while the water temperature changes with the demand [77]. Another

mode, instead, regulates only the mass flow rates while maintaining a fixed supply

temperature.
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Clearly, traditional control systems in DHNs are rather basic and non optimal,

as each of them has an individual target. Moreover, being based on time-scheduling

and on the experience of operators and technicians [78], they are not able to deal

with RES fluctuations or to rapidly react to the high weather variability caused

by climate change.

As stated in Section 1.1, advanced control systems can provide customized

solutions according to the actual conditions. Hence, they unlock the benefits

of low-temperature networks [79], optimization and flexibility measures, without

having to change the system hardware configuration.

In the literature, a widespread method, regarded as operational optimization

in [58], generally includes a model of the system and calculates the optimal control

actions offline, i.e. a few hours or a few days ahead [41, 80, 81], or performs optimal

scheduling by aggregating the thermal inertia of different buildings [82].

Alternatively, remarkable improvements in terms of robustness [83] can be

achieved when the optimal control action is calculated online, i.e. the calculation

is updated at each given time increment to compensate modeling and prediction

errors, which are inherent in the previous case. This promising real-time strategy

is Model Predictive Control. Its investigation and application to small-scale

and large-scale DHNs are the focus of the present thesis. Details on its concept

and theoretical framework are provided in Section 3.3.2.

Model Predictive Control for buildings In the last decade, the number of

studies on MPC for energy systems has become considerable, especially as far as

individual building systems are concerned.

In a review paper from 2009 [84] regarding advanced control for building en-

vironments, MPC is not cited, yet predictive control is regarded as interesting at

coordinator level. First experiences of MPC for heating, ventilation and air con-

ditioning systems of buildings date back to 2011 [85, 86]. In subsequent reviews

[87–89], MPC becomes the most widely used optimal control method in literature

studies on comfort management and flexibility of smart, sustainable buildings.

Some remarkable results regard successful implementation of MPC in real field

tests on residential [90] and commercial buildings [91], as well as simulation cases,

where a detailed model emulates the behavior of the system [92]. Research has

mainly focused on the assessment of suitable physics-based or data-driven models,

as they represent an essential part of the controller [93].

Nevertheless, the mentioned efforts are exclusively devoted to buildings with

individual heating systems. The connection to a DHN implies greater system
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complexity, longer dynamics (and delays to be predicted and anticipated) and a

higher computational burden that should not be underestimated.

Model Predictive Control for district heating The most part of research

on DHNs focuses on design and operation [94], long-term production planning

[95], but not on real-time control. The extension of MPC to DHNs presents some

challenges and studies in the literature, as well as real world case studies, are not

frequent. Thus, this is a relatively new field.

According to Lyons et al. [96], the development of models that are complex

enough to capture the behavior of large sets of buildings without introducing ex-

cessive computational effort is still a challenge. The authors develop an MPC

strategy for a block of flats with communal heating (i.e. small-scale DHN) in

two architectures to achieve lower cost: (i) a centralized MPC that solves the opti-

mization problem for the entire system, with impracticable computational demand

for larger networks, and (ii) a decentralized MPC in which different subsystems

are optimized separately according to local objectives. Here, the MPC calculates

optimal set-points for the low-level feedback controllers of the actuators [97].

Another paper shows the benefits of the technique for a multi-energy system

with three buildings with an economic objective [98]. In other cases, instead, MPC

can be used to improve set-point tracking of low-level control strategies, in order

to reduce their oscillations [99]. Similarly, Hou et al. [100] perform the simulation

test of two different MPC controllers in a building substation, in order to keep

indoor air temperature at reference values.

Aoun et al. [101] shift space heating consumption of an archetype building

with an MPC without feedback on internal air temperature. This may lead to less

accurate state estimation and, consequently, control performance, yet it may be

applicable in districts where extensive indoor monitoring would be intrusive.

As for large-scale DHNs, it is challenging to consider each consumer as a

separate individual element when the number of buildings increases significantly.

Verrilli et al. [102] design an MPC for optimal scheduling of energy production

from multiple sources while the demand is predicted through data mining methods.

Similarly, Zimmerman et al. [23] build a demand prediction model identified with

historical data and provide it to a feed-forward MPC. Lennermo et al. [103] study

the control of solar heat collectors as decentralized sources for district heating

without, however, including the demand side. In the work by Vanhoudt et al.

[104], the building load is represented through thermal-electrical analogy while

the grid components are fitted to supplier data.
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On a final note, the methods proposed are oftentimes case-dependent and the

possibility to extend the analysis to real scenarios is not straightforward. In ad-

dition, MPC implementation requires continuous monitoring of the system state,

as detailed in Section 3.3.2. However, monitoring instruments, sensors and smart

meters are not installed in a widespread manner. The availability of extensive data

or the online knowledge of the network variables, even in countries with a high

degree of diffusion of DHNs, cannot be taken for granted.

2.3 European Research and Innovation projects

Since scientific papers and reviews seldom take into consideration research and

innovation projects funded by national and international institutions [13, 105], it

is essential to investigate also these actions, in order to complete the state-of-the-

art literature framework outlined in the previous sections. Indeed, including such

activities can be helpful for researchers and practitioners in the energy sector for

several reasons:

� to provide an overview of the innovative results obtained by the cooperation

of academic and industrial partners from different countries;

� to explore the potential of public engagement (i.e. participation of the pub-

lic in energy-related research [106]), usually not included in technical papers,

in the identification of technical solutions that are more attractive for cus-

tomers;

� to keep track of the most recent practical applications, since international

projects often propose the demonstration of technologies in operative envi-

ronments up to market uptake;

� to identify the research gaps partially addressed or not yet considered;

� to understand the direction of the global interest and to locate future funding

opportunities.

With these aims, this section summarizes the results from an overview of the

research and innovation projects on smart heating and cooling networks funded by

the European Union over the last few years. Extended details on the study can be

found in [107]. A brief description of the methods and main outcomes is reported

below.
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The paper collects and analyzes the European projects relevant to the Secure,

Clean and Efficient Energy challenge within the 8th Framework Programme for

Research and Technological Development, known as Horizon 2020, which is going

to be concluded at the end of 2020. The program is aligned with the European

Union key priority for 2020 and the following years: an intelligent, sustainable and

inclusive growth and the realization of a knowledge- and innovation-driven society.

Coherently with the present thesis, the focus of the review concerns smart district

heating networks as smart energy systems and, therefore, comprises their smart

management, optimization and control strategies.

Similarly to three recent papers reviewing research projects on smart buildings

[108], smart cities [109] and energy poverty [110], the method adopted consists of

a detailed examination of the CORDIS (Community Research and Development

Information Service) portal [111], which is the primary source for every project

funded by the European Union over the last twenty years. The search has been

conducted with the following keywords and their combinations: District Energy ;

District Heating and Cooling ; Smart Energy System; Optimization; Intelligent

Control and Management ; Predictive Control ; Digitalization. The selected 58

projects, further explored by analyzing websites, publications and cross-references,

are collected in a database, each with a project profile sheet that gathers key

information such as project dates, partnership, main goals and demonstration

sites. In addition, the investigation underlines for each work action specific features

relevant to the development of smart tools and approaches for heating and cooling

networks as well as to their integration within the global energy system. They are

mainly related to:

1. the energy vector analyzed in the project;

2. the main application (i.e. district level or building level);

3. the project output (i.e. software, library of models, optimization tool and

business model);

4. the purpose of the work (i.e. planning, sizing, retrofitting, real-time control,

management, diagnosis, MPC);

5. additional methods, e.g. machine learning, peak shaving, renewable energy

integration.

The characteristics of each project as well as the highlighted features are de-

tailed by comprehensive tables in [107], while the main quantitative results of the

analysis are reported in the following paragraphs.
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(a)

(b)

Fig. 2.2. Number of projects (a) per coordinator country and (b) per participating

country.
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Fig. 2.2a and Fig. 2.2b illustrate the geographical distribution of the project co-

ordinators and project partners, respectively, showing that most innovative works

are located in western and northern Europe, where thermal networks are more

widespread. Nevertheless, almost all countries participate to at least one project,

demonstrating the increasing attention paid to smart district heating and cooling

all over Europe and the importance of collaborative actions.

The analysis of the specific features tackled by the projects is reported in

Fig. 2.3. Due to the focus of the study, the most exploited energy vector is heating

combined with cooling technologies. However, it is possible to recognize a trend

toward sector integration, as six actions propose a global urban energy system

by exploiting the synergies between heating, cooling, electricity and natural gas

at the same time. The same can be observed regarding the main application,

since 20 projects integrate the building level with the district level, providing

methods that can be implemented to an energy system in its entirety, from energy

conversion to end-user supply. The trend toward the digitalization of the sector is

shown by the main outcomes, as more than half of the projects plan to develop a

library of models, software platform, or web application for several purposes, e.g.

automatically managing and monitoring the system. Fewer works focus on smart

real-time control strategies, such as MPC, which, therefore, deserves to be further

explored in its applicability to district heating.

This overview of European projects also leads to the identification of four key

drivers that will be paramount in future research and innovation on smart district

heating:

1. Digitalization. The energy sector can benefit from new ICT tools and data-

driven techniques (e.g. data mining, machine learning) in order to achieve

smarter systems. For instance, innovative real-time control strategies, which

require online data processing and computationally efficient algorithms, are

enabled by the synergic match (e.g. MPC) between physics-based system

modeling and the latest developments in programmable controllers, innova-

tive software and hardware architectures.

2. Sector integration. The conversion of energy into the form that is most cost-

effective or energy-efficient for the global system (depending on the actual

boundary conditions) will lead to optimal exploitation of RES and energy

saving. For this purpose, the integration of different energy domains (i.e.

heating and cooling, electricity, natural gas) and new management strategies

to optimally exploit their synergies will be key developments for future energy
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Fig. 2.3. Number of projects per (a) energy vector, (b) main application, (c)

outcome and (d) purpose.

systems.

3. Decarbonization. Since a 100 % renewable energy system requires storage

technologies to be strongly implemented, it will be necessary to investigate

also unconventional types of storage, such as building thermal capacity in

large-scale districts.

4. Resilience. It is of utmost relevance due to the COVID-19 containment

measures that have greatly affected the global energy system [112], which

will have to be able to adapt to other unpredictable global events that are

likely to occur in the future.

Although the funding opportunities within Horizon 2020 are going to end in
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2020, these research topics are expected to be at the forefront of innovation also

over the next decade, in which the next programme approved by the European

Commission, named Horizon Europe, will take place [113].

2.4 Novelties of the thesis

From the overview drawn in the previous sections, it can be concluded that suitable

reduced-order model and computationally efficient optimization algorithms are of

key importance to promote and realize the full potential of smart controllers in

heat distribution. Furthermore, scalability is an essential feature that would enable

a modular expansion of MPC to different system layouts and sizes, ensuring its

long-term success [97].

Based on these research gaps, the present thesis aims to develop innovative

methods for MPC application at small-scale and large-scale levels. In particular,

it aims to introduce the following novelties:

� a deterministic model of building and district heating branch that does not

require specific knowledge of the system and is readily extendable to multiple

end-users in small-scale DHNs;

� a novel and computationally fast optimization algorithm for online control

of small-scale DHNs;

� a multi-agent hierarchical MPC architecture (exploiting the mentioned ele-

ments) demonstrated in a small-scale DHN by means of an in-house mod-

ular simulation platform;

� a reduced-order scalable model of the aggregated consumers in large-scale

DHNs, which includes their heat capacity for demand side management and

online control;

� a novel optimization algorithm which optimally manages heat delivery to

aggregated consumers and network operation of large-scale DHNs.

All characteristics elements of MPC control are therefore investigated in a gen-

eral way (Section 4) and applied to specific case studies with different complexity

(Section 5). This may represents a considerable step toward widespread imple-

mentation of smart control in DHNs.
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3 Theoretical background

After outlining the research gaps and the need for smart controllers for DHNs, it

is important to provide the theoretical fundamentals and frame the development

of novel methods. This section reports the basic theoretical tools which lay the

foundations for the new methods proposed in this thesis. Since the main parts of

an MPC are models and optimization algorithms, a first description and classifi-

cation of mathematical models according to their characteristics is followed by an

outline of optimization techniques, useful for solving energy-related optimization

problems. Lastly, general information on traditional control strategies is given

together with a specific focus on the advanced methods of MPC.

3.1 Modeling

According to the operational definition by Witelski and Bowen, a mathematical

model is a “useful, practical description of a real-world problem, capable of pro-

viding systematic mathematical predictions of selected properties” [114]. Hence,

models have two basic features that make them useful in scientific research: they

are descriptive, as they allow the user to simulate and gain knowledge on a real

system for which experimentation cannot be performed (e.g. it is expensive and

dangerous, or the system still have to be conceived); and they are predictive, as

they are able to anticipate the behavior of the considered process or system and,

thus, to provide quantitative and qualitative insights for its technical improvement

and optimization.

Mathematical modeling is the procedure that brings to translating the real

world problem into a mathematical problem, to finding the solution with various

mathematical tools and to interpreting the results, which provide an approximated

solution of the real problem. The degree of this approximation is correlated with

the level of detail required by the objective of the study. This is generally brought

by a compromise between the accuracy of the representation and the computational

effort needed to solve the problem.

The process of developing a mathematical model of a physical system such as

an energy system can be split into the following phases:

1. Problem identification and definition: the objective, relevant phenomena,

constraints, required quality and maximum computational cost are defined.

2. Problem simplification: different aspect are included or neglected through

assumptions in order to approximate the problem in an effective way.
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3. Problem translation into a mathematical form as a system of equations

and/or inequalities, generally deriving from physical principles (e.g. con-

servation laws) and constraints.

4. Model analysis, e.g. solution with analytical or numerical methods and sen-

sitivity analysis on the model parameters.

5. Interpretation of the results and comparison with the system expected be-

havior, in order to evaluate the model coherency with the real world.

6. Model validation, generally done through a comparison with experimental or

simulation data. This step is required to establish the validity of the model

predictions regarding the real system.

7. Model application to achieve the objective of the study.

3.1.1 State-space representation

Dynamic systems can typically be represented by state-space models [115], which

consist of an input/state/output formulation schematized in Fig. 3.1.

𝑥 𝑡 ≡ 𝑥1, 𝑥2…𝑥n

States Outputs

𝑦 𝑡 ≡ 𝑦1, 𝑦2…𝑦p𝑢 𝑡 ≡ 𝑢1, 𝑢2…𝑢m

Inputs

Fig. 3.1. Generic state-space model.

This type of models is characterized by:

� State variables x, which correspond to the minimum set of variables required

to describe the system configuration and its behavior over time.

� Input variables u, also known as exogenous variables, which are the exter-

nal phenomena that influence the system. The inputs can be manipulated,

if they can be changed with an actuator to control the system, and non-

manipulated, also named disturbances, if they cannot be changed.

� Output variables y, which are the observable effects of the system.
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The relationships between these variables are expressed by the state-space rep-

resentation, which comprise a state function f (representing the evolution of the

states when the inputs are applied) and an output function g:
dx(t)
dt

= f (x(t), u(t), t)

y(t) = g (x(t), u(t), t)
(3.1)

This form is well suited for the representation of energy systems, for which

the conservation laws of e.g. mass, energy and momentum can be written. The

balance of a generic physical quantity M in a control volume is:

dM(t)

dt
=
∑
i

mi(t) +ms(t) (3.2)

where mi(t) are the flow rates of the quantity entering or leaving the control volume

(with sign + and –, respectively), while ms(t) is the source or sink (with sign +

and –, respectively) of the quantity within the control volume. In this case, M is

the state of the system and Eq. (3.2) is the state function.

3.1.2 Model classification

Mathematical models can be classified according to different criteria. As far as

their aim is concerned, there can be detailed models for accurate simulation of a

process or system, as well as simplified models for system optimization or control-

oriented applications.

An interesting classification regards the various model features and is summa-

rized in Table 3.1.

Table 3.1. Classification of mathematical models according to various features.

Feature Classification

Relationship between variables Linear Nonlinear

State over time Static/algebraic Dynamic

Time discretization Discrete Continuous

Space discretization Lumped Distributed

Variable randomness Deterministic Stochastic

Model type Black-box White-box

Relationship between variables A model is linear if all relationships between
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generic variables φ1 and φ2 are linear operators L and, therefore, satisfy the fol-

lowing property:

L (φ1 + φ2) = Lφ1 + Lφ2 (3.3)

If this property is not satisfied, the model is nonlinear. The state-space form

Eq. (3.1) of a linear model can be expressed in matrix form, as follows:
dx(t)
dt

= A(t)x(t) +B(t)u(t)

y(t) = C(t)x(t) +D(t)u(t)
(3.4)

The model is time-invariant if the matrices A, B, C and D are constant parameters

over time, while it is time-variant otherwise.

State over time A model is dynamic if the system states are subject to time-

dependent changes and can be represented by differential equations, such as Eq. (3.1).

Dynamic models maintain the memory of the state past evolution, which influences

its future evolution. On the other hand, a model is static if the states remain con-

stant, the system equilibrium is calculated and, hence, it is described only by

algebraic equations (there is no state function):

y(t) = g (u(t), t) (3.5)

Time discretization A model is continuous if it is characterized by time-

continuous variables and functions, while it is discrete if its variables and functions

are determined for given time-steps. Finding the exact analytic solution of con-

tinuous problems can be challenging and feasible only for simple sets of problems.

Hence, oftentimes these problems are tackled with approximated numerical meth-

ods, which require the discretization of the time coordinate. The continuous and

discrete models are basically equivalent for smaller amplitudes of the time-step

∆t. This approximation can be done mainly with two one-step methods [116]:

� Forward Euler method, which is an explicit method based on the forward

difference derivative. The approximation quality depends on ∆t and it might

lead to instability. However, since it requires only the knowledge of the

variables at the current time step, it is easy to solve and computationally

fast. The discrete state function becomes:

x(t+ 1) = x(t) + f (x(t), u(t), t) ∆t (3.6)
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� Backward Euler method, which is an implicit method based on the backward

difference derivative and is unconditionally stable. However, since it needs

the evaluation of the variables at the following time step, numerical iterative

methods (with greater computational effort) are required for its solution.

The discrete state function becomes:

x(t+ 1) = x(t) + f (x(t+ 1), u(t), t) ∆t (3.7)

Space discretization A model is lumped if its variables are considered uniform

in space and, therefore, spacial variations are not taken into account, and it is

characterized by ordinary differential equations. In this case, time t is the only

independent variable. On the other hand, a model is distributed if its parameters

are subject to variations along different space dimensions, and it is described by

partial differential equations [115]. It is quite common, however, to simplify dis-

tributed models by neglecting the spacial distribution, if its effect is not relevant to

the problem aim, or by implementing a discretization over the space coordinates.

Variable randomness A model is deterministic if the relationships between its

variables are completely determined, thus it performs the same way for given initial

conditions. It is instead stochastic if the variables are described by probability

distributions, which greatly affect the system behavior.

Model type As already mentioned in Section 2.1, black-box models describe

systems for which there is no apriori information and the relationships between

variables are given by empirical correlations. They are typically developed by

means of identification procedures with experimental data [117] and do not provide

insights on the physical phenomena that characterize the system. On the other

hand, in white-box models the relationships between variables are entirely based

on known physical principles and, for this reason, can be complex to determine and

to solve. Gray-box models lie in-between these two types, as they are described

by simpler physics-based correlations (generally identified with data), which carry

on knowledge on the underlying dynamic phenomena [118].

3.2 Optimization

“Optimization is the minimization or maximization of a function subject to con-

straints on its variables” [119]. It is a fundamental tool in the analysis of physical

systems and in decision-making. Indeed, it makes it possible to identify the values
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of the system variables that give its best performance according to a quantita-

tive objective, namely objective function or cost function (e.g. minimum cost or

minimum energy consumption). The choice of these optimal values is typically

subordinate to a set of limitations, namely constraints, which represent the phys-

ical or operational boundaries of the system.

A generic optimization problem can be formulated in the following way:

min
x∈IRn

J(x) subject to

hi(x) = 0, i = 1, 2 ...m

gj(x) ≥ 0, j = 1, 2 ... p
(3.8)

where x is the vector of variables, J is the objective function, and hi and gi are

the equality and inequality constraints, respectively.

The first step of an optimization procedure is the development of a suitable

model of the system to be optimized (Section 3.1), in order to select the proper

variables, constraints and objective. The second step is the solution of the deriving

problem by means of an optimization algorithm. This should be able to identify

a solution with good accuracy for multiple problems in their class, with a feasible

computational time and memory. There is a large variety of techniques suitable

for the solution of optimization problems, depending on the problem formulation

and on the required computational performance.

A set of possible classifications of optimization problems based on different

criteria [119] is reported in Table 3.2 and clarified as follows:

� A problem is static if the decision variables are optimized for a given time

instant and it is described by Eq. (3.8), while it is dynamic if the deci-

sion variables actively change in time, and their values are optimized over

an entire time interval. In the latter case, the optimal trajectory of the

variables used to actively control the system has to be found and a suitable

representation is the state-space form (Eq. (3.5)).

� A problem is continuous if the variables are allowed to be real numbers,

while it is discrete or integer if at least one of the variables is integer or

binary.

� A problem is unconstrained if there are no equality and inequality con-

straints, while it is constrained otherwise. Frequently, the latter can be

reformulated as an unconstrained problem in which the constraints are re-

placed by penalty factors added to objective function, in order to discourage

constraint violations.
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� A global optimization problem seeks the global optimum, which is the point

with the lowest value of the objective function among all feasible points.

Oftentimes, however, this is difficult to find, especially in problems with

complex structures. Hence, in these cases, local optimization seeks a local

optimum, which is a point with a value of the objective function lower than

all other feasible nearby points.

� Similarly to the mathematical model classification, optimization problems

can be deterministic, if their models are completely known, or stochas-

tic, if their models include uncertain quantities and the produced solution

optimizes the expected performance of the model.

Table 3.2. Classification of optimization problems according to various features.

Feature Classification

Optimization time Static Dynamic

Variable type Discrete Continuous

Presence of constraints Unconstrained Constrained

Optimum type Local Global

Problem randomness Deterministic Stochastic

The analytic solution of the optimization problem Eq. (3.8) by means of a di-

rect method [120] is unfeasible in the vast majority of cases, due to the potential

complexity of the functions or to the large computational burden. Therefore, nu-

merical algorithm are exploited to find a numerical solution, by relying on iterative

procedures. They usually start from a candidate solution and generate a sequence

of improved approximate estimations by means of different methods until a given

termination criterion for convergence is satisfied [121].

There are two main classes of numerical optimization algorithms for static

problems:

� Iterative methods are based on a mathematical approach to the problem.

The way in which the iterative procedure estimates the solution relies on

an approximation of the objective function and its first and second order

derivatives (i.e. gradient and Hessian). This evaluation tends to increase the

computational complexity of the techniques. Indeed, for a function with n

variables, the gradient approximation requires at least n + 1 function eval-

uations, while the Hessian approximation at least n2. For these reasons,
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such techniques generally provide good accuracy and robustness, but may

become ineffective in presence of large nonlinearities. The most common

strategies are line search methods and trust region methods. Full details are

extensively treated in many textbooks [119, 122].

� Heuristic methods are based on a set of simple high level rules and pro-

cedures which should direct the iterative search toward the optimum, with-

out any knowledge on the analytic structure of the objective function and

constraints. This allows the problem to be solved more quickly than clas-

sic methods but, on the other hand, it does not mathematically guarantee

convergence to the solution. Hence, this class of methods constitutes a trade-

off between accuracy/optimality and computational feasibility. These tech-

niques are classified according to their heuristic rules, which take inspiration

from natural phenomena (e.g. genetic algorithms [123]) or social sciences

(e.g. Particle Swarm Optimization [124], Ant Colony Optimization [125]).

Full details are provided in [126].

In the following sections, a closer look at the three types of optimization prob-

lems obtained in the present thesis and to the related algorithms is reported. For

each algorithm, the advantages and limitations with regard to the optimization of

energy systems are reported.

3.2.1 Dynamic Programming

A dynamic optimization problem consists of determining an optimal control law

for the dynamic system which, if implemented, optimizes a given performance

criterion over a given time horizon [t0; tf ]. The system is represented by a state-

space model. The resulting problem, called optimal control problem [127], can be

written in the following form:

min
u(t)

J(x0, u(t)) subject to



dx(t)
dt

= f (x(t), u(t), d(t), t)

x(t0) = x0

x(tf) ∈ Xf

x(t) ∈ X ∀ t ∈ [t0; tf ]

u(t) ∈ U ∀ t ∈ [t0; tf ]

(3.9)

where x0 is the initial condition, and Xf , X and U are the feasible sets of final

state, states and inputs, respectively. There can be constraints also on the input

rate of change, but they are here omitted without losing generality. It is also
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possible to notice that the inputs are decomposed into manipulated variables u(t)

and disturbances d(t).

The input and state constraints which generate the input and state feasible sets

generally include the physical limitations on these variables and can be expressed

as box constraints, as follows:

umin ≤ u(t) ≤ umax (3.10a)

xmin ≤ x(t) ≤ xmax (3.10b)

Hence, the solution of this problem consists of calculating the optimal control tra-

jectory u∗ that generates the optimal system performance according to optimality

criterion J in the form of Eq. (3.11), while considering the constraints on the

variables.

J(x0, u(t)) = G(x(tf)) +

∫ tf

t0

H (x(t), u(t), d(t), t) (3.11)

Since this is a cost functional, analytical methods (based on calculus of variations)

to find the problem solution are feasible for simplified problem formulations [121].

On the other hand, more complex nonlinear problems can be efficiently solved

by means of Dynamic Programming (DP), which is a numerical method with the

Bellman’s principle of optimality as its foundation [128].

The deterministic DP algorithm requires the discretization of the time scale in

N steps. The state function becomes:

xk+1 = fk (xk, uk, dk) k = 0, 1 ... N − 1 (3.12)

while the cost function becomes:

Jπ(x0) = GN(xN) +
N−1∑
k=1

Hk (xk, µk(xk), dk) (3.13)

where µk(xk) = uk represents the feasible inputs that can be applied at state xk.

An admissible control law or control policy π comprises a sequence of feasible

inputs at each time-step of the optimization horizon:

π = [µ0, µ1 ... µN−1] (3.14)

Hence, the deterministic problem is solved by calculating the optimal policy π∗

which minimizes the cost Jπ(x0) starting from the initial condition x0.

The aforementioned principle of optimality states that the tail of an optimal

trajectory of an optimization problem is still optimal for the tail subproblem. A
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commonly used explanatory example clarifies this principle [121]: if the fastest

route between point A and point B passes through a third point C, then the

portion of this route from C to B is also the fastest route from C to B (Fig. 3.2).

Similarly, if the policy π∗ =
[
µ∗0, µ

∗
1 ... µ

∗
N−1
]

is optimal for the original problem,

then the truncated policy
[
µ∗k, µ

∗
k+1 ... µ

∗
N−1
]

is optimal for the tail subproblem with

cost Jπ(xk).

A
C B

optimal route
from A to B

optimal route
from C to B

other non-optimal routes

Fig. 3.2. Example of the Bellman’s principle of optimality: the optimal route

between A and B passes through C, thus the portion of that path between C and

B is also the optimal route between C and B.

This concept can be exploited to find an optimal control policy by dividing the

global problem into smaller subproblems, which are solved recursively proceeding

backward in time (from the final to the initial state). At each iteration, the results

from the tail subproblem are stored in memory and exploited for the following

step. This allows the computational time to be reduced significantly.

In many cases, it is not possible to obtain an analytical solution. Nevertheless,

a fully numerical DP algorithm can be developed and exploited. This relies on

the discretization of the whole state-space of the optimization problem. For each

time-step k, the feasible states xk,i are considered, with the index i representing

the points of the state grid. The solution is found by means of a time-backward

iterative calculation that, at each iteration k, solves the optimal control problem

involving the subproblem from time-step k to time-step N − 1. The optimal

cumulative cost Jk(xk,i) (from the current step to the end of the optimization

horizon) and the related optimal inputs uk(xk,i) are evaluated for each feasible

state xk,i and stored in memory:

JN(xN,i) = GN(xN,i) (3.15a)

Jk(xk,i) = min
uk

[Hk (xk,i, uk, dk) + Jk+1 (fk (xk,i, uk, dk))] k = N − 1, ... 2, 1

(3.15b)
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The procedure covers the entire time horizon and returns an optimal control map

which contains the optimal inputs uk(xk,i) that should be applied if the system is

in state xk,i at time-step k. This map is finally exploited to identify the actual

optimal control sequence
[
u∗0, u

∗
1 ... u

∗
N−1
]

and optimal states [x∗1, x
∗
2 ... x

∗
N] through

a time-forward calculation that starts from the initial condition:

u∗0 = u0(x0) (3.16a)x∗k = fk
(
x∗k−1, u

∗
k−1, dk−1

)
u∗k = uk(x

∗
k)

k = 1, 2, ... N − 1 (3.16b)

A simplified example with one state variable Tk (i.e. temperature) is provided

in Fig. 3.3 to clarify the procedure in an intuitive way. The optimization horizon

comprises only three time-steps (i.e. 900 seconds each), at which the state can

assume only the values represented in the figures. The input can assume only two

directions which have the effect of increasing or decreasing the state of 1 °C. Each

state transition is represented by a segment and characterized by a cost. The tail

subproblems are solved recursively while the optimal cumulative cost is saved for

each feasibe state (Figs. 3.3b and 3.3c). Finally, the optimal trajectory starting

from the initial condition is selected (Fig. 3.3d).

The main advantages and limitations of this technique are shown in Table 3.3.

One of the main drawbacks is the necessity to discretize the state-space, with con-

sequent reduction in accuracy, though this limit can be overcome by refining the

spacial grid. Moreover, the DP algorithm is affected by the so-called “curse of

dimensionality” [121]. This indicates that an increase in the number of system

states gives a significant increase in computational time and memory, as the num-

ber of function evaluations corresponds to the product of numbers of grid points

per state, numbers of grid points per input, and number of time-steps.

Nonetheless, the DP is particularly appropriate for dynamic problems in which

the objective function is to minimize the total cost, e.g. economic cost or energy

consumption over the entire optimization horizon. It is not suitable with other

types of objective function, involving e.g. minimization of the maximum value of a

variable over the horizon, as in these cases the cumulative cost loses its significance.

A numerical function that solves generic deterministic DP problems with up

to five state variables has been proposed by Sundström and Guzzella [129] and

used in several applications [130–132]. In Section 4.2, an original fast numerical

DP algorithm suitable for multi-agent control applications is presented.
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Fig. 3.3. Simplified example of the DP algorithm application. (a) Feasible system

states at each time-step with state change and related cost; (b) solution of the

optimal control problem of the last time-step; (c) optimal input map obtained

from the time-backward calculation; (d) time-forward calculation returning the

optimal trajectory.

Table 3.3. Summary of advantages and limitations of the Dynamic Programming

algorithm.

Advantages Limitations

� Global optimum guaranteed � Computational time increases with

� Suitable for economic optimization number of states and inputs

� Straightforward implementation � Discretization of states and inputs

for dynamic problems required for numerical solution

� No restrictions on objective � Potential influence of algorithm

function and constraints parameters on the solution

� Nonlinearities easily handled
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3.2.2 Linear Programming

The specific form of the static optimization problem Eq. (3.8) in which both the

objective function and the constraints are linear is called Linear Programming

(LP). This problem presents the property of convexity, which makes it significantly

easier to solve in theory and practice [119].

LP problems can be written in standard form, regardless of the constraints and

variable signs:

min
x
cT x subject to

Ax ≤ b

x ≥ 0
(3.17)

where c and b are vectors of known coefficients (in IRn and IRm respectively), and

A is an n × m matrix of coefficients. Even problems with particular nonlinear

objective functions, involving e.g. minmax/maxmin forms and absolute values,

can be reported to the previous formulation by introducing slack variables.

The solution of this problem can be found through two numerical algorithms

[119]:

� The simplex algorithm belongs to the class of active set methods and

guarantees the global optimum to be found, if it exists. Indeed, the solution

is identified as one of the vertices of the feasible polytope, which is the n-

dimensional space determined by all feasible points (represented for a generic

LP with two dimensions and three constraints in Fig. 3.4). The algorithm

formulates reduced versions of the original problem in an iterative way, each

containing a subset of the constraints. Eventually, the procedure leads to-

ward the actual problem solution. This algorithm has as its foundation the

duality theory, according to which each LP problem (i.e. primal) can be con-

verted into a dual problem providing an upper bound to the optimal solution

of the primal, and viceversa.

� The interior-point algorithm approaches the boundary of the feasible

polytope from the interior or exterior, but never actually lies on the boundary

of this region. For this purpose, it approximates the inequality constraints

through proper barrier functions able to push the tentative solution inside the

feasible polytope. A sequence of iterations progressively relaxes the barrier

penalization, until the boundary is met.

These algorithms can be readily tackled by reliable solvers typically available in

many commercial softwares [133]. Complete mathematical details are extensively
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𝑥2
𝑥2 ≥ 𝛼1𝑥1 + 𝛽1
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𝑥2 ≥ 𝛼3𝑥1 + 𝛽3

Feasible polytope Constraints
Vertices

Fig. 3.4. Qualitative representation of the feasible polytope of a generic Linear

Programming problem with two variables (x1 and x2) and three constraints (red

lines).

described in [119] while a summary of advantages and limitations of this technique

is reported in Table 3.4.

A noteworthy type of LP problems, particularly common in optimization of

energy systems [134], is Mixed Integer Linear Programming (MILP), in which the

vector of variables comprises both real and integer quantities. In this case, proper

algorithms such as branch and cut or some heuristics are adopted for the solution.

Table 3.4. Summary of advantages and limitations of Linear Programming.

Advantages Limitations

� Global optimum guaranteed � Nonlinearities not handled

� Discretization of states and � Linearization of nonlinear parameters

inputs not required introduces potential errors

� Efficient algorithms available � Number of optimization variables

in many commercial softwares increases for dynamic problems
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3.2.3 Nonlinear Programming

The generic form of the static optimization problem Eq. (3.8) in which both the

objective function and the constraints are nonlinear is called Nonlinear Program-

ming (NLP). Its solution presents more challenges compared to LP problems, as

the convexity is not guaranteed.

An optimal solution can be reached through many different numerical methods,

classified according to the nature of the objective function and constraints. For

instance, the original problem can be replaced by a sequence of simplified subprob-

lems obtained by approximating the objective function with a quadratic form and

the constraints with linear forms. This method is called Sequential Quadratic Pro-

gramming. Furthermore, in similarity with LP algorithms, interior-point methods

are very effective and they are also included within various softwares [133, 135].

The summary of advantages and limitations of this technique is reported in Ta-

ble 3.5.

Table 3.5. Summary of advantages and limitations of Nonlinear Programming.

Advantages Limitations

� Global optimum guaranteed � Number of optimization variables

� Nonlinearities handled increases for dynamic problems

� Discretization of states and � Available algorithms may not

inputs not required achieve convergence

� Potentially high computational time

3.3 Control

Controlling a dynamic system (i.e. plant) deals with developing its control system,

which is a set of elements that regulate the variables of interest. Generally, the

output variables of a system need to follow a certain reference over time, thus the

controller manipulates the input variables in order to obtain the desired effect,

despite the external disturbances.

In this section, the traditional types of control systems are discussed with ref-

erence to dynamic system models in the state-state form outlined in Section 3.1.1.

Then, the advanced control strategy of Model Predictive Control, which is applied

to district heating networks in this thesis, is described.
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3.3.1 Control system classification

Firstly, it is worth reminding that the plant state is characterized by the state

variables x. The output variables y are measurable effects which have to follow

a reference or set-point ySP. The inputs variables u are also called manipulated

variables as they can be actively changed by an actuator in order to control the

plant. The disturbances d are external inputs that cannot be manipulated, but in

some cases can be measured and disturbance rejection strategies can be activated

to improve control performance.

The control systems can be classified with many different criteria, some of

which are summarized in Table 3.6 and discussed below.

Table 3.6. Classification of control systems according to various features.

Feature Classification

Input computation Open-loop Closed-loop

Approach to disturbance No rejection Feed-forward

Control architecture Centralized Distributed

Problem randomness Deterministic Stochastic/Robust

There are two main types of control loops, depicted in Fig. 3.5:

� Open-loop control system, in which the control action is defined based

only on the set-point, independently from the process output. The input

relies on a predefined static correlation (e.g. look-up table) between the set-

point and the input value applied to the process. The performance of this

controller depends entirely upon the accuracy of this correlation and cannot

be corrected if there is any error.

� Closed-loop control system, or feedback control, in which the control ac-

tion depends on the measured process output ym. The deviation between

the measured output and the set-point is the error e, which is used by the

controller to compute the input.

Another distinction can be based on the disturbance rejection property: if this

is present, the input is calculated also as a function of the measured disturbance,

and the controller is also called feed-forward.

The feedback controller that is most widely implemented in industry due to its

simplicity is Proportional-Integral-Derivative (PID) control [136], represented in
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Fig. 3.5. Main types of control loops: (a) open-loop control system and (b)

closed-loop control system.

Fig. 3.6. The control action is indeed based on three terms, which are proportional

to the error, to its integral (in order to consider the historic cumulative value of

the error) and to its derivative (in order to estimate the future trend of the error),

respectively, according to Eq. (3.18):

u(t) = kP e(t) + kI

∫ t

0

e(τ)dτ + kD
de(t)

dt
(3.18)

The controller becomes P and I if there is only the proportional or integral term,

respectively, while it is PI if both terms are present.

The PID control presents many limitations. Firstly, it is only able to man-

age one input at a time and, hence, is not suitable for multi-input-multi-output

(MIMO) systems. Secondly, it is not able to include constraints on the variables.

Moreover, optimal control according to a performance objective is not allowed.

Such drawbacks can be overcome by advanced control strategies such as MPC.

A further classification of control strategies, also illustrated in Fig. 3.7, can be

done according to the control architecture:

� In the centralized architecture, the plant is entirely managed by a central-

ized processor which is responsible for all tasks, i.e. data acquisition, contin-
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Fig. 3.6. Schematic representation of a PID control system.

uous control, process supervision and scheduling, external communication.

However, this approach limits the application of optimal control to large-scale

distributed systems, which may impose a significant computational burden

as well as high connectivity levels [137]. Moreover, this architecture is less

flexible and reliable, as a failure may affect the global plant.

� In the distributed architecture, the plant is divided into various subsys-

tems and the related low-level control tasks (i.e. data acquisition and con-

trol of actuators) are performed by dedicated processors distributed locally.

This mitigates potential failures in individual processors, which affect only

a subsystem, and distributes the computational burden. If each processor is

independent from the others, the system is horizontally distributed. Other-

wise, it is hierarchical (Fig. 3.7b) when there is a supervisory controller that

communicates with the low-level controllers and is dedicated to high-level

tasks, i.e. system optimization, supervision and scheduling.

The latter architecture can also be referred to as multi-agent hierarchical. As

a matter of fact, each low-level control module can be seen as an intelligent active

agent with given objectives [138, 139], while being coordinated by the supervisory

module. This approach is adopted in this work to develop and apply a smart

controller for small-scale DHNs.

The last classification operated in this section is a direct consequence of the

model and optimization problem classification regarding the system randomness.

Indeed, a controller is deterministic if perfect knowledge of the variables is as-

sumed. On the contrary, stochastic control provides and exploits information

about the uncertainty in the evolution of system and disturbances (e.g. through
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Fig. 3.7. (a) Centralized and (b) distributed hierarchical control architectures.

S: sensor, A: actuator.

a stochastic model), while robust control only assumes that the uncertainty is

subject to an upper boundary and guarantees stability and performance in the

worst case scenario.

There are different methods to deal with uncertainty in control and decision

making [140]. Here, the approach adopted in the MPC application with uncer-

tainty in Section 5.2 is briefly presented. Basically, a set of scenarios or events

is generated with an associated probability of occurrence, based on a model or

an estimation of stochastic variables. Then, an optimal control problem is formu-

lated with the same mathematical structure as in Section 3.2.1 but with a different

objective. It consists of minimizing the expected value of the objective function

by weighting the cost of each scenario s with the related probability ωs, as in

Eq. (3.19):

min
u(t)

∑
s∈S

ωs Js (x0, u(t)) (3.19)

Even though the solution obtained in this way may be suboptimal with respect

to the deterministic problem, it allows the most probable events to be effectively

considered.

3.3.2 Model Predictive Control

Model Predictive Control is a family of control strategies that uses a dynamic

model of the plant to predict its behavior over a defined time horizon in the fu-
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ture, namely prediction horizon. The knowledge of the dynamic system evolution

is exploited to calculate an open-loop optimal control policy by solving a con-

strained optimization problem that minimizes the objective function starting from

the actual initial condition of the plant. Furthermore, feed-forward MPC is ob-

tained if this optimization relies also on the forecast of external disturbances and

anticipates their effects. In the following sections, the described MPC strategies

include the feed-forward logic. The main features indicated by the approach’s

denomination are reported in Fig. 3.8.

MPC

Model: dynamic model of 
the plant is required

Control: the aim is optimization and 
control of MIMO constrained system

Predictive: based on prediction
of system future behavior

Fig. 3.8. Main features of Model Predictive Control.

If a numerical optimization algorithm is used to solve the problem and, for this

reason, the prediction horizon is discretized in NP time-steps, the output of the

MPC is a sequence of control inputs that shall be executed to obtain the optimal

behavior of the system. The implementation of this entire open-loop control pol-

icy, however, may produce an unsatisfactory performance, as it may be subject

to modeling approximations, forecast inaccuracy and even unexpected events. In

order to reduce the influence of these factors on the control performance and real-

ize implicit feedback, MPC adopts the so-called receding time horizon strategy. It

consists of implementing only the first element of the optimal control policy (cor-

responding to the current time-step) and discarding the remaining part. Then,

after a time-step, the system variables are updated with new measurements and

estimations, the prediction horizon is moved one step forward and the new opti-

mization problem is solved. A schematic representation of the concept with the

assumption that the system states are measurable is provided in Fig. 3.9.

In summary, at each control time-step k, the following procedure is continuously

repeated:

1. Get the current system state, and new initial condition x0, by measurements

41



3. Theoretical background

Dynamic 
model

Optimization
algorithm Plant

Cost function Constraints

Predicted
future states

Optimal
inputs

Actual
states

Predicted future
disturbances MPC

Measured
states

Actual
disturbances

Fig. 3.9. Schematic representation of Model Predictive Control. A constrained

optimization problem which relies on prediction of the plant future behavior by

a dynamic model is solved. The resulting optimal inputs are used to control the

plant until the optimization problem at the following time-step is solved.

or estimation.

2. Obtain the forecast of the external disturbance d(tk) over the next NP steps.

3. Solve the dynamic optimization problem Eq. (3.9) in the discretized form,

over the horizon [tk; tk+NP
].

4. Obtain the discrete optimal control policy u∗ as a sequence of piecewise

constant control signals which minimizes the cost J .

5. Control the real system with the first element u∗0.

6. Move the prediction horizon to [tk+1; tk+NP+1] and repeat the procedure with

k = k + 1.

The computational burden of this strategy can be reduced by optimizing the inputs

only for a control horizon of NC ≤ NP time-steps, while the remaining elements of

the sequence are kept constant.

MPC presents several advantages over classical PID methods [141]:

� it can deal with MIMO processes;

� it inherently includes constraints on the variables, since they are directly

encompassed within the optimization problem, thus avoiding the necessity

of counter measures to compensate physical constraints;

� it introduces feed-forward control in a natural way to compensate for mea-

surable or predictable disturbances;
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� it provides feedback on the actual evolution of the plant and updates the

control action accordingly;

� it needs limited knowledge of control, as its concepts are intuitive, thus it

can be exported in practical applications.

The construction of an MPC controller requires, as its fundamental components,

a dynamic model of the system and a computationally efficient optimization algo-

rithm that is able to solve the optimization problem within a time-step. The model

should be able to capture the main dynamics with good accuracy, but it should

also be sufficiently simplified to be computed by the algorithm a large number of

times per time-step. Hence, a trade-off has to be found between the model com-

plexity and the necessity to obtain an optimal (or, in some cases, only feasible)

control law within the length of a time-step. For these reasons, black-box and

gray-box models are generally preferred in spite of detailed white-box models.

These features also give rise to the two main drawbacks of the technique.

Firstly, a reliable dynamic model of the system might not be easily available, and

its development can be time-consuming and case-specific. Sometimes, the partial

knowledge of a system or the unavailability of a process model entail the use of

empirical models, which are valid only for the operating conditions considered dur-

ing the identification phase. Secondly, the MPC online control approach implies

a significant calculation effort at every iteration, depending on the dimension of

the problem. This has limited the MPC applications to the fields in which the

processes are slow enough to enable online optimization [142]. In this regard, the

relatively slow dynamics of thermal networks make them particularly suitable for

MPC applications.

The method was first introduced during the 1980s [143] gaining relevant suc-

cess mainly in the chemical and oil industry due to its ability to control and

simultaneously optimize multi-variable processes subject to constraints, typical of

the industrial field. Over the past decades, many control theory-oriented studies

have provided a solid and rigorous foundation for the technique [144, 145].

Since its origins in the chemical field, MPC has mainly been studied and imple-

mented with a target tracking configuration. In this problem type, the objective

function penalizes the deviation of the system output from a reference set-point

or trajectory [88] defined apriori, and is formulated as a quadratic function of the

error between current and desired conditions (indicated with the subscript ref ) as
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follows:

J(x0, u) =

NP∑
k=0

(yk − yk,ref)T Qy (yk − yk,ref) +

NP−1∑
k=0

(uk − uk,ref)T Qu (uk − uk,ref)

(3.20)

with Qy and Qu being the weights of the output and input deviations from the

reference, respectively. The problem can be linear or nonliner depending on the

controlled system dynamics (Section 3.1).

On the other hand, high-level controllers in hierarchical control architectures

generally adopt economic MPC [146], in which the objective function is related

to an economic parameter (e.g. process cost or energy consumption) rather than

a deviation from the reference [147]. In this case, the supervisory MPC controller

optimizes the global system and establishes the set-points for each low-level con-

troller. This, in turn, can be implemented as a traditional feedback or as a target

tracking MPC.

The economic MPC problem is usually characterized by nonlinear objectives

and constraints, thus the numerical optimization algorithms for its solution are

usually based on DP or NLP. Due to its versatility and flexibility of application

in energy systems, economic MPC as a supervisory controller is the strategy se-

lected for DHN applications in the present thesis. Its overview is concluded with

the summary of advantages and limitations reported in Table 3.7, with specific

reference to control of thermal networks.

Table 3.7. Summary of advantages and limitations of Model Predictive Control.

Advantages Limitations

� MIMO control handled � High modeling effort

� Constraints inherently handled � Case-specific design procedure

� Feed-forward included � High computational effort depending

� Implicit feedback produced by on algorithm and problem dimension

receding time horizon � Discretization of time scale

� Concomitant system optimization � Unavailability of commercial tools

� Compatible with relatively slow to derive MPC models of thermal

dynamics of thermal networks networks
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4 Method development

This section describes the novel methods developed in this thesis with the aim of

setting up smart controllers for DHNs. The proposed original elements are:

1. Small-scale DHNs: a control-oriented model and a Dynamic Programming

optimization algorithm suitable for MPC implementation [74];

2. Large-scale DHNs: a scale-free dynamic model for aggregating and charac-

terizing different regions [148] and a two-stage Linear Programming-Nonlinear

Programming optimization algorithm suitable for MPC implementation.

4.1 Small-scale district heating: model

The MPC framework requires a dynamic model that has to be computed many

times at each time-step. Thus, the mathematical model used to represent each

branch of small-scale DHNs within the DP algorithm is the simplified gray-box

model of a building connected to the DHN through a substation and the related

pipeline.

A schematic representation of a branch of DHN fed by a production unit (e.g.

boiler), comprising the substation and end-user, is given in Fig. 4.1. The thermal

power is transferred from the production unit to the building substation heat

exchanger through underground distribution pipes. A mixing valve recirculates a

part of the return water to regulate the mixing temperature.

mix

21

1. Splitter/mixer node 3. Heat exchanger Hot water

2. Pump 4. Three-port valve Cold water 

34
S

R

boiler

Fig. 4.1. Schematic representation of the distribution pipeline for each building.

Pipe sections are defined as follows: boiler: boiler; mix: mixing; S: supply; R:

return.
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4.1.1 Model development

The model is derived from the dynamic energy balance equation that describes the

evolution of the indoor temperature T of a single-zone building and is reported in

Eq. (4.1):
dT

dt
= −a (T − Text) + b Q̇ (4.1)

Heat transfer through the envelope to the external air Text and the thermal power

from the heating system Q̇ influence the internal building temperature evolution

through the performance coefficients a and b, which also include the building heat

capacity [149]. They are the main model parameters and can be identified from

real building data. More details on the identification procedure can be found

in Section 4.1.2. Forced ventilation is absent and air infiltrations are neglected.

Moreover, internal and solar gains are not included within the thermal power

transferred to the system. This is due to several reasons:

� when dealing with a whole building, the estimation of the contribution of

building occupation and radiation is often inaccurate, since the former de-

pends on the actual number of occupants and the latter depends on the

shading of each glazed surface;

� neglecting these aspects shows the feasibility and robustness of the approach

also when less knowledge about the system is obtainable;

� the simplicity of the model and the low number of required inputs is an

advantage when extending the approach to networks with a large number

of connected buildings. This assumption is commonly made in many other

studies in the literature [80].

Nonetheless, these contributions can be easily added as model inputs, if available.

The thermal power supplied to the substation heat exchanger and, then, dis-

tributed to the building space heaters, is expressed by Eq. (4.2):

Q̇ = ṁ c (TS − TR,SP) (4.2)

with ṁ and c being the water mass flow rate and specific heat capacity, and TS and

TR,SP being the supply and return water temperature in the primary side of the

substation. The latter is a model boundary condition, according to the assumption

that it is regulated by the substation heat exchanger controller on the secondary

side.
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The actual supply temperature of the primary side is calculated from the mixing

temperature Tmix by Eq. (4.3). The heat losses from the supply and return pipes

Q̇loss,S and Q̇loss,R are included in Eq. (4.4).

TS = Tmix −
Q̇loss,S

ṁ c
(4.3)

Q̇loss,S = (UA)S (Tmix − Tsoil) (4.4a)

Q̇loss,R = (UA)R (TR,SP − Tsoil) (4.4b)

where UA is the overall heat transfer coefficient, including the heat transfer surface,

from the water in the pipes to the soil. The heat losses are calculated with respect

to the highest temperatures, i.e. Tmix for the supply pipe and TR,SP for the return

pipe, in order to have a conservative estimation and simplify the model.

In summary, the end-user behavior can be described by the state equation

Eq. (4.5):

dT

dt
= −a (T − Text) + b [ṁ c Tmix − UA (Tmix − Tsoil)− ṁ c TR,SP] (4.5)

The total power necessary to operate the given branch of the network consists

of the thermal power from the production unit and the pump power. The former

is calculated as the sum of the heat transferred to the substation heat exchanger

of the considered branch and the related heat losses that have to be compensated:

Pprod =
[
ṁ c (TS − TR,SP) + Q̇loss,S + Q̇loss,R

] 1

ηprod
(4.6)

with ηprod being the production unit efficiency, which can be corrected based on

the actual load with respect to the nominal efficiency.

The pump power is proportional to the cube power of the circulating mass flow

rate, as in Eq. (4.7), which is derived from the Darcy-Weisbach expression of the

distributed pressure losses along the pipeline:

Ppump =
8fL

π2ρ2D5

1

ηpump

ṁ3 = kpump ṁ
3 (4.7)

where f , L and D are the pipe friction factor, length and internal diameter, re-

spectively, ρ is the water density, and ηpump is the pump efficiency.

Model discretization From a control point of view, the model variables are the

following:
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� The system state and controlled variable of this model, namely x, is the

building indoor temperature T .

� The inputs and manipulated variables, namely u1 and u2, are the water mass

flow rate ṁ and the mixing temperature Tmix, respectively. Indeed, the pump

rotational speed regulates the former while the recirculation valve regulates

the latter.

� The main disturbances and non-manipulated variables, namely d1 and d2, are

the outdoor temperature and soil temperature. The former can be obtained

by querying real-time weather forecast databases or by adopting forecasting

functions that reasonably build the temperature profiles based on available

data [150].

As stated later in Section 4.2.1, the selected Dynamic Programming optimiza-

tion algorithm requires the discretization of the state and input grids. Hence,

the model described above is discretized according to the forward Euler method

(Section 3.1.2) with time intervals ∆t. At the k -th time-step and with the control

notation, Eq. (4.5) becomes:

xk+1 − xk
∆t

= −a (xk − d1,k) + b [u1,k c u2,k − UA (u2,k − d2,k)− u1,k c TR,SP] (4.8)

Thus, the discretized state equation is:

xk+1 = (1−∆t a) xk + ∆t a d1,k + ∆t b [u1,k c u2,k − UA (u2,k − d2,k)− u1,k c TR,SP]

(4.9)

The input grid is created according to the lower and upper constraints of the

input variables. The state grid is discretized according to the state boundary

values. The steps of the input and state grids are algorithm parameters that can

be set according to the sensitivity analysis described in Section 4.2.2.

The cost function for each time-step is given by summing the energy for the

production unit and the pump over the time interval, as in Eq. (4.10):

Jk = (Pprod,k + Ppump,k) ∆t+ φk =

=

[
u1,k u2,k

c

ηprod
+

(UA)R
ηprod

(TR,SP − d2,k) + kpump u
3
1,k

]
∆t+ φk

(4.10)

When required by the building occupants, the indoor temperature is constrained

according to the lower and upper limits, otherwise it is left unconstrained. The

penalty factor φ is therefore added to the cost function associated with the unac-

ceptable state values in order to force compliance with the constraints.
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Time delays It is necessary to consider pipe dynamics in the simulation and

optimization of DHNs as the time delay between production and effective supply to

buildings might affect the operation and control of the system [151]. Nevertheless,

the pipe dynamics would require the introduction of an additional system state

variable. It is preferable to maintain one state variable to match a single-state

structure of the Dynamic Programming algorithm. In this way, it is possible to

avoid the exponential increase in computational complexity with the number of

states. Moreover, MPC implementation requires a simplified and fast model.

For these reasons, the model introduced in this section considers the time

delays in a quasi-static way by introducing a factor ∆td for each calculation. This

is defined as the ratio between the pipe length and the current speed, calculated

from the current mass flow rate:

∆td =
L
4 ṁ
ρD2 π

(4.11)

It represents the delay with which the water mass flow reaches the building. The

DP algorithm gives the optimal mixing temperature. In the current time-step,

however, the temperature of the water that actually reaches the building remains

at the same temperature as the previous time-step for a time interval equal to

∆td. Hence, the optimal mixing temperature is modified in order to send the same

amount of energy required for the current time-step, as in Eq. (4.12):

Tmix,new =
Tmix,DP ∆t− Tmix,previous ∆td

∆t−∆td
(4.12)

where the subscripts new, DP and previous indicate the new input, the optimal

DP input and the previous time-step input, respectively. This solution guarantees

that the model structure is maintained and that the energy requirements of the

users are respected. Eq. (4.12) is valid when ∆td < ∆t, which represents the

typical condition of small-scale DHNs. In other cases, different strategies can be

adopted to consider time delays, as presented in Section 4.4.3.

4.1.2 Model identification

The parameters of the presented model for small-scale DHNs can be derived via

identification, which is a procedure that builds the mathematical model of a system

starting from input and output datasets. As stated in Section 4.1.1, the proposed

simplified model can be identified by means of experimental or simulated data. In

the latter case, the input and output datasets are produced by detailed simulation

of the real system in different conditions. This identification procedure is based
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on simulation data collected in [74] by simulating the district heating branch for

fourteen days. The input dataset contains the sequences of the water mass flow

rate, mixing temperature, and outdoor and soil temperatures, which are imposed as

system disturbances. The output dataset contains the sequence of indoor building

temperature, which is the system state. All data are obtained with a sampling

period of 15 minutes. Random components are added to both the indoor and

outdoor temperatures to simulate measurement uncertainty.

These data are divided into a training set for identification of the model pa-

rameters and a test set for validation. The training set and the specified model

structure defined by Eq. (4.9) are inputs of the identification problem. This con-

sists of estimating the parameters of the model by solving a nonlinear least-squares

problem, which operates the minimization of the squared error between the model

predictions x(a, b) and the original data x̂. The function of the parameters a and

b that has to be minimized is described by Eq. (4.13):

F (a, b) =
1

2

Nm∑
i=1

[x̂i − xi(a, b)]2 (4.13)

with Nm being the number of samples.

The validation of the procedure is performed by comparing the output of the

newly-identified gray-box model with the test set data. Different training set

lengths are tested, while the test set is chosen as the last two days of the dataset.

With this aim, Fig. 4.2 shows the building temperature predicted by the model

identified with two different training sets compared to the original temperature.

The results highlight that the identification performed on a relatively short training

set (e.g. 0.25 days) provides a model which does not adequately fit the measure-

ments. This happens because the heating up and cooling down building dynamics

are not sufficiently represented by the training set and cannot be highlighted.

The performance of the identification can be further evaluated through the

Root Mean Squared Error (RMSE) between predicted and original data:

RMSE =

√∑Nm

i=1 [x̂i − xi]2

Nm − 1
(4.14)

Fig. 4.2 illustrates the RMSE with varying training set lengths, showing that ac-

ceptable results are obtained with at least one-day-long datasets, provided that

they cover typical weekday operation (i.e. with building heating and cooling tran-

sients).

This consideration can be helpful when developing an MPC controller for small-

scale DHNs, as it enables its application to systems with a limited amount of
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data available. Furthermore, since the implementation of MPC allows system

measurements to be collected real-time, the model parameters can be periodically

adapted and identified with new acquisitions.

4.2 Small-scale district heating: optimization algorithm

The MPC framework requires an optimization problem to be solved at each time-

step (i.e. minimization/maximization of the cost function) and, thus, an optimiza-

tion algorithm that combines high computational speed with feasible accuracy.

For small-scale DHNs, the Dynamic Programming algorithm is selected for the

reasons discussed in Section 3.2.1:

� it has an exact and inherently dynamic optimization character;

� it easily manages the nonlinearities typical of DHNs in the state and cost

functions;

� it is particularly feasible for models with a low number of states and, there-

fore, for multi-agent application to heating networks with a tractable number

of buildings.

The sequence of operations for the development of the MPC elements suitable

for small-scale DHNs [74] is illustrated in Fig. 4.4. In the first block, the algorithm

architecture is created according to the theoretical background in Section 3.2.1 and

suitable parameters are selected through sensitivity analysis. In the second block,

the model embedded within the algorithm is developed and identified according

to the method presented in Section 4.1.

The application of this algorithm in the framework of a multi-agent hierarchical

MPC controller for small-scale district heating is reported in Sections 5.1 and 5.2.

4.2.1 Algorithm

The novel function based on the Dynamic Programming theoretical framework

provides a numerical solution to the deterministic DP problem by means of the

discretization of the time, input and scale scales. The algorithm is developed

in the MATLAB® coding environment, which is one of the most widely used

programming languages in engineering.

As depicted in Fig. 4.5, the DP algorithm architecture comprises three main

sections, described in detail below:
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DP algorithm
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Sensitivity
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DP algorithm
parameters

Simplified
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MPC Controller

ALGORITHM MODEL

Forecast of external 
conditions

Fig. 4.4. Block diagram of the development of the model and optimization algo-

rithm of the MPC controller.

� the data function;

� the algorithm function;

� the model function.

This structure is modular, as different problems can be tackled by changing only

the model and by defining proper data, regardless of the field of application.

The algorithm is suitable for problems with one state, a variable number of

inputs and a variable number of disturbances. With reference to the present work,

this approach significantly simplifies multi-agent implementation, as the applica-

tion of the algorithm to different branches supplying each building can be operated

in a modular way by changing just building data and parameters.

In addition, the novel function takes approximately one quarter of the time

requested by Sundström and Guzzella in [129] to solve the same optimization

problem. For these reasons, it is adequate for real-time MPC applications.

Data function The parameters that are necessary for the problem solution are

related to the discretization of time scale and state-space and to the algorithm

options. For this purpose, the data that has to be firstly defined by the user

regard the following aspects:
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Fig. 4.5. Block diagram of the DP algorithm architecture.

� Problem dimensions: number of inputs, number of states and number of

disturbances.

� Parameters of the time grid: in particular the time horizon of the optimiza-

tion and the amplitude or number of time-steps N .

� Parameters of the input grids: lower and upper boundary for each input,

which typically represent the physical constraints of the input signals (e.g.

minimum and maximum mass flow rate) and constitute the boundaries of the

input grids; amplitude or number of input steps. The input grid discrtization

can be non-homogeneous (with variable step sizes), in order to carry out a

local grid refinement while keeping a feasible computational effort.

� Parameters of the state grid: lower and upper boundary for the state, which

define a plausible range for its variation and constitute the boundaries of

the state grid; amplitude or number of state steps; state initial condition.

Similarly to the inputs, the state grid can be locally refined in order to

improve the calculation accuracy where it is considered noteworthy.
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� State constraints: for each time-step of the horizon, a lower and upper bound-

ary for the state feasibility have to be defined or loaded as external functions.

The boundaries can be infinite in given time-steps if the state is uncon-

strained. An explanatory example regards the indoor temperature of office

buildings, which is constrained within given limits if the building is occupied

and unconstrained otherwise.

� Disturbances: for each time-step of the horizon, the value of the disturbances

have to be defined or loaded as external functions.

� Additional options, such as the penalty factor, which is added to the cost

function in presence of infeasible states.

Algorithm function This function receives the data defined above as inputs and

solves the optimization problem, giving the sequence of optimal control actions

over the future time horizon as output. The sequence of operations is detailed as

follows:

� Check dimensional errors. If the parameters defined in the data function

are not coherent with the problem dimensions or if the dimension of the

state constraints or disturbance vectors does not correspond to the number

of time-steps, a mismatch error is returned. It indicates to revise the chosen

data, otherwise the optimization problem cannot be solved.

� Create the grids of the inputs and state, according to the defined param-

eters. The grids can have a fixed step or a variable step.

� Time-backward calculation that builds the map of optimal inputs for

each discretized state at each time-step. This is done through an iterative

procedure that starts from the last time-step, proceeds backward in the time

scale toward the first time-step and solves the deriving tail subproblems.

Firstly, all possible combinations of the discretized states and discretized

inputs are created. Then, for each iteration, corresponding to time-step k,

which goes backward from N − 1 to 1:

Step (i). The model function is evaluated for each combination in order to

obtain the new state xk+1 and the cost of this operation.

Step (ii). The cost is added to the cumulative cost obtained at the previous

iteration (corresponding to time-step k + 1) for the new state. Since the

cumulative costs of the tail subproblems are evaluated in discrete points of
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the state grid, if the new state xk+1 does not correspond to a grid point,

the actual cumulative cost is obtained by linear interpolation between the

closest grid points.

Step (iii). For each discretized state at time-step k, the inputs that minimize

the new cumulative cost from Step (ii) are selected and saved in the map.

Steps (i)–(iii) are repeated until the first step of the time scale. Thus, the

map that associates the optimal inputs to each discretized state over the

time scale is obtained.

� Time forward calculation that returns the sequence of optimal inputs for

the actual problem. This is done through a successive iterative procedure

that starts from the first time-step to the end of the time scale. The initial

condition is set as the first time-step state x1. Then, for each iteration,

corresponding to time-step k, which goes forward from 1 to N − 1:

Step (i). The optimal inputs corresponding to the actual state xk are taken

from the map created previously. Since the map is evaluated in discrete

points of the state grid, if the actual state xk does not correspond to a grid

point, the actual inputs are obtained by linear interpolation between the

closest grid points.

Step (ii). The model function is evaluated with the optimal inputs from Step

(i). In this way, the state xk+1 (i.e. at the next time-step k+ 1) and the cost

of this operation are obtained.

Steps (i)–(ii) are repeated until the end of the time scale. The results are

the sequences of optimal inputs, optimal states verified with those actions

and the related values of the cost function.

Model function This function is characteristic of the problem tackled and is

responsible to calculate (i) the dynamic response of the system and (ii) the cost of

applying given inputs with given disturbances. Hence, it has to contain:

� the state function which, given the state, inputs and disturbances applied at

time-step k, calculates the state and output at time-step k + 1;

� the cost function related to this state change. If the action leads to an

infeasible state, a penalty factor is added to prevent constraint violation.

Complete details of the model function developed and exploited for this application

have already been reported in Section 4.1.
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4.2.2 Sensitivity analysis

The DP algorithm requires the discretization of the state and input grids and

the choice of the parameters might affect the algorithm performance. Therefore,

detailed sensitivity analysis of the characteristic parameters of the algorithm is

presented in this section.

The investigation is based on the model described and identified in Section 4.1.

The constraints on the input and state grid as well as the time parameters, which

are problem-dependent, are reported in Table 4.1.

Table 4.1. Input, state and time parameters set for the sensitivity analysis of the

DP algorithm.

Variable Description Symbol Lower boundary Upper boundary

Input 1 Mass flow rate u1 0 kg/s 12 kg/s

Input 2 Mixing temperature u2 60 °C 80 °C

State Indoor temperature x 0 °C 30 °C

Time-step Time horizon

Time t 15 min 3 days

The analysis is conducted by varying the state grid steps (i.e. ∆x) and the input

grid steps (i.e. ∆u1 and ∆u2) independently and by comparing the performance

of the algorithm according to the following key performance indicators:

� computational time for one DP algorithm calculation;

� predicted global energy consumption over the time horizon of one DP algo-

rithm calculation;

� number of time-steps in which the compliance with the temperature con-

straints is not realized (i.e. failures);

� number of time-steps in which the required temperature is reached in ad-

vance, since reaching the required comfort conditions some hours before the

building is occupied would represent a loss of energy.

The scope of the analysis is to choose the parameter values that give the best trade-

off between a low computational time and feasible accuracy (e.g. low predicted

energy consumption, low energy loss).
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Fig. 4.6 represents the normalized energy consumption (with respect to the

minimum) obtained for one DP algorithm calculation over the prediction horizon,

for different values of ∆u1 and ∆u2. Each plane refers to a different value of

∆x. The influence of the input discretization on the global energy consumption is

clearly lower than the influence of the state discretization. In fact, the algorithm

results in terms of energy consumption do not vary significantly for a given state

grid step. Hence, it is possible to choose feasible values of the input grid steps and

focus on the sensitivity analysis of the state grid step.

The calculation time of one algorithm run for different input grid step settings

is represented in Fig. 4.7. It is shown that an intermediate value of the input grid

step is acceptable for MPC online implementation and, at the same time, it does

not affect the algorithm results significantly. Hence, ∆u1 = 0.5 kg/s and ∆u2 =

0.5 °C are reasonably assumed to proceed with the analysis.
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Fig. 4.6. Predicted normalized energy consumption over the prediction horizon

for different values of input grid steps. Each plane refers to a different value of the

state grid step.

The variation of (a) the predicted global energy consumption, (b) number of

time-steps in advance and (c) number of failures with the state grid step ∆x is

shown in Fig. 4.8. The former increases significantly with ∆x. A finer state

mesh allows the algorithm to evaluate the cost of each feasible state and select

the optimal trajectory more precisely. As a matter of fact, linear interpolation

is applied for the states between the grid points (Section 4.2.1) and this may
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lead to approximation uncertainties, since the state dependence on inputs and

disturbances is not linear. Furthermore, a lower value of ∆x guarantees that

indoor building temperature requirements are satisfied (i.e. no failures) and the

energy losses are minimized (i.e. temperature is not reached several hours before

the building is occupied).

A state grid step equal to 0.4 °C leads to a large number of failures in the ful-

fillment of the required temperature for numerical reasons (Fig. 4.8c). Indeed, that

value results (i) in the comfort conditions being reached exactly at the requested

time (i.e. maximum advance equal to zero) but also (ii) in the indoor tempera-

ture being maintained at a value which is slightly lower than the lower boundary

during the maintenance phase. The algorithm returns optimal input values that

are not able to keep the state above the lower limit. This happens because the

intrinsic discretization nature of the algorithm leads to the need to interpolate the

values between the grid points, therefore producing numerical errors. In this case,

the linear interpolation gives rise to the large number of failures corresponding to

the state grid step of 0.4 °C. Higher values of ∆x, on the other hand, allow the

fulfillment of the required building conditions several time-steps (i.e. hours) before

it is occupied with consequent energy waste. Thus, it is possible to conclude that

∆x values lower than 0.4 °C are acceptable for the accuracy of the algorithm.
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Fig. 4.8. Sensitivity analysis on the state grid step ∆x: (a) normalized predicted

energy consumption, (b) maximum advance of required temperature achievement

in time-steps, (c) number of time-steps in which the required temperature achieve-

ment fails.
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4.3 Large-scale district heating: model

As mentioned in Section 2.1, the current large-scale DHN modeling framework

lacks simplified models of the consumers that (i) include their heat capacity esti-

mation and (ii) do not require extensive and detailed investigations of individual

building data and characteristics, which can be time-consuming and expensive.

A model with these features can be essential in the application of demand side

management and smart control strategies. For this purpose, the present section

proposes a novel reduced-order, scale-free, gray-box model of DHN aggregated

end-users (i.e. region) that can be built with a limited amount of data which are

usually available from the system substations [148]. The procedure for the model

development is illustrated in Fig. 4.9.

Data at the substation 
heat exchanger

Data preprocessing

Specific parameters 
from the literature

Region aggregated model Model validation

MODEL 
DEVELOPMENT

Calculate heat transfer coefficient

Calculate heat capacity coefficient

Optimization and control applications

Sensitivity analysis

Fig. 4.9. Block diagram of the method for the development of the aggregated

region model.

The method is described as an application to the DHN of the city of Väster̊as,

in central Sweden. This network comprises six peripheral regions, namely Sura-

hammar, Skultuna, Rönnby, Tillberga, Barkarö and Hallstahammar, each supplied
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by a main substation heat exchanger. More details on network layout and size can

be found in Section 5.3.1.

In Sweden, district heating providers are required to measure heat consumption

through smart meter devices installed in the substations [53]. The availability of

data makes it possible to identify the behavior of the system to a greater extent.

However, it is still common that in other contexts the data acquisition devices are

only installed in given sections of the network. Hence, it is beneficial to investigate

methods that can be implemented in networks where the end-users are not mon-

itored at an individual building scale. The proposed model is able to represent

the dynamic behavior of the clusters of buildings connected within each aggre-

gated region. Nevertheless, the method is independent from the size and system

characteristic, thus its extension to generic networks and scales is straightforward.

4.3.1 Data preprocessing

In this application, the available data derive from the main substation heat ex-

changers of the six peripheral regions of the Väster̊as DHN during the period

January 2016–May 2019, with a resolution of one hour. The dataset includes the

following quantities:

� water mass flow rate of the primary side of the substation heat exchanger,

ṁ;

� supply and return temperature of the primary side of the substation heat

exchanger, TS and TR, respectively;

� outdoor temperature, Text.

The thermal power actually transferred to each region Q̇, which covers the heat

demand of the aggregated end-users, can be calculated according to the energy

balance in Eq. (4.15):

Q̇ = ṁ c (TS − TR) (4.15)

This entire thermal power dataset together with the outdoor temperature are

illustrated in Fig. 4.10.

Since the data are collected automatically [53], there might be connection issues

resulting in missing data or values that are not significant in the dataset. Hence, a

proper preprocessing phase is carried out to remove the acquisitions corresponding

to missing sensor readings.

62



4. Method development

0

10

20
Th

er
m

al
 p

ow
er

 [k
W

]
103 Surahammar

0

5

10 103 Skultuna

0

2

4 103 Rönnby

0

4

8 103 Tillberga

0

3

6 103 Barkarö

0

25

50 103 Hallstahammar

Jan 2016 Jul 2016 Jan 2017 Jul 2017 Jan 2018 Jul 2018 Jan 2019 Jul 2019
-20

0

20

40
Outdoor temperature [°C]

Fig. 4.10. Original dataset of thermal power transferred to the regions and

outdoor temperature.

Firstly, the data referred to heating seasons (i.e. from October of each year to

March of the following year) are extracted from the initial dataset. This is because

the analysis aims to create a model that represents the consumers and their heat

capacity when there is a significant thermal demand. The datasets of thermal

power, mass flow rate, and supply and return temperature of one heating season

for the region of Surahammar, chosen as an illustrative example, are reported

in Fig. 4.11. It can be noted that, as expected, while the outdoor temperature
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Fig. 4.11. Thermal power, outdoor temperature, mass flow rate, and supply and

return temperatures of the region of Surahammar during the 2018–2019 heating

season.

decreases the thermal power increases almost symmetrically, as a consequence of

a higher demand to keep end-user comfort.

Secondly, days during which acquired data show one of the following features

are eliminated from the dataset:

� the thermal power is zero or negative;

� the supply temperature is lower than a given threshold (i.e. 40 °C);

� the difference of temperature at the primary side of the substation is lower

than a given threshold (i.e. 10 °C);

� the outdoor temperature is higher than 19 °C.
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The latter cases are excluded because they represent a condition in which the heat

demand is not relevant, usually far from the typical pattern of a heating season in

Sweden.

4.3.2 Model development

The data are visualized in order to identify load profiles and typical behaviors.

Generally, each day of the heating season shows a double peak behavior in heat

load, in which the load increase in the early morning is followed by a maintenance

period and then a second peak in the evening. The approach is similar to that

proposed by Guelpa et al. [80] for the DHN of Turin, Italy. The authors calculate

the coefficients that characterize a compact model based on the energy balance of

each building starting from seasonal data.

In the present thesis, without other information concerning the individual end-

users and the network specific configurations, the dataset related to each region is

used to identify a simplified dynamic model that represents the sum of the buildings

of the given area as a single aggregated consumer, represented in Fig. 4.12.

𝑇S

𝑇R

ሶ𝑚

to CHP

from CHP

Primary side Secondary side

ሶ𝑄

Substation heat 
exchanger

Aggregated region

Fig. 4.12. Schematic representation of the assumption of aggregated region.

For this purpose, the region is considered as a system with a given mass at a

uniform temperature T , which is an equivalent representation of the energy content

of the aggregated consumer. The main factors that affect its thermal behavior are

(i) the heat dissipation through the envelope, determined by the difference between

indoor and outdoor temperatures, and (ii) the thermal power supplied by the DHN.

The model is therefore represented by the thermal balance in Eq. (4.16):

dT

dt
= −U

C
(T − Text) +

1

C
Q̇ (4.16)
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Since this is a gray-box model, the parameters maintain a precise physical mean-

ing. In particular, U is the aggregated heat transfer coefficient, while C is the

aggregated heat capacity coefficient.

4.3.3 Model identification

This section describes the procedure to identify the model from Section 4.3.2 by

means of the available data from Section 4.3.1.

Heat transfer coefficient In order to calculate the heat transfer coefficient U ,

the following assumptions are made:

� The indoor thermal conditions of the aggregated region are constant and,

thus, the variation of T over time is not significant. This assumption is

unavoidable since, in the most part of large DHNs actual indoor temperatures

are rarely acquired, and significant mean values are difficult to estimate.

� T is assumed equal to 21 °C [152].

Eq. (4.17) is calculated for each data point and the mean of the obtained values

gives the estimation of the average U .

U =
Q̇

T − Text
(4.17)

Four different calculation methods are compared to challenge the reliability of

the assumption:

1. All data related to the heating seasons are selected for the calculation of the

average U .

2. The data corresponding to the hours from 10 a.m. to 6 p.m. on weekdays

are selected for the calculation of the average U . Indeed, that is considered

as a maintenance phase, in which the indoor conditions of the buildings are

kept constant. In residential dwellings this phase can last longer, however,

the present model includes a large variety of additional generic end-users

(e.g.commercial and education buildings). Hence, in order to include all

users, the assumption of constant indoor temperature is presumably more

reliable during the mentioned hours of the day.

3. The data corresponding to the days on which the percentage variation be-

tween maximum and minimum daily thermal power is close to the percentage
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variation between maximum and minimum indoor-outdoor temperature dif-

ference are selected for the calculation of the average U :

Q̇max − Q̇min

Q̇max

× 100 ≈ (T − Text)max − (T − Text)min

(T − Text)max

× 100 (4.18)

This means that the daily variation of the outdoor temperature can po-

tentially justify the daily variation of the heat load as well as the initial

assumption.

4. Both sides of Eq. (4.17) are integrated in order to obtain the coefficient as

the integral mean over each day. The average of these values over the heating

season is selected for the calculation of the average U .

The results obtained for the six regions of the network are reported in Table 4.2.

The average values and standard deviations (absolute and relative to the average)

are also shown.

Table 4.2. Calculation of the heat transfer coefficient with different methods,

average value and standard deviation (std) for the six regions of the Väster̊as

network.

Region Method Average Std Std

1 2 3 4 1–4 1–4 1–4

[kW °C−1] [%]

Surahammar 367.2 390.2 392.0 366.8 379.0 13.9 3.7

Skultuna 219.4 239.5 250.4 218.7 232.0 15.6 6.7

Rönnby 99.3 101.8 101.9 99.3 100.6 1.5 1.5

Tillberga 177.0 200.3 201.6 176.6 188.9 13.9 7.4

Barkarö 114.3 117.0 117.0 114.2 115.6 1.6 1.4

Hallstahammar 1046.0 1104.7 1106.6 1046.0 1075.8 34.5 3.2

The standard deviation is lower than 8 % in all cases, so all the methods

can be considered almost equivalent. However, methods 1 and 4 tend to return

lower values of the coefficients. This might be due to the inconsistency between

the initial assumption (i.e. constant indoor temperature) and considering all the

daily measurements. The coefficients obtained with method 2 are used to proceed

with the model development, since they are expected to better comply with that

assumption. Moreover, it is more convenient to overestimate the coefficient that
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affects the heat losses to the environment, in order to reduce the risk of adopting

new management solutions that do not comply with the comfort requirements.

Heat capacity coefficient Starting from the heat transfer coefficient calculated

above, the heat capacity C is evaluated by assuming that the indoor temperature

of the aggregated region is subject to periodic variations over the days. Indeed,

in most buildings in Sweden the indoor temperature set points are 21 °C during

the day and 17 °C during the night [152]. The typical daily profile of the indoor

building temperature is subject to an increase up to approximately the former

temperature and then a decrease to the latter. It is reasonable to assume that

the evolution of the region equivalent temperature over each day resembles this

profile.

Therefore, this temperature (i) has to be maintained within the set-point

boundaries (i.e. between 17 °C and 21 °C) and (ii) also has to show a varia-

tion during each day: the daily maximum and minimum temperatures shall lie

within given acceptability bands (e.g. 20 °C to 22 °C and 17 °C to 18 °C for the

maximum and minimum temperatures, respectively). A feasible daily behavior,

with the temperature extreme values contained within the acceptability bands, is

shown in a qualitative way in Fig. 4.13.
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Fig. 4.13. Qualitative representation of a feasible daily behavior of the region

equivalent temperature. The shaded areas are the acceptability bands for the

maximum and minimum daily values.
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With these assumptions, the coefficient of each region is estimated by solving

the following optimization problem:

� the equivalent indoor temperature of the aggregated region is simulated with

the input data over a defined period as a function of C;

� the aforementioned set-points and acceptability bands for the maximum and

minimum daily temperatures are given as constraints;

� a penalty is added to the cost function if these constraints are not met;

� the resulting cost function is minimized and, therefore, the value of C that

leads to the most reasonable behavior of the system is obtained.

This procedure is adopted to guarantee that the value of C is coherent with

the expected daily periodical variation. A low C leads to sharp oscillations in the

temperature and, consequently, to underestimating the storage potential of the

given region. On the contrary, a high C leads to a nearly constant temperature

behavior and to overestimating the storage capability.

4.3.4 Sensitivity analysis

The results of the estimation of the heat transfer coefficient and heat capacity

coefficient carried out in Section 4.3.3 are reported in Table 4.3. The influence

of these parameters on the behavior of the model are here investigated through

sensitivity analysis.

The six regions are simulated for three representative days of January with

the historical data of thermal power and outdoor temperature. The simulations

Table 4.3. Results of the identification of heat transfer coefficient U and heat

capacity coefficient C for the six external regions of the Väster̊as network.

Region U [kW °C−1] C [kJ °C−1]

Surahammar 390.2 13.750 · 106

Skultuna 239.5 11.974 · 106

Rönnby 101.8 5.350 · 106

Tillberga 200.3 10.550 · 106

Barkarö 117.0 3.875 · 106

Hallstahammar 1104.7 39.350 · 106
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are carried out firstly with the calculated coefficients (full lines in the following

figures) and then with the coefficients that are increased and decreased by a given

percentage (dashed and dashed-dotted lines in the following figures). Fig. 4.14 and

Fig. 4.15 represent the equivalent indoor temperature when U is varied by ±10 %

and when C is varied by the same percentage, respectively. Since the standard

deviation of U calculated with different methods (Table 4.2) is lower than 8 % in

all cases, it is reasonable to assume that value as an uncertainty parameter.

It can be noted that an increase in U has a greater effect than an equal increase

in C. Nonetheless, it is also possible to state that the calculated coefficients

(Table 4.3) lead to an acceptable behavior of the equivalent temperature (full

lines), while the curves obtained with lower and higher values of U tend to diverge

due to the dynamic nature of the model. The effect of varying U is reduced when

the outdoor temperature is higher (e.g. autumn and spring). This is given by the

fact that the rate of variation of the equivalent temperature is proportional to U
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Fig. 4.14. Sensitivity analysis of the behavior of the model with the heat transfer

coefficient U , considering a ±10 % increase.
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Fig. 4.15. Sensitivity analysis of the behavior of the model with the heat capacity

coefficient C, considering a ±10 % increase.

and to the difference between the temperature itself and the outdoor temperature,

as in Eq. (4.16). For this purpose, Table 4.4 reports the average deviation between

−10 % and +10 % curves (Fig. 4.14) in three different seasons, confirming that the

deviation is significantly lower during middle seasons.

On the other hand, the deviation obtained by varying the heat capacity coef-

ficient is not appreciable. The influence of this parameter on the model is further

explored by increasing and decreasing it by up to one order of magnitude. Ta-

ble 4.5 reports the maximum and minimum value, and the maximum difference of

the equivalent temperature profile of Surahammar. It is demonstrated that a lower

C leads to significant daily temperature variations (i.e. up to two times higher than

that obtained with the calculated baseline coefficient C0), while a higher C leads to

a flat temperature profile. Since both conditions are not acceptable, the baseline

C0, which leads to daily temperature oscillation with an amplitude of around 2 °C

to 3 °C, is considered reasonable for the presented model.
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Table 4.4. Influence of the heat transfer coefficient U on the model behavior:

average temperature deviation in [°C] between the two temperature curves (i.e.

−10 % and +10 %) on three representative days in different seasons.

Region November [°C] January [°C] March [°C]

Surahammar 2.98 4.02 2.42

Skultuna 2.00 3.61 2.41

Rönnby 2.69 4.18 2.18

Tillberga 2.72 3.95 2.26

Barkarö 3.40 4.20 2.54

Hallstahammar 2.90 4.14 2.43

Table 4.5. Influence of the heat capacity coefficient C on the model behavior

for the region of Surahammar on three representative days (January 15–17, 2017).

C0 is the baseline heat capacity coefficient (see Table 4.3), which leads to the

parameters presented in bold.

C/C0 Tmax [°C] Tmin [°C] ∆Tmax [°C]
∆Tmax compared

to baseline [%]

0.1 23.57 14.30 9.26 +208

0.2 23.19 15.53 7.66 +148

0.5 21.83 17.33 4.50 +47.4

1 20.65 17.88 2.78 0

2 20.21 18.84 1.37 -25.7

5 20.00 19.16 0.84 -59.1

10 20.00 19.63 0.37 -73.7

4.3.5 Model validation

The model is validated by comparing its parameters, converted to specific values

per unit of heated space, with data from the literature.

Since the total heated area of the regions supplied by the Väster̊as DHN is

unknown, it is firstly estimated based on the energy statistics published by the

Swedish Energy Agency [153]. The document reports the values of the average

yearly energy consumption per square meter of heated surface for different Swedish
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counties. The total heated area of the i -th region is:

Atot,i =
Qtot,i

Qavg

(4.19)

where Qtot,i and Qavg are the total and average yearly consumption, respectively.

The model parameters are then scaled with the estimated area and with an average

height of the heated environment (i.e. z = 3m) to obtain the specific coefficients

per unit of the heated volume:

UV,i =
Ui

Atot,i z
(4.20a)

CV,i =
Ci

Atot,i z
(4.20b)

The statistics for the Västmanland county, where Väster̊as is located, report

a Qavg between 135 kWh m−2 and 165 kWh m−2 [153]. The specific coefficients

UV and CV obtained by varying the average consumption within these limits are

depicted in Fig. 4.16. The characteristic time τ of each region, calculated as the

ratio between the heat capacity and the heat dissipation to the environment, is

also represented:

τi =
Ci

Ui

(4.21)

The values of UV and CV calculated in [80] for individual buildings of the

Turin DHN are around 0.85 W m−3 °C−1 and 5 · 104 J m−3 °C−1, respectively. The

characteristic times vary significantly depending on building type: most values are

around 7 · 104 s, while some are even smaller than 5 · 104 s.

Results obtained in this work are slightly lower than the literature values, how-

ever, the order of magnitude is the same. The fact that the characteristic times are

comparable shows that the heat transfer and heat capacity coefficients are coher-

ent. Moreover, it is worth stating that the literature values have been obtained for

individual buildings in the city of Turin, which is characterized by old multi-story

dwellings. The regions of Väster̊as are likely to be characterized by aggregations

of newer or more energy-efficient dwellings, thus a lower loss coefficient can be

reasonably expected. This is confirmed by a research stating that the average

temperature loss of Italian houses (when the indoor and outdoor temperatures are

20 °C and 0 °C, respectively) is 1.5 °C, while in Sweden this parameter drops

to 1.2 °C [154]. Hence, lower values of the heat loss coefficient for networks in

Sweden compared to Italy are justified by the different characteristics of the con-

nected dwellings. In addition, another work [71] reports that the values of internal
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Fig. 4.16. Specific coefficients of (a) heat transfer and (b) heat capacity per unit

of heated volume by varying the average yearly consumption, and (c) characteristic

time: external regions of the Väster̊as network.

heat capacity of light-weight buildings drop to 8 · 104 J m−2 °C−1, corresponding to

around 3 · 104 J m−2 °C−1. This is coherent with the results in Fig. 4.16.

Fig. 4.17 represents a further validation with a study by Leśko et al. [54], who

conclude that the aggregated Demand Side Management actions performed (i.e.

storage of thermal energy in consumer capacity) are limited to 1.4 % of the total

heat demand over the period analyzed. The potential daily heat storage of the

Väster̊as regions obtained with this assumption is comparable with that obtained

with the model proposed in this work, considering an acceptable variation in the

equivalent temperature of ±0.5 °C.

Finally, a preliminary test of the model feasibility is performed through a sim-
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Fig. 4.17. Energy stored in the region’s thermal capacity: comparison between

this model and that proposed by Leśko et al. [54].

ple dynamic application with the components of the DHN library described in

Appendix A, comprising a pipeline loop, a pumping station, a heat exchanger

representing the substation and a building representing the aggregated consumer.

Thermal power from the historical dataset is supplied to the substation heat ex-

changer and the equivalent indoor temperature is visualized. An exemplifying

result concerning the simulation of the region of Surahammar for the heating sea-

son from October 2018 to March 2019 is depicted in Fig. 4.18. It can be noticed

that the temperature is maintained around 21 °C and is subject to daily vari-

ations between 2 °C and 4 °C, which are compatible with the expected profile.

Additional weekly periodical variations in the temperature evolution are visible.

They can be justified by the different behavior typically observed on weekends and

during holidays (when commercial, industrial or third-sector end-users seldom re-

quire heating). This has an influence on the temperature of the aggregated region,

which is a representation of its total energy content. Similar results can be derived

for other regions and other heating seasons.

4.3.6 Discussion

The developed model does not depend on the scale of the region, which can be

viewed as an entire neighborhood as well as an individual dwelling. Therefore, it
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Fig. 4.18. Preliminary test of the model feasibility performed with a Simulink

application: region of Surahammar during the heating season October 2018–March

2019.

is versatile and can be exploited for several purposes:

� estimation of heat storage potential of generic DHN areas;

� investigation of innovative management strategies that exploit the region

heat capacity as thermal storage;

� Linear Programming optimization problems, due to the model linearity;

� control-oriented applications, such as MPC, where the computational speed

is of primary importance, due to the simplified approach adopted.

A potential limitation of the model is the low level of detail in the representation of

individual buildings, as they are aggregated with equivalent properties and param-

eters. Nevertheless, the experimental definition of a significant value of the actual

indoor temperature of the buildings in large-scale DHNs is not straightforward

and a management solution based on its detailed monitoring may not be applica-

ble. Hence, a region-level view can be beneficial, especially in real-time control.

Moreover, the proposed estimation of the heat capacity is conservative, as shown

in Section 4.3.5, and leads to a negligible risk of hindering end-user comfort.

In this thesis, the model is the core of a novel optimization algorithm to be em-

bedded in an MPC for large-scale DHNs. The algorithm is detailed in Section 4.4.
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4.4 Large-scale district heating: optimization algorithm

The application of DP algorithms to large-scale networks can be particularly chal-

lenging due to the “curse of dimensionality” (Section 3.2.1).

Moreover, the DP is ideal when the objective function is an economic or energy

cost, which can be cumulated over the considered time horizon. It is, however, not

applicable when other problem types such as maxmin or minmax are involved.

In this regard, this section develops another novel deterministic optimization

algorithm, designed to achieve new management strategies and MPC control for

large-scale DHNs with three main objectives:

� exploit the heat capacity of the connected buildings, without the need for

additional investments;

� reduce the peaks in the thermal demand, in order to avoid switching on

backup generation devices, which are expensive and inefficient;

� reduce the distribution temperature to lower the heat losses from the pipelines.

The algorithm’s general architecture is illustrated in Fig. 4.19. The model of DHN

aggregated regions developed in Section 4.3 is used to assign a State of Charge

(SoC) variable to each region. This gives a representation of the amount of heat

that can be stored in the heat capacity of the region or retrieved from it at all times,

without jeopardizing indoor comfort. This concept is exploited by the optimization

algorithm, which comprises two stages, namely LP-NLP:

1. Optimization of the thermal power delivered to each region over a future

prediction horizon with the goal of peak shaving, achieved by varying the

SoC coherently with the indoor comfort constraints. The sequences of opti-

mal thermal power to each region are passed to step 2, where they become

constraints.

2. Optimization of (i) the water mass flow rates throughout the network and

(ii) the supply temperature from the production plant, with the goal of

minimizing the network temperature while keeping pumping costs down.

4.4.1 Region State of Charge

In the literature, there are numerous methods to accurately predict the thermal

load of the consumers in a DHN, extensively outlined in Section 2.1. Nowadays,
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Fig. 4.19. Block diagram of the method for the development of the two-stage

LP-NLP optimization algorithm for large-scale DHNs.

black-box models based on historical data are among the most common [56, 57,

155, 156].

In the light of this, the assumptions that define the SoC concept are detailed

as follows:

� each region is an aggregated set of end-users characterized by an equivalent

temperature, according to the model;

� the historical or predicted load of each region (hourly historical data of the

main substations of the network, in this case) is defined as the baseline

thermal power and guarantees indoor comfort by maintaining the set-point

temperature, which can vary over the day depending on customer require-

ments;

� the possibility to store/retrieve thermal energy in/from the aggregated re-

gion’s mass is based on the deviation from this comfort temperature, gener-

ated by the deviations from the baseline thermal load, similarly to [69];
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� the baseline thermal load corresponds to a region SoC equal to 0.5;

� maximum acceptable deviations from the comfort temperature are limited

to ±0.5 °C and are related to variations in the SoC in the range 0 to 1;

� these variations are obtained by regulating the heat supplied to each re-

gion and, consequently, storing energy in or retrieving energy from its heat

capacity, without altering thermal comfort.

It is worth noting that the acceptable temperature deviation chosen provides a

conservative estimation of the region storage capability, since it is lower than the

values adopted in other studies (e.g. 1 °C in [69]).

The SoC variable is built by the region aggregated model. Firstly, the model

equation Eq. (4.16) is rewritten with the incremental ratio as follows:

Q̇ = C
∆T

∆t
+ U (T − Text) (4.22)

Secondly, the supplied thermal power is split into two contributions: the baseline

load Q̇base which leads to a rise in temperature equal to ∆Tbase, and the stored

thermal power Q̇stored which leads to an additional rise (compared to baseline)

equal to ∆Tstored. Thus, Eq. (4.23) is obtained:

Q̇base ∆t+ Q̇stored ∆t = C (∆Tbase + ∆Tstored) + U ∆t (T − Text) (4.23)

The heat that is actually stored in the region (i.e. Qstored), compared to the

baseline heat (i.e. Qbase), is calculated by Eq. (4.24):

Qstored = Q̇stored ∆t =
(
Q̇− Q̇base

)
∆t = Q−Qbase (4.24)

where Q is the actual heat supplied by the DHN through the substation heat

exchanger over a time-step.

The maximum heat that can be stored/taken in/from each region is defined by

the maximum deviation from the temperature baseline that is acceptable to the

users (i.e. that does not compromise the indoor comfort), namely ∆Tstored,max, as

follows:

Qstored,max = C ∆Tstored,max (4.25)

Qstored = C ∆Tstored (4.26)

The SoC of each region is therefore defined by Eq. (4.27):

SoC =
Qstored

Qstored,max − (−Qstored,max)
+ 0.5 =

Qstored,max +Qstored

2Qstored,max

(4.27)

In this way, as depicted in Fig. 4.20, the SoC is equal to:
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� zero, when the maximum heat in absolute value has been retrieved and a

greater subtraction of heat would lead to the violation of thermal comfort

constraints;

� 0.5, when no additional heat (compared to baseline) has been stored;

� 1, when the maximum heat has been stored and a further indoor temperature

increase cannot be accepted.

ሶ𝑄stored > 0

ሶ𝑄base + ሶ𝑄stored

ሶ𝑄stored < 0

ሶ𝑄base + ሶ𝑄stored
ሶ𝑄base

ሶ𝑄stored = 0

1

0 < SoC < 1 by regulating ሶ𝑄

SoC increases
to 1

SoC decreases
to 0

SoC remains
the same

Fig. 4.20. Representation of the concept of State of Charge of a region.

The SoC is the state of the system and is influenced by the amount of incom-

ing thermal power that is stored and by the heat losses to the environment. Its

variation in time is expressed by the following differential equation:

d(SoC)

dt
=

Q̇stored

2Qstored,max

− Q̇loss

2Qstored,max

(4.28)

The second term Q̇loss represents the additional heat losses compared to baseline:

it is positive if the SoC is higher than the baseline, and negative if it is lower. This

is due to the fact that the indoor temperature, together with the SoC, is increased

or decreased by ∆Tstored. It is possible to formulate these additional losses by

combining Eqs. (4.25) to (4.27):

∆Tstored = ∆Tstored,max (2 SoC− 1) (4.29)

Q̇loss = U ∆Tstored = U ∆Tstored,max (2 SoC− 1) (4.30)

The state function Eq. (4.28), together with Eqs. (4.24), (4.25) and (4.30) can

be written in a discretized form at the k -th time-step as follows:

SoCk+1 = SoCk +

(
Q̇k − Q̇base,k

)
∆t

2C ∆Tstored,max

− U ∆t

C

(
SoCk −

1

2

)
(4.31)

This discretized state function, representing the evolution of the SoC of each region,

is the core of the optimization problem formulation outlined in Section 4.4.2.
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4.4.2 Region optimization

The first stage of the optimization problem aims to optimize the thermal power

supplied separately to each region of the DHN. The problem is written in a state-

space form for a given prediction horizon. Since the thermal dynamics in large-

scale DHNs is relatively long and can reach several hours, a time horizon of at

least one day is required to capture all its effects. In order to illustrate the results

of the optimization algorithm more extensively, a prediction horizon of three days

is considered in this section.

Problem formulation The discretized state function that represents the varia-

tion of the SoC for a time-step is given by Eq. (4.31). The initial condition of the

problem is the known value of the SoC at the beginning of the prediction horizon

SoC0. The input (i.e. manipulated variable) of the system is the actual thermal

power sent to the region Q̇k over the prediction horizon, while the baseline load

(which depends on the external conditions) Q̇base,k is the disturbance. The state

and input constraints are given by Eq. (4.32):

0 ≤ SoCk ≤ 1 (4.32a)

Q̇k ≥ 0 (4.32b)

By renaming SoC as x, Q̇ as u and Q̇base as d, and by using the following coefficients

for the sake of readability:

α =
∆t

2C ∆Tstored,max

(4.33a)

β =
U ∆t

C
(4.33b)

it is possible to write the dynamic problem in the state-space form:
xk+1 = (1− β) xk + αuk −

(
α dk − β

2

)
x0 = SoC0

0 ≤ xk ≤ 1

uk ≥ 0

∀ k = 1 ... N (4.34)

withN being the number of time-steps of the prediction horizon. This is a Dynamic

Linear Programming problem that can be transformed [157] into the following LP

81



4. Method development

problem with the vector of variables [u0, x1, u1, x2 ... xN−1, uN−1, xN]:

minu,x J(u, x)

−αu0 + x1 = (1− β) x0 −
(
α d0 − β

2

)
(1− β) xk − αuk + xk+1 = −

(
α dk − β

2

)
−xk ≤ 0

xk ≤ 1

−uk ≤ 0

∀ k = 1 ... N (4.35)

This problem consists of calculating the values of the states and inputs for the

time-steps of the prediction horizon that minimize the cost function J(u, x). It

can be readily solved with the standard algorithms of LP (Section 3.2.2).

Analysis The LP problem in Eq. (4.35) is analyzed by implementing different cost

functions and comparing the output. The region of Surahammar of the Väster̊as

DHN is taken as case study. The problem is solved for three representative days

(i.e. January 2017) with time-steps of one hour.

Firstly, a preliminary test, namely Case 0, is performed by minimizing the total

thermal energy supplied to the region over the prediction horizon. Fig. 4.21 illus-

trates (i) the optimal thermal power according to this objective function compared

to the historical data and (ii) the SoC in both cases. It is worth remembering that

the latter is constant and equal to 0.5 in the historical condition, as it represents

the baseline in which the indoor temperature is maintained at exactly the set-

point required for comfort. The obtained solution is trivial: the SoC of the region

is brought to the lower boundary as soon as the simulation starts, in order to

reduce the required heat as well as the loss to the environment. This is equivalent

to lowering the set-point temperature by 0.5 °C, and is impracticable and non

relevant.

Here, the main interest is to achieve peak shaving but also a smooth evolution

of the thermal power supplied, in order not to put the production and distribution

systems under stress with rapid changes in the operating parameters. For this

purpose, four different cost functions are implemented and compared. These cases

and the related results are reported in Table 4.6 and illustrated in Fig. 4.22 in terms

of sequences of optimal inputs and optimal states. Despite their nonlinearity, these

cost functions have particular structures that can be reported to linear functions,

as indicated in Section 3.2.2. The percentage peak shaving (PS) and total energy

reduction (ER), calculated in Eq. (4.36) with reference to the historical baseline,

82



4. Method development

4

6

8

10

12

14

Th
er

m
al

 p
ow

er
 [k

W
] 103 Case 0

Historical
Optimal

Jan 15 Jan 16 Jan 17 Jan 18
2017   

0.0

0.5

1.0

St
at

e 
of

 C
ha

rg
e 

[-
]

Fig. 4.21. Historical and optimal thermal power and State of Charge as solutions

of the Linear Programming problem: Case 0 minimizes the total heat.

Table 4.6. Results of the optimization of the region heat supply with different

objective functions. PS: Peak Shaving — ER: Energy Reduction.

Case Objective to minimize Function PS [%] ER [%]

0 Total heat minu,x
∑

k uk 1.59 2.26

1
Maximum heat over

minu,x maxk uk 16.21 0.13
horizon

4
Maximum consecutive

minu,x maxk|uk − uk−1| 13.17 -0.37
input variation

3
Maximum range of

minu,x (maxk uk −mink uk) 16.21 0.42
input variation

4
Total variation of

minu,x
∑

k|uk − uk−1| 16.21 0.25
input

are the indicators considered for comparing the outcome of the analysis. It should

also be remembered that energy reduction is not an objective of the optimization.

PSi =

(
1− Q̇i,max,new

Q̇i,max,hist

)
× 100 (4.36a)

ERi =

(
1−

∑
k Q̇i,k,new∑
k Q̇i,k,hist

)
× 100 (4.36b)
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Fig. 4.22. Historical and optimal thermal power and State of Charge as solu-

tions of the Linear Programming problem: Cases 1–4 (the details are reported in

Table 4.6).

The optimization allows the thermal peaks to be reduced to different degrees by

exploiting the heat capacity of the region. As a matter of fact, the SoC fluctuates

between the lower and upper boundaries when it is necessary to store or retrieve

heat. Cases 1, 3 and 4 achieves a reduction in peak demand of more than 16 %

with no additional energy consumption (with the exception of Case 2 for which,

nevertheless, the increase in consumption is negligible).

Some useful conclusions that can be drawn for each case are as follows:

� In Case 1, the input and, consequently, the system state are subject to rapid

fluctuations leading to the modulation of thermal power to 40 % of the

maximum value in a few hours. This is coherent with the aim of minimizing

the maximum input without including any information on its variation in the
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cost function. This behavior, however, is not preferable due to the practical

difficulties in performing such regulation.

� The sequence of inputs in Case 2 avoids fast changes of the parameters from

one step to the next, but the peak shaving obtained is lower than the others.

� In Case 3, input fluctuations are reduced to 80 % of the maximum input

in one-hour steps, since the scope is to keep the range of variation of the

thermal power as low as possible.

� In Case 4 the evolution of the optimal thermal power is smoother than before,

providing slower changes in the supply by regulating the SoC accordingly.

Moreover, the same peak shaving and the same range of variation as Case 3

are achieved with additional benefits.

In the light of these reasons, the cost function of Case 4 is chosen in order to

proceed with the implementation. Nonetheless, this problem can be adapted with

different objectives or combinations of them, depending on the need.

This optimization, if extended to the whole network, can prevent the occurrence

of global peaks and, consequently, allow the system operator to avoid turning on

backup boilers at the production site. Hence, the LP problem, which constitutes

the first stage of the global optimization algorithm, is applied to all the six regions

of the Väster̊as DHN. The sequence of optimal values of thermal power that should

be supplied at the substation heat exchanger, hereinafter defined as Q̇LP, and the

optimal SoC of each region, defined as SoCLP, are obtained and passed to the

second stage of the algorithm (Section 4.4.3).

4.4.3 Network optimization

The second stage of the optimization algorithm aims to optimize the control vari-

ables of the global DHN in order to reduce the supply temperature without in-

creasing pumping costs. This has to be achieved in compliance with Q̇LP as a

constraint.

Problem formulation The optimization variables are the mass flow rates sent

to the six regions and the supply temperature at the power plant at each step of

the prediction horizon, which comprises N time steps as before. The number of

variables is (6 + 1)N .
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The equality constraints are the actual supply of the optimal heat Q̇LP,i,k to

the i-th region at the k-th time-step, as defined by Eq. (4.37):

ṁi,k c (TS,i,k − TR,SP)− Q̇loss,i,k = Q̇LP,i,k (4.37)

where ṁi,k is the mass flow rate to the i-th region at the k-th time-step, and TS,i,k

is the temperature that the water reaching the i-th region at the k-th time-step

had when it left the power plant, some time before. The return temperature from

the substation TR,SP is assumed equal to a set-point of 35 °C, as achieved in [23].

The approach to calculate heat losses from the pipelines is the same adopted in

Section 4.1.1 and recalled in Eq. (4.38):

Q̇loss,i,k =
TS,i,k − Tsoil

Rtot,i

(4.38)

with Rtot,i being the thermal resistance of the pipeline path that conducts to the

i-th substation [23, 74].

In this regard, the actual configuration of the network is considered by adopting

an automatic approach borrowed from the graph theory (Section 2.1). The Nr

regions are considered as nodes, while the Ns pipeline segments are considered as

arcs. The network layout is represented by an Nr × Ns matrix, namely incidence

matrix In, in which the generic element Inij:

� is 1 if arc j belongs to the path from the production plant to node i;

� is 0 otherwise.

A database collects the properties (e.g. diameters, lengths and insulation) of the

arcs. The total thermal resistance of the path to each region is then evaluated

according to the incidence matrix. More details on the actual configuration of the

Väster̊as DHN are reported in Section 5.3.1. Nevertheless, any generic network

can be treated likewise.

It is also important to notice that the temperature that is actually supplied to

each region at time k is not the supply temperature at the power plant at the same

time k, since there are significant time delays (e.g. several hours) from production

to actual delivery in large-scale networks. Since the low computational cost is

paramount for this optimization, this network model has to include a simplified

representation of the phenomena to avoid an increase in computational complexity.

While the authors of [23] select a fixed time delay as an approximation derived

from historical data, the present work adopts a procedure to calculate the actual

time delays to each region, which depend on the mass flow rates in the different
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positions of the network and at different time-steps. The basic assumption is that

the temperature front moves at the same speed as the water inside the pipelines,

similarly to the model in Section 4.1.1. At each calculation step, the position in the

network corresponding to the supply temperature front sent at the previous time-

steps is saved and continuously updated in a global matrix. Once this is known, it

is possible to evaluate the actual temperature of the water that reaches the different

regions at the current step and, therefore, to create the proper constraints for the

optimization.

The inequality constraints of the optimization are given in Eq. (4.39):

� the mass flow rate ṁj,k circulating in the j-th segment at the k-th time-step

has to be positive but lower than the maximum mass flow rate allowed;

� the supply temperature has to be higher than the set-point return tempera-

ture.

0 ≤ ṁj,k ≤ ṁmax,j (4.39a)

TS,i,k ≥ TR,SP (4.39b)

The goal of this stage of the problem is to minimize the maximum value of

supply temperature over the prediction horizon. This leads to a reduction in heat

losses to the soil while meeting the constraints. Under the same heat supply, as the

temperature decreases, the mass flow rate increases and so do the pumping costs,

which depend on the third power of the mass flow rate itself. For this reason, a

penalty factor proportional to the total pumping power over the prediction horizon

is added to the cost function in order to discourage impracticable flow rates. The

approach to calculate the pumping power is the same adopted in Section 4.1.1 and

recalled in Eq. (4.40):

Ppump,k =
∑
j

(
8fjLj

π2ρ2D5
j

1

ηpump,j

ṁ3
j,k

)
(4.40)

Hence, the overall objective to realize is the following minmax:

min J = min max

(
TS + Φ

∑
k

Ppump,k

)
(4.41)

with Φ being the penalty weight for the pumping power (i.e. 10−4 in this case).

The optimization problem comprising Eqs. (4.37), (4.39) and (4.41) is an NLP

problem and is solved with the Interior Point algorithm (Section 3.2.3) available

in MATLAB®.

87



4. Method development

Analysis The two-stage LP-NLP optimization algorithm that involves the entire

network of Väster̊as is analyzed by solving the problem for three representative

days (i.e. January 2017) with time-steps of one hour. The LP problem and the

NLP problem are solved in sequence.

Fig. 4.23 represents (i) the supplied thermal power according to the historical

dataset and (ii) the thermal power that is actually delivered to the six regions with

the new mass flow rates and supply temperature, as calculated by the optimization

algorithm. The maximum difference between the actual thermal power supplied

with these parameters and that separately calculated by the LP and given as a

constraint to the NLP is, in all cases, lower than 0.25 % (Fig. 4.24).
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Fig. 4.23. Thermal power supplied according to the historical dataset and to the

optimization algorithm.

Moreover, as expected, for all network regions the peak of the actual thermal

power is significantly reduced compared to that before the optimization. Table 4.7

reports the peak shaving achieved for each region and the percentage reduction in

the thermal power variation range (RVR), calculated by Eq. (4.42) as the difference

between maximum and minimum values over the given horizon, compared to the
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Fig. 4.24. Maximum percentage difference between optimal heat given as a

constraint and actual heat supplied with the new operating parameters of the

network.

Table 4.7. Results of peak shaving (PS) and reduction in variation range (RVR)

of the six external regions of the Väster̊as district heating network as obtained

with the optimal operating parameters.

Region PS [%] RVR [%]

Surahammar 16.2 59.3

Skultuna 11.2 51.3

Rönnby 16.1 48.3

Tillberga 12.1 77.6

Barkarö 7.3 44.5

Hallstahammar 14.8 53.9

historical case:

RVR =

(
1− Q̇max,new − Q̇min,new

Q̇max,hist − Q̇min,hist

)
× 100 (4.42)

The optimization leads to a smoother and more regular operation, which is desir-

able for managing the production plant more efficiently.

Furthermore, the range of variation of the mass flow rates in the nine main
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distribution pipelines of the network (see Fig. 5.15), as well as their boundaries

given by historical data, are represented in Fig. 4.25. It is further confirmed

that the operating constraints are respected, and the flows are not subject to

impracticable variations.
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Fig. 4.25. Actual range of variation of the mass flow rate compared to the

constraints for nine pipeline segments of the district heating network.

4.4.4 Discussion

The outcomes discussed above show that the results of the optimization are coher-

ent with the constraints and objectives. The computational time necessary for a

single run of the entire two-stage optimization algorithm with different prediction

horizons is reported in Table 4.8.

Table 4.8. Computational time of the two-stage optimization algorithm.

Length of prediction horizon [h] Computational time [s]

24 10

48 50

72 120
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Other measures might be adopted to further reduce this computational effort.

For instance, the nonlinearities introduced by the temperature propagation in the

network could be eliminated by introducing instruments such as look-up tables to

calculate the network delays depending on the flows. This would require detailed

sensitivity analysis of the algorithm performance.

Nonetheless, the implementation of the proposed algorithm as part of an MPC

controller that updates its variables and performs the calculation every hour is

feasible. Its application to the large-scale Väster̊as DHN is presented in Section 5.3.
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5 Applications and results

The innovative methods developed in this thesis are fundamental elements of novel

smart controllers based on Model Predictive Control for small-scale and large-scale

DHNs. These new strategies are all tested in a Model-in-the-Loop configuration.

Detailed models that emulate complex energy systems, such as DHNs, are in-

deed fundamental for the development of efficient management and control strate-

gies. Experimental investigations on proper test rigs can be rarely carried out for

several reasons:

� the system size and complexity are not suitable for laboratory-scale experi-

mental setups;

� the characteristic time scale of heating networks (e.g. days) would require

relatively large experimental times;

� the high variability of the disturbances over the year does not allow different

solutions to be compared in a consistent way and with the same boundary

conditions;

� demonstration of new control strategies in a real network might jeopardize

the fulfillment of comfort requirements of the energy system customers.

All these issues highlight the importance of conducting a detailed evaluation and

refinement of management and control strategies in a simulation environment be-

fore implementing them in real systems.

According to the MiL concept [158], a detailed mathematical model, also called

system digital twin, which reproduces the system dynamics typically faster than

real-time, is controlled by a model of the controller, in which the control algorithm

code is integrated. In this way, the controller logic is tested and verified on a

simulated model without affecting the real system.

This is the aim of the MiL platforms exploited in this thesis to test real-time

MPC controllers on DHNs. As illustrated in Fig. 5.1, the MPC controller, which

comprises the simplified system model and the optimization algorithm, controls

the simulator of the system (i.e. MiL model). With the information available at

time-step k, the MPC calculates the optimal control action, which is applied to

the MiL model. This, in turn, gives the actual system variables at time-step k+ 1,

used to provide the new initial condition to the controller. A new optimization is

repeated at time-step k+1 to give the new optimal control action. This procedure

of control and state update is carried out until the end of the simulation.
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Fig. 5.1. Schematic representation of a generic MPC test in an MiL application.

In particular, the proposed applications are:

� Smart control of a small-scale DHN powered by an Organic Rankine Cycle

(ORC) system. In this case, the MPC has a multi-agent hierarchical archi-

tecture and adopts the model and DP algorithm described in Sections 4.1

and 4.2, respectively. The test is performed within the MiL platform de-

scribed in Appendix A. A customized robust version of this application is

further investigated, aiming to control a CHP plant to perform flexibility

service to the power grid in presence of uncertainty.

� Smart control of a large-scale DHN. The MPC is a high-level controller that

builds the set-points of the main parameter of the distribution network. It

adopts the aggregated region model and two-stage LP-NLP optimization

algorithm described in Section 4.3 and Section 4.4, respectively. The test is

performed on the network simulator developed by Zimmerman et al. [23].

All applications and analyses are carried out in the MATLAB®/Simulink® envi-

ronment.

5.1 Smart control of small-scale district heating

The DP algorithm has firstly been tested in preliminary simple applications [159].

For instance, the heat distribution network of an individual building of the service

sector has been modeled within the MiL platform and controlled by a dedicated

MPC [160]. One of the most important achievements is that the smart controller

rationalizes the energy consumption by supplying the right amount of heat to

the building in order to keep the indoor temperature within the constraints only
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when it is occupied. In this way, the required comfort is guaranteed without the

energy waste that would derive from reaching the temperature set-point before the

building is occupied.

The full capability and replicability of this MPC for small-scale networks, how-

ever, has to be demonstrated in a more complex case. To this end, this section

presents the smart control of the small-scale DHN in a multi-agent hierarchical

architecture [161]. The investigation includes the entire system, from energy pro-

duction, to its distribution and final consumption.

The main objectives of the control for this application are:

� to minimize energy supplied to each network branch;

� to minimize power plant operating cost and electricity purchase.

It also aims to analyze profitable management strategies for production plants that

are not conventional for these types of systems, e.g. ORCs.

5.1.1 System description

The case study is the DHN of a school complex comprising three education build-

ings (i.e. a sports hall, a secondary school and a primary school), located in the

Emilia-Romagna region, in northern Italy.

The network is supplied by an ORC plant in cogeneration mode. This type

of energy conversion device is versatile due to the possibility of exploiting a wide

variety of heat sources [162] in the evaporator (e.g. waste heat recovery, biomass

boilers and solar thermal collectors). Moreover, they can meet the electrical de-

mands and, at the same time, supply heat distribution networks in an efficient

way. In this case, the ORC is powered by a biomass boiler. Nevertheless, this does

not hinder the generality of the approach, as any other low-temperature source

can be considered.

The plant produces electrical power to supply the building appliances. A bidi-

rectional connection the power grid allows electricity to be sold when the produc-

tion exceeds the demand or to be purchased otherwise.

The plant works with a condenser temperature equal to 90 °C [163] and the

heat transferred from this component is recovered and directly supplied to a Ther-

mal Energy Storage tank (TES) in two inlets-two outlets configuration [164]. The

latter element acts as a buffer by decoupling production and utilization. A sup-

ply manifold collects hot water from the TES and dispatches it to the the three

buildings, each fed by a branch of the distribution network. Once the thermal
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power has been transferred to the building substation heat exchangers, the water

is partly recirculated to the building itself, if required, and partly collected by the

return manifold of the TES. The internal temperature of the buildings has to be

maintained at the comfort value of 20 °C when the buildings are occupied.

The MiL model of the system, used to emulate the behavior of the real system,

is created by means of the in-house library of energy system components described

in Appendix A. The model is schematized in Fig. 5.2. According to the modeling

approach of the library, the heat exchanger model is exploited to simulate the

interactions between the energy conversion device (the ORC condenser, in this

case) and the heat transfer fluid. The substation heat exchangers of the end-users

are included within the building submodel itself.
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Fig. 5.2. Schematic representation of the small-scale district heating network.

The values of the system main parameters are reported in Table 5.1. The ORC

system is sized according to [165], in which the thermal power recovered from a

Rankine cycle is around two thirds of the overall end-user thermal peak demand.

This is the sum of the maximum thermal power that each distribution branch can

delivered, calculated by considering the maximum mass flow rate and the design

supply and return temperatures. The efficiency parameters of the ORC are taken

from [166]. The size of the TES is also designed according to [165], which indicates
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that a profitable sizing is given by the storage ability to fulfill the circuit peak load

for 1.5 hours to 2 hours. The TES model is discretized into five nodes.

Table 5.1. System main parameters.

Element Parameter Value

Biomass boiler

Nominal thermal power 2500 kW

Nominal efficiency 0.90

Biomass LHV 17 MJ kg−1

ORC unit

Nominal electric power 400 kW

Nominal thermodynamic efficiency 0.16

Minimum load electric power 60 kW

Minimum load thermodynamic
0.10

efficiency

TES tank

Internal diameter 6 m

Height 6 m

Tank thickness 10 mm

Insulation thickness 50 mm

Sports hall

Envelope heat loss coefficient 0.0262 h−1

Supplied power coefficient 7.53 · 10−7 °C kJ−1

Pipeline length 100 m

Secondary school

Envelope heat loss coefficient 0.0126 h−1

Supplied power coefficient 9.08 · 10−7 °C kJ−1

Pipeline length 50 m

Primary school

Envelope heat loss coefficient 0.0081 h−1

Supplied power coefficient 1.35 · 10−7 °C kJ−1

Pipeline length 200 m

5.1.2 Control architecture

The control architecture of the network comprises two types of controller:

� high-level controllers, which establish the set-points for system operation

according to predefined rules or optimal strategies;

� low-level controllers, which regulate the actuators in order to track the set-

points.
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A conventional control strategy (hereinafter referred to as PID) is used as a term

of comparison for evaluating the performance of the MPC. The two approaches

differ as regards the high-level control, which defines the set-points for the pumps

and valves of the system, i.e. optimized in the MPC and predefined in the PID.

The latter constitute the most common operational strategy adopted nowadays in

district heating.

PID control strategy The PID control is based on the following features:

� A PI controller (i.e. proportional integral) regulates the pump rotational

speed of the ORC condenser cooling circuit in order to guarantee that the

thermal power is correctly retrieved, and the temperature of the water sup-

plied to the TES is kept at 80 °C.

� A proportional controller regulates the fuel to the biomass boiler in order

to maintain a minimum state of charge of the TES at all times, i.e. the

temperature in the upper fifth of the tank is kept between 70 °C and 80 °C.

� A feedback closed-loop regulates the water mass flow rate sent to each build-

ing substation through the pump rotational speed (Fig. 5.3) in order to

control the building indoor temperature. The recirculation is disabled, thus

the supply temperature is that exiting the TES upper node. This control

is activated according to time-scheduled set-points that send the maximum

thermal power five hours before the building is occupied.

� A proportional controller regulates the building space heaters in order to

maintain the water return temperature at the design value of 60 °C (Fig. 5.3).

MPC control strategy In the innovative control approach, the ORC condenser

cooling circuit and the building space heaters are regulated as in the PID method.

The other set-points at each time-step are calculated by different MPCs, which

are designed in a multi-agent hierarchical architecture, as illustrated in Fig. 5.4.

The multi-agent approach consists of splitting the demand side of the system

into smaller sub-systems (i.e. the network branches supplying the buildings), each

managed by a representative agent and communicating with a central agent, which

operates the production side. The features of the agents are explained below:

1. The MPC controller of each network branch is defined building-MPC. At each

time-step, it receives the actual building temperature and returns the optimal
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Fig. 5.4. Global architecture of the multi-agent hierarchical control strategy.

set-points for water mass flow rate and supply temperature (Fig. 5.5). The

former is tracked with the feedback loop on the pump rotational speed while

the latter is tracked by setting the recirculation valve with an open-loop

controller (e.g. look-up table). Each building-MPC adopts the DP algorithm

and model in the configuration described in Section 4.2. Hence, its objective

is to minimize the total heat supplied to each branch and pump energy over

the prediction horizon.
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2. The MPC controller of the production side is defined supervisory-MPC. At

each time-step, it receives (i) the State of Charge (SoC) of the TES and, (ii)

as disturbances, the predicted thermal demands over the prediction horizon

as calculated by the building-MPCs. It then calculates the optimal set-

points to operate the plant in order to minimize the total operating cost while

guaranteeing that the TES is able to fulfill the downstream thermal demand.

The supervisory-MPC adopts the same DP algorithm with a different model,

detailed below.

MPC
±

± SP

Fig. 5.5. Building-MPC of each distribution branch.

Supervisory-MPC model Since it controls the energy production side, the

supervisory-MPC requires a simplified model of the boiler, ORC and TES. In

order to comply with the DP algorithm main requirement, the model has one

state.

The thermocline assumption [167] represented in Fig. 5.6 is adopted for the

TES model: the tank is split into two zones at a defined high temperature Th (80

°C) and low temperature Tl (60 °C). The position of the virtual separation surface,

with reference to the top of the tank, between the zones is called thermocline and

represents the TES State of Charge and system state XTES, constrained between

0 and the TES total height HTES. The state function describes the evolution of

the thermocline depending on TES characteristics and incoming and outgoing flow

rates:

ρ cATES (Th − Tl)
dXTES

dt
= Q̇rec − ṁtot c (Th − TR)− Q̇loss (5.1)

where ATES is the tank base surface, ṁtot is the total mass flow rate requested by
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Fig. 5.6. Thermal Energy Storage tank model with thermocline assumption.

the end-users downstream, and Q̇rec is the heat recovered from the ORC condenser.

The heat lost to the environment Q̇loss is given by:

Q̇loss = πDTES UTES [XTES (Th − Text) + (HTES −XTES) (Tl − Text)] (5.2)

Apart from ṁtot, the other disturbances are the electrical demand Pdem and

the ambient temperature Text.

The inputs are the fuel mass flow rate ṁf and the power bought from the

electric grid Pbg. Since the boiler and ORC are switched off for loads lower than

minimum load conditions, it is necessary to include the boiler on-off signal SW

as third input variable. This is an integer variable equal to 0 or 1 if the boiler is

operating or not, respectively. The recovered heat is defined by Eq. (5.3) according

to the boiler and ORC algebraic models, with the corresponding efficiencies ηb and

ηth:

Q̇rec = ṁf LHV ηb (1− ηth) SW (5.3)

The electrical power produced by the ORC and the electrical energy balance that

has to be satisfied at all times are calculated as follows:

PORC = ṁf LHV ηb ηth ηm ηel SW (5.4)

PORC + Pbg = Pdem + Psg (5.5)
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with ηm and ηel being the ORC mechanical and electrical efficiencies, respectively,

and Psg being the power sold to the grid. The model is written in a time-discrete

form with forward Euler method, similarly to the DP model in Section 4.1. The

details are not reported for the sake of brevity.

The cost function for each time-step of the algorithm is given by the sum of the

costs of the biomass, electricity bought from the grid and the revenues resulting

from the sale of electricity to the grid, when present:

J = (Cbg Pbg − Csg Psg + Cf ṁf) ∆t+ φ (5.6)

with Cbg, Csg and Cf being the specific costs of the bought and sold electric power

and of the fuel, respectively. In this application, these parameters are considered

constant (Table 5.2) without hindering the generality of the approach. Indeed,

it is possible to include them as predicted disturbances, variable over time. The

penalty factor φ is added when the state constraints are not met and when the TES

energy content is not able to comply with the downstream thermal demand. An

additional penalty as start-up cost is given do discourage frequent plant start-ups

and shut-downs.

To sum up, Table 5.3 reports the model variables for the DP algorithms of this

application while Table 5.4 reports the discretization parameters, which comply

with the sensitivity analysis carried out in Section 4.2.2.

Table 5.2. Specific costs of electricity and biomass.

Bought electricity Sold electricity Biomass

0.16 e kWh−1 0.08 e kWh−1 0.16 e kg−1

5.1.3 Results

The network is simulated for four days in January. The prediction horizon and

time-step for the MPCs are three days and 15 min, respectively. The results of the

MiL simulations concerning the indoor temperature of the schools are depicted in

Fig. 5.7. The sports hall is not shown for the sake of brevity, but similar results

can be obtained.

When the buildings are occupied (shaded areas), the indoor temperature is

kept within the constraints while it is left unconstrained otherwise. The average

temperatures in the constrained periods are reported in Table 5.5, showing that the

difference between the PID and MPC control methods is negligible as far as indoor
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Table 5.3. Variables of the DP algorithms embedded in the building-MPC and

supervisory-MPC.

Building-MPC Supervisory-MPC

State Building temperature TES thermocline

Inputs Water mass flow rate Fuel mass flow rate

Water mixing temperature Electricity bought

Boiler on-off

Disturbances Outdoor temperature Outdoor temperature

Soil temperature Total mass flow rate to buildings

Electrical demand

Cost Total heat and pump energy Total electricity and fuel cost

Table 5.4. State and input discretization parameters of the DP algorithms.

Building-MPC Supervisory-MPC

State ∆x 0.1 °C 0.05 m

Inputs

∆u1 0.5 kg s−1 0.001 kg s−1

∆u2 1 °C 10 kW

∆u3 - Integer [0,1]

thermal comfort is concerned. It is also possible to notice that the conventional

controller generally results in the required temperature being reached several hours

before it is needed with consequent energy wastage, as it is based on set-points

established by a predefined rule. Whereas, the MPC controller can send the exact

amount of energy required to keep comfort at the minimum allowed temperature.

At the same time, when necessary, it manages the thermal inertia of the building by

establishing the right time to supply heat and by using the heat capacity as storage.

This confirms the capability of the MPC controller to efficiently control buildings

with different thermal characteristics, fulfilling the indoor comfort requirements

while reducing heat losses.

The two control approaches show significant differences also in the management

of the production plant. Fig. 5.8 depicts the electrical output of the ORC power

plant compared to the power demand of the whole school complex. The electrical

power produced by the plant is not always enough to fulfill the electrical demand,

but it should be remembered that the main goal of the plant is to fulfill the
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Fig. 5.7. Indoor temperature of two buildings with the MPC and conventional

(PID) controllers.

Table 5.5. Average indoor temperatures when buildings are occupied (i.e. con-

trained periods).

Building PID average T [°C] MPC average T [°C]

Secondary school 20.20 20.12

Primary school 19.86 19.88

downstream thermal demand. The electricity is bought from the power grid to

cover the demand when self-production is not sufficient, while it is sold to the

grid when in excess. The graph shows that the ORC is managed in an on-off way

by the PID control, while the MPC is able to define the operating strategy that
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minimizes the total cost and modulates the plant output. Indeed, when the indoor

comfort of the building is maintained, the production is regulated in order to cover

as much electrical demand as possible, while avoiding the complete charge of the

storage.
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Fig. 5.8. ORC electrical power output and electrical demand with the MPC and

PID controllers.

The MPC also optimizes the management of the TES to make sure that, at each

calculation step, there is enough stored thermal energy to guarantee the energy

supply to the circuits downstream over the prediction horizon, while minimizing

the thermal losses from the tank. Fig. 5.9 represents the temperature of the five

nodes in which the TES model is discretized. The comparison between the TES

temperature evolution in the two control strategies shows that the MPC charges

the storage when there is thermal request from the end-users while trying to keep

the temperature as low as possible to reduce energy loss.

The economic and energy results of the analysis are reported in Table 5.6. The

following key considerations can be drawn:

� As expected, the MPC shows a 7 % reduction in total energy cost.

� Fuel consumption is reduced by 13 %.
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Fig. 5.9. Node temperatures of the thermal energy storage tank with the MPC

and PID controllers.

� It is not considered cost-effective to produce and sell electricity to the grid,

due to the low thermodynamic efficiency of the ORC. Thus, the produced

and sold electricity decrease.

� The total primary energy, obtained by considering an overall efficiency of

the national grid equal to 0.41 [168], slightly increases with the new control

strategy. Other promising results might be obtained by choosing the total

energy consumption as objective function.

� The self-consumed electricity, which is the percentage of the total electric

demand satisfied by the ORC production, is increased by more than 70 %

in the case of the MPC. Therefore, less electricity is bought from the grid.

Moreover, it is produced from biomass which can be considered a renewable

primary energy source.
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Table 5.6. Energy and economic results of the simulation.

Parameter PID MPC MPC compared to PID

Total cost [e] 4360 4053 -7.0 %

Bought electricity [kWh] 15043 12627 -19 %

Sold electricity [kWh] 5398 667 -87 %

Produced electricity [kWh] 8773 6457 -23 %

Self-consumed electricity [kWh] 3375 5791 +72 %

Self-consumed electricity
18.3 31.5 +72 %

compared to user demand [%]

Fuel mass [kg] 14905 13039 -13 %

Total primary energy [kWh] 87553 88697 +1.3 %

5.1.4 Discussion

The multi-agent hierarchical MPC control presented in this section has shown

good performance in terms of cost reduction in the simulation environment. This

method has proved to be effective also in two real case studies in operational

conditions [161], which are beyond the scope of the present disseration. The main

results are reported for completeness:

1. School complex in Podenzano (Italy): the application of the multi-

agent MPC control has been assessed for an entire winter season, reducing

the specific energy consumption by 13 % compared to the previous year;

2. Parma University Campus (Italy): the application of the MPC to a

branch of the network for two months has reduced the specific energy sup-

plied by 34 % compared to the previous months.

Significant cost reduction has also been obtained for both cases. Hence, the inte-

grated framework comprising the development of an innovative control algorithm,

its application and analysis in an MiL platform and, finally, its demonstration in

operational case studies can be useful to foster smart control in small-scale DHNs.

Nonetheless, several further investigations can be carried out in order to im-

prove the method and address its critical issues. Some examples are discussed

below:

� The implementation of variable electricity costs during the day might in-

crease cost saving, as the MPC receives the predicted evolution of the cost

parameters and updates the system management accordingly.
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� The controller can be easily adapted to the cases in which waste heat is recov-

ered as heat source for the ORC evaporator. This might lead to remarkable

cost saving and environmental benefits.

� The approach could be applied to multi-energy systems [98, 169–171], which

comprise different energy carriers and energy conversion devices (including

renewables), in order to optimize their management and explore flexibility

options. This is feasible as long as suitable system model, states and cost

function are selected.

� The proposed controller is deterministic and relies on a perfect prediction of

the disturbances. However, this is not feasible in reality. Future studies will

focus on the investigation of stochastic [172, 173] and robust control methods

[174], which explicitly consider the uncertainty on disturbance prediction.

The following application (Section 5.2) brings ahead the proposed MPC by

including one source of uncertainty to improve system flexibility.

� The proposed control architecture separates consumption optimization from

production optimization, as the minimization of energy supplied to each

end-users does not consider the power plant operation. In some conditions,

however, it might be beneficial to change the management of the down-

stream end-users (e.g. pre-heating the building thermal capacity, despite

higher losses) in order to improve plant flexibility or further reduce the cost.

Hence, future developments will regard the implementation of bidirectional

communication between the building-MPCs and the supervisory-MPC. This

might let different solutions emerge. The application presented in Section 5.3

takes a step forward on this road by investigating the potential of the thermal

capacity of the end-users in large-scale DHNs.

5.2 Smart control of CHP with uncertainty for grid flexi-

bility

The significant growth in renewable energy penetration by a variety of discontin-

uous, grid-connected devices over the last few decades has resulted in the intro-

duction of a significant degree of uncertainty in managing the power system [175].

This represents an important technical challenge for the grid operator, which has

to guarantee grid stability and balance at all times. In this context, the aggre-

gation of several producers or consumers is a promising solutions, since it allows

distinct devices to act as a single entity when interacting with the grid.

107



5. Applications and results

In Italy, the Transmission System Operator (TSO) has recently adopted a spe-

cific regulation for a pilot project [176] involving the so-called UVAMs (Mixed

Virtual Aggregated Units). These are grid-connected devices or aggregators en-

titled to provide ancillary services such as congestion resolution, supplemental

reserve and grid balancing. The UVAMs declare in advance their availability to

perform grid services during a defined time interval. Thus, each unit has to be

ready to produce (or consume) a given amount of power, regardless of whether or

not this power is actually required by the TSO.

Under these circumstances, cogeneration represents a suitable and flexible tech-

nology to face this demand uncertainty, if properly managed by a smart controller.

A suitable strategy has to be economically optimal but also robust enough to con-

sider compliance, at any given time, with the potential requests from the TSO as

well as with the thermal demand of the connected end-users.

This section demonstrates an additional property in terms of robustness of the

multi-agent hierarchical MPC control for small-scale DHNs. It is illustrated by

means of the previous application with a CHP in UVAM configuration, in order to

address the uncertainty on the electricity request and provide power grid flexibility.

5.2.1 System description

The case study as well as the control architecture are the same as in Sections 5.1.1

and 5.1.2. The only exception is that the production plant is an internal com-

bustion gas engine acting as a CHP unit, with the main parameters reported in

Table 5.7. This is chosen as it is a mature technology with higher efficiency and

flexibility potential.

Table 5.7. CHP main parameters.

Parameter Nominal condition Minimum load condition

Electrical power 2160 kW 220 kW

Electrical efficiency 0.43 0.31

First principle efficiency 0.93 0.84

Natural gas LHV 47.1 MJ kg−1

The fuel supply and, consequently, the CHP operation are determined by a dual

controller: the supervisory-MPC generates the set-point of the fuel mass flow rate,

which is then corrected by a proportional controller based on the actual electricity
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request from the TSO. The plant operator (PO) makes 1600 kW available to the

power grid as a flexibility service from 07:00 to 12:00 each day. However, this is not

actually exploited at all times, as exemplified by Fig. 5.10, because the TSO plans

and requests power production from the dispatchable UVAM units coherently with

the actual system and market conditions.

In this case, the system’s flexibility regards only the production of electrical

power for grid services. The electrical and thermal demands of the end-users has

to be met at all times.
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Fig. 5.10. Schematic representation of the small-scale district heating network.

5.2.2 Uncertainty implementation

The supervisory-MPC is customized for including the uncertainty of the request

for electricity from the TSO. This is implemented by considering that, when the

power availability has been assigned, two events may occur:

� E1: the TSO does not require the available power;

� E2: the TSO requires the entire amount of available power from the dis-

patchable generation plant.

In the former case, the objective of the optimization is defined by Eq. (5.6).

On the contrary, the occurrence of E2 is associated with a modified cost function

(Eq. (5.7)) in which the amount of electricity required by the TSO and actually

dispatched is rewarded more (i.e. Csg,TSO = 0.4 e kWh−1) than in the usual case,

since the power plant is providing a service.

J(E2) = [Cbg Pbg − Csg,TSO Psg,TSO − Csg (Psg − Psg,TSO) + Cf ṁf ] ∆t+ φ (5.7)
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As mentioned in Section 3.3.1, the global cost function of the controller is obtained

by weighting the cost functions of E1 and E2 with the respective probability of

occurrence:

Jtot = ω1 J(E1) + ω2 J(E2) (5.8)

The assessment of MPC with uncertainty is carried out by simulating and

comparing four different scenarios, depending on the knowledge of the actual TSO

request (Table 5.8):

� Scenario 0 (S0): this is the baseline scenario in which the supervisory-MPC

considers the occurrence of E1 only. The potential TSO request is not in-

cluded in the model prediction and optimization.

� Scenario 1 (S1): the PO knows the exact occurrence of E1 or E2 (i.e. weight

equal to 1) with a time advance of three hours, presumably when the TSO

plans the production. In the rest of the prediction horizon, E1 and E2 are

considered equally probable events (i.e. weight equal to 0.5). This scenario

is expected to be the most similar to reality.

� Scenario 2 (S2): the PO has no exact information regarding the occurrence of

E1 or E2. The events are equally probable over the entire prediction horizon.

� Scenario 3 (S3): the PO assumes that the available power is always requested

by the TSO and, thus, E2 occurs over the entire prediction horizon.

Table 5.8. Summary of the four simulated scenarios and related weights of the

cost functions of E1 and E2.

Scenario Short description ω1 ω2

S0 E1 considered over prediction horizon 1 0

S1
E1 or E2 occurrence known three hours before,

1 ∨ 0|0.5 0 ∨ 1|0.5
equally probable over rest of prediction horizon

S2 E1 and E2 equally probable 0.5 0.5

S3 E2 occurs over prediction horizon 0 1

5.2.3 Results

The network is simulated for three days in January. The prediction horizon and

time-step for the MPCs are three days and 15 min, respectively.
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As in the previous case, the required indoor temperature of the buildings are

kept within the limits. Fig. 5.11 shows that a similar behavior is obtained for

one of the schools in all scenarios. This is reasonable because the control of the

downstream part of the network is not varied over the various cases.
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Fig. 5.11. Indoor temperature of the primary school in the in the four scenarios.

On the other hand, the management of the production side is influenced by the

knowledge of the scenario. The TES State of Charge (i.e. percentage of energy

content of the water in the tank with reference to the maximum) is represented

in Fig. 5.12. The graph shows that, when the optimization considers the possibil-

ity to produce electric power to provide flexibility to the grid (S1–3), the TES is

charged in advance compared to the baseline scenario, in order to increase elec-

tricity production and operate the dispatching service. Moreover, its SoC does not

reach the maximum so as to leave a safe margin to store heat when CHP produc-

tion is required. In each case, however, the TES is almost full at the beginning of

each operating day, as it has to correctly pre-heat the buildings in order to fulfill

indoor comfort. In addition, it collects the heat produced by the CHP to meet the

electrical demand of the previous day.

In Fig. 5.13, the power produced by the CHP is compared to the actual elec-

tricity required (shaded area), which is the sum of the power demand of the school

complex and the actual TSO request. Moreover, Table 5.9 reports:

1. the operating cost as the sum of the fuel cost and electricity bought from

the grid (without including sold electricity);

2. the TSO request compliance as the percentage of the total electrical energy

required by the TSO that is actually produced and fed to the grid. This can

be seen as an indicator of the flexibility provided to the power grid.
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Fig. 5.13. Electrical power produced by the CHP in the four scenarios. The

shaded area represents the actual total power requested by the consumers and the

grid operator.
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Table 5.9. Operating cost and TSO request compliance in the four scenarios.

Scenario Operating cost [e] TSO request compliance [%]

S0 1190 36.7

S1 2580 92.3

S2 1523 78.5

S3 1946 81.6

It is possible to observe that S1 is the case that gives better results in meeting

the TSO request. Indeed, at each time-step the controller knows precisely the

constraints of the successive three hours, thus it is able to react and operate the

system in order to maximize the fulfillment of power demand up to 92.3 %. A

poorer performance is obtained when there is uncertainty over the entire prediction

horizon (S2) and when there is the assumption that it is always necessary to

produce electricity (S3). The latter scenario overestimates the time in which power

production is considered necessary and, given the limitations on the TES capacity,

the actual production is planned in less profitable hours.

As regards the economic performance, S1 leads to a higher operating cost, as

it produces more electricity. However, the actual profit is underestimated, as the

gain of the flexibility service performed, which is significant in S1 and lower in S2

and S3, is not included in the economic indicator.

5.2.4 Discussion

As discussed above, the uncertainty on the disturbance plays a significant role in

the global performance of this control strategy.

It can also be useful to define an upper boundary, represented by the ideal

scenario of perfect knowledge of the actual request over the prediction horizon. In

this specific application, this would lead to a TSO request compliance of 94 %.

This means that, in the current system configuration, it is not possible for the

PO to fulfill the TSO request to a greater extent. This happens because, in some

cases, the power is made available when the TES is unable to store enough energy.

As a consequence, in this condition it is not possible to operate the CHP, as heat

cannot be dissipated.

In the light of these considerations, some management or design changes can

be suggested for this case study:

� The period in which electrical power is made available to the grid should be
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revised in order to better match the thermal demand. In this way, it is likely

that the electricity is dispatched when the TES is not full.

� The current system configuration, which does not allow the electrical and

thermal power production to be regulated independently, should be rear-

ranged with more degrees of freedom, for instance by supplying heat directly

to the users or by enabling heat dissipation.

Overall, since S1 is expected to represent the real conditions more closely, this

MPC pledges good performance and replicability to other cases. Moreover, it can

be helpful to the PO by providing insights regarding operation and management

in presence of uncertainty and, therefore, in revising production planning and

considering cost-effective design choices.

The proposed controller, however, includes only a basic uncertainty estimation

of one of the disturbances. Future research will include additional sources of un-

certainty, such as the variability of external environment conditions and electricity

market prices. Furthermore, other methods for scenario generation (e.g. Monte

Carlo Simulation [177]) and uncertainty analysis [178–180] will be investigated in

order to create a more robust MPC.

5.3 Smart control of large-scale district heating

As extensively discussed in Section 2.1, there are few cases of smart controllers

for large-scale DHNs which, due to their high complexity and size, are currently

controlled with obsolete non-optimal strategies.

With the aim of demonstrating a scalable smart controller for these systems,

this application presents an MPC built with the novel two-stage LP-NLP opti-

mization algorithm developed in Section 4.4 and tested on the large-scale DHN of

the city of Väster̊as, in central Sweden. The main objectives of the algorithm are

briefly remembered:

� exploit the heat capacity of end-users as thermal storage, by means of the

aggregated region model (Section 4.3);

� achieve peak shaving;

� reduce distribution temperature without increasing pumping costs.
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5.3.1 System description

The Väster̊as DHN is supplied by a centralized production site, comprising a waste-

to-energy Combined Heat and Power plant, back-up boilers and thermal energy

storage tanks. The network distributes hot water to the city center and to the six

main peripheral regions (already introduced in Section 4.3) with an yearly heat

supply of around 1800 GWh. Since the center is relatively close to the power

plant, it is easier to control its heat supply and comfort fulfillment, compared to

the farthermost areas. Therefore, it is considered to be supplied according to the

historical heat consumption and is not included in the innovative control.

Region

CHP

Fig. 5.14. Väster̊as district heating network.

A schematic representation of the system is given in Fig. 5.15. It is possible to

notice that the distribution network can be split into nine main pipelines.

The network can be further schematized with six nodes and nine arcs (Fig. 5.16)

in order to comply with the simplified network representation required by the

optimization algorithm. For this purpose, the incidence matrix of this network is:

In =



0 0 1 0 1 0 1 0 1

0 0 1 0 1 0 1 1 0

0 0 1 0 1 1 0 0 0

0 0 1 1 0 0 0 0 0

0 1 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0


(5.9)
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Barkarö

Halstahammar
Tillberga

Rönnby

Skultuna

Surahammar

Fig. 5.15. Schematic representation of the Väster̊as district heating network.
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Fig. 5.16. Schematic representation of network with regions as nodes and pipeline

segments as arcs.
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where the rows refer to the nodes 1–6 while the columns refers to the arcs 1–9.

The main properties of the arcs are summarized in Table 5.10.

Table 5.10. Properties of the main pipeline segments of the Väster̊as district

heating network.

Arc
Internal diameter External diameter Insulation diameter Length

[mm] [mm] [mm] [km]

1 312.7 323.9 500 9

2 160.3 168.3 280 5.5

3 393.8 406.4 630 10

4 312.7 323.9 500 4.5

5 393.8 406.4 630 1

6 312.7 323.9 500 0.5

7 312.7 323.9 500 7

8 312.7 323.9 500 0.5

9 263 273 400 13

The MiL model is a network simulator setup in [23]. It is a detailed dynamic

model of the global DHN originally developed in Dymola [181], which exploits the

programming language Modelica and is widely used in simulating dynamic systems

[182]. The individual components of a network, such as pipes, valves and pumps,

are modeled by considering the governing physical phenomena. These components

are connected according to the Väster̊as network configuration to form the global

model. Its validation with historical network data provided by the system operator

shows that the model is reliable and effectively represents network temperature

dynamics, heat propagation and losses over pipeline lengths of several kilometers,

as is for the present case. Indeed, the simulated supply and return temperatures

are in good agreement with the actual trends [23].

The simulator is connected with MATLAB®/Simulink® by means of a Func-

tional Mock-up Unit, which allows for model exchange and co-simulations in dif-

ferent environments.

5.3.2 Control architecture

The two-stage LP-NLP optimization algorithm detailed in Section 4.4 is embedded

in the MPC. It establishes the optimal set-points for (i) mass flow rates to the

peripheral regions and (ii) supply temperature from the CHP. The MiL model
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simulates the heat propagation of the real network and, at every calculation step,

returns the estimation of the actual system states (i.e. SoC of the regions). These

are used as new initial conditions for updating and solving the next optimization

problem.

Since the current system configuration does not allow the end-user indoor tem-

peratures to be monitored, the procedure explained below is necessary to estimate

the actual SoCs of the regions. The notation is clarified in Fig. 5.17.

ሶ𝑄base

ሶ𝑄stored

ሶ𝑄LP

ሶ𝑄actual

∆ ሶ𝑸

ሶ𝑄LP

Optimal Actual consumption

MPC Network 

simulator

ሶ𝑄actual

ሶ𝑄base

ሶ𝑄LP

SoCLP

SoCactual

Fig. 5.17. Qualitative representation of the contributions to the optimal and

actually consumed thermal power. The quantities Q̇stored and ∆Q̇ can be posi-

tive (full area) or negative (dashed area). The total heat stored in the SoC is

represented by the sum of Q̇stored and ∆Q̇ in the current time-step.

It is firstly worth remembering that the optimization algorithm of the MPC

receives the historical or predicted heat load as a disturbance (Q̇base,i,k) and cal-

culates the network operating parameters that deliver the optimal thermal power

(Q̇LP,i,k) which in turn includes the optimal storage in the SoCs. However, there

is typically a difference between the predicted load and that actually consumed,

due to various factors:

� errors in the prediction of the external temperature and, consequently, the

thermal demand;

� different behavior of part of the consumers (e.g. a building may not be

occupied and, hence, may not require heating).

Additionally, part of the consumers may decide not to actuate the storage, for

instance by exploiting the space heaters differently or slightly varying the indoor

comfort.
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The following assumptions are therefore made:

� These random contributions are included in the current analysis by esti-

mating the difference ∆Q̇i,k between the predicted thermal power and the

thermal power actually consumed as a fraction of Q̇base,i,k according to a

uniform distribution in the range ±5 %.

� The actual thermal power consumed Q̇actual,i,k is fed to the MiL model.

� The actual return temperature from the i-th region at the k-th time-step

TR,i,k, which is different from the set-point considered by the algorithm, is

returned by the MiL model.

� In the current real system configuration, it is not possible to quantify and

separate the random contributions listed above. Thus, it is assumed that

the sum (with its corresponding sign) of the random contribution ∆Q̇i,k is

entirely stored in the heat capacity of the aggregated consumer and modifies

the SoC foreseen by the optimization module, i.e. SoCLP,i,k.

Eq. (5.10) expresses the relation between the thermal power actually consumed

and the actual return temperature:

ṁi,k c (TS,i,k − TR,i,k)− Q̇loss,i,k = Q̇actual,i,k (5.10)

This balance equation is analogous to Eq. (4.37). The subtraction of the latter

from the former leads to an expression of ∆Q̇i,k in terms of the difference between

actual return temperature and set-point return temperature as follows:

∆Q̇i,k = Q̇actual,i,k − Q̇LP,i,k = ṁi,k c (TR,SP − TR,i,k) (5.11)

According to Eq. (5.11), the difference in the return temperature gives a measure-

ment of the additional stored heat which, in turn, effectively modifies the predicted

SoCs as follows:

SoCactual,i,k = SoCLP,i,k +
ṁi,k c (TR,SP − TR,i,k) ∆t

2C ∆Tstored,max

(5.12)

The new SoCs are used to update the system state and, hence, represent the

new initial condition for the optimization problem at time-step k + 1, according

to the receding time horizon strategy. This procedure is repeated for the entire

simulation.

5.3.3 Results

The MiL application comprising the DHN detailed model and the MPC controller

is illustrated in Fig. 5.18.
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The results of the real-time control with the developed MPC strategy are shown

for the first week of February 2017. The prediction horizon and time-step are one

day and one hour, respectively. The outdoor temperature, which greatly affects

the baseline heat demand, is depicted in Fig. 5.19.
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Fig. 5.19. Historical outdoor temperature over the simulation period.

A prediction horizon of one day is adopted in order to speed-up the simulation.

Since the time delays to reach the different regions of the network are in the range

of 2 h to 10 h, such a prediction horizon includes the propagation of the thermal

power produced in the power plant and captures the main system dynamics, while

reducing the simulation time.

The historical and new thermal power actually delivered to the end-users are

illustrated in Fig. 5.20 and the performance indexes for evaluating these results

are reported in Table 5.11. It is demonstrated that the primary objective of the

analysis, which is to perform peak shaving by exploiting the region heat capacity

and without endangering the indoor comfort, is achieved. This accomplishment

comes together with a slight decrease or, in the worst case, a negligible increase

(i.e. maximum 0.2 %) in energy consumption, depending on the region.

The heat supplied is subject to greater fluctuations over the entire simulation

horizon compared to the analysis reported in Section 4.4.3. This is because the

real-time MPC control acts in real conditions, in which the heat actually con-

sumed is different from that predicted. Nevertheless, the receding time horizon

strategy, according to which the variables and disturbance prediction are updated

at each time-step, copes with this uncertainty. It is also worth noting, however,

that significant maximum RVRs are obtained by taking each simulated day indi-

vidually. Hence, the new management solution provides short-term benefits for
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Fig. 5.20. Results of the MPC control of the Väster̊as network: historical and

new thermal power to the regions.

the global network. This is further confirmed by the load duration curves of the

simulated week shown in Fig. 5.21: the curves produced by the new management

are significantly flatter than those obtained by historical data.

Fig. 5.22 depicts the operating parameters of the region of Skultuna, taken as

a representative example, in terms of mass flow rates and temperatures supplied

directly to the main substation heat exchanger. The actual return temperature is

also shown and compared to the baseline case and to the set-point considered by

the optimization module. The new variables decrease compared to the historical

ones: this leads to lower consumption for the pump and lower heat losses from

the pipelines. For instance, the optimal mass flow rate is decreased by 23 % and,

moreover, is subject to smaller variations over the simulation period. The supply
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Table 5.11. Results the MPC control of the Väster̊as network: peak shaving (PS),

reduction in variation range (RVR) for the entire simulation, maximum daily RVR

and total energy reduction (ER).

Region PS [%] Total RVR [%] Max daily RVR [%] ER [%]

Surahammar 11.9 25.5 59.2 -0.17

Skultuna 4.9 10.4 51.0 0.20

Rönnby 7.4 19.0 63.5 -0.10

Tillberga 13.5 28.1 62.7 0.16

Barkarö 13.2 33.1 53.6 -0.20

Hallstahammar 6.7 18.1 59.3 -0.002

temperature is also more constant while the return temperature fluctuates around

the set-point, proving the acceptability of the assumption made. In addition, it is

always maintained above the threshold of 30 °C, which is preferable for the global

system operation. Similar considerations can be drawn for the other regions of the

DHN.

The first part of the simulation in Figs. 5.22b and 5.22c shows a higher tem-

perature that derives from the fact that the optimal supply temperature reaches

the substation heat exchanger some hours after it outflows from the power plant,

due to the network time delays. This diminishing evolution in the first simulation

time-steps is different for the various regions, depending on the distance and water

velocity. Indeed, it is underlined that, even though they are supplied by the same

power plant, the actual temperatures that reach the substation heat exchanger are

different due to the different rates of heat transfer from the pipelines to the soil,

which depend on the network topology, length and demand.

In regard to the effects that the outdoor temperature imposes upon the con-

troller, Fig. 5.23 illustrates the power plant supply temperature, which is valid for

all regions, as a function of external environment temperature. The trend obtained

with the MPC, highlighted by the regression fit lines, is significantly decreased com-

pared to baseline. Furthermore, the new supply temperature is maintained more

uniform, especially when the outdoor temperature is relatively low. Indeed, the

absolute value of the slope decreases from 1.42 to 0.12. As far as this simulation

period is concerned, the water is supplied at an optimal temperature lower than

80 °C, while in the original management strategies it varies between 80 °C and

95 °C. The relative reduction in the difference between supply temperature and
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Fig. 5.21. Results of the MPC control of the Väster̊as network: historical and

new load duration curves.

soil temperature (which is assumed as 10 °C in the simulations), which gives the

perception of a reduction in heat losses from the pipelines, ranges from a minimum

of 3.1 % for higher outdoor temperatures to a maximum of 20 % for lower outdoor

temperatures, with an average reduction of 8.8 % over the considered time period.

Other simulation periods can lead to further improvements, since the historical

supply temperature, according to the network data, can reach values up to 110

°C. Hence, the secondary goal of the optimization, which consists of reducing the

heat losses, is successfully implemented as well.
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Fig. 5.22. Results of the MPC control of the Väster̊as network: historical and

new (a) mass flow rates and (b) supply temperatures and (c) return temperatures

of Skultuna.
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Fig. 5.23. Historical and new data of the supply temperature from the power

plant with the related regression fit lines. The minimum, average and maximum

reductions in the difference between supply and soil temperature are 3.1 %, 8.8 %

and 20 %, respectively.

5.3.4 Discussion

As disclosed for the small-scale DHN applications, an integrated approach compris-

ing (i) the development of simplified aggregated region models and optimization

algorithms suitable for MPC and (ii) its MiL demonstration on a network simu-

lator is an essential step leading to digitalization and smart control of large-scale

DHNs.

There are also noteworthy perspectives for further improvements:

� The results of this control applications are achieved by adopting a conser-

vative estimation of the heat capacity of the regions and a safe maximum

deviation of their equivalent indoor temperature, i.e. 0.5 °C. A more sig-

nificant peak shaving could be obtained by increasing this parameter or by

testing more intense demand side management measures.

� A sensitivity analysis with the length of the prediction horizon would also

be interesting to evaluate if the increase in computational time is justified
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by an improved performance.

� Additional benefits might derive from the installation of dedicated thermal

storage devices in the regions or areas that show a low storage potential

and achieve a lower level of peak shaving (e.g. Skultuna). An in-depth

investigation might provide suggestion on profitable design updates.

� This MPC is deterministic and, hence, does not include the uncertainty on

disturbances such as the actual thermal demand. A robust approach should

be adopted to improve its performance in real case studies.

However, there are also some limitations that should be addressed in future re-

search:

� The SoC of each region is updated by assuming that the uncertainty about

the thermal demand affects the SoC itself and not indoor comfort. This

assertion can be verified with further modeling and experimental studies.

An improved monitoring of the SoC, for instance by installing measurement

devices in a network portion and conducting validation experiments, will

conduct to a more reliable knowledge of the state of the network.

� The analysis is performed at main distribution network level, which means

that only the main branches of the network supplying the peripheral regions

are considered. The heat allocation to each individual building in the region

has to be regulated by another level of control.

The proposed solution offers a direction to address the latter issue. Indeed, the

MPC has been designed as scale-free and, therefore, can be extended to the dif-

ferent network levels (transmission, distribution, individual building substations

in Fig. 5.24) without requiring significant changes or extensive tuning procedures

[183]. This constitutes a fractal architecture, in which a cascade of similar elements

is spread at different levels of detail [184]. Each level can communicate with the

others and lead to a connected and globally optimal network.

Table 5.12 concludes the discussion on this method and its application by briefly

summarizing its main advantages and limitations.
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BuildingsPower plants Regions

Fig. 5.24. Fractal architecture of district heating.

Table 5.12. Summary of advantages and limitations of the proposed smart con-

troller for large-scale district heating.

Advantages Limitations

� Fast tuning with small dataset � Uncertainty on actual SoC

� Applicable without extensive � Control at distribution

system knowledge network level

� Coefficients can be adapted on new data � Low-level controllers required

� Peak shaving achieved to allocate load to end-users

� Lower temperature achieved
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6 Conclusions

The heating and cooling sector has the chance to become more efficient and to

reduce carbon emissions in populated areas if innovative management and control

approaches are adopted.

In this context, this thesis aimed to provide and demonstrate a complete set

of new tools to develop and implement smart control in district heating systems.

Indeed, a smart controller based on Model Predictive Control (MPC) requires two

fundamental elements: a control-oriented dynamic model of the system and an

optimization algorithm with a feasible trade-off between accuracy of the solution

and computational burden.

This work has presented models and algorithms suitable to both small-scale

and large-scale district heating networks which, due to the different system sizes

and levels of complexity, have to be tackled independently.

Then, the verification of the obtained MPC controllers has been carried out

by means of different applications in Model-in-the-Loop simulation platforms, in

which a detailed model that emulates the real system’s behavior is controlled by

the controller code. In this way, various control strategies can be compared with

the same boundary conditions and without affecting the real network.

Small-scale district heating: a gray-box dynamic model of a district heating

branch and an optimization algorithm based on Dynamic Programming have been

developed and embedded in an MPC, which has been demonstrated in a multi-

agent hierarchical architecture. Each branch of the network is controlled by a

dedicated MPC that minimizes the energy required for thermal comfort, while the

heat production site is controlled by a supervisory MPC agent that minimizes the

total cost and guarantees that heat is correctly supplied to the users downstream.

Compared to a traditional control strategy, the MPC shows a 7 % cost reduction.

The property of robustness of this solution has been further demonstrated by

controlling the production site in presence of uncertainty, in particular regarding

the potential request of flexibility service by the power grid operator. The approach

is modular and can be extended to small-scale heating networks with other layouts.

Large-scale district heating: a gray-box dynamic model of aggregated network

regions, including the aggregated heat capacity of the connected buildings, has

been developed starting from coarse data available from the network main substa-

tions. This heat capacity has been exploited as thermal energy storage to achieve

demand side management and reduction in supply temperature by means of a

two-stage optimization algorithm: a Linear Programming stage with the objective
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of shifting the peaks of the energy supplied to each region, and a subsequent Non-

linear Programming stage with the objective of optimizing the network operating

parameters. The proposed tools have been embedded in an MPC, which has been

tested on the district heating system of the city of Väster̊as, Sweden. With refer-

ence to the network historical dataset, the results show a peak shaving up to 16

% and a reduction in heat losses from the distribution pipelines up to 20 %.

Overall, these innovative methods for smart control have in common some

defining aspects:

� they are versatile and can be successfully applied to different space scales

and objective functions;

� they are not case-specific, thus their extension to other systems with similar

characteristics is straightforward;

� they maintain a physics-based approach. Their model identification and algo-

rithm setup require small datasets which, differently from the large datasets

needed for data-driven approaches, can be easily acquired in most systems.

Nevertheless, several aspects can be further investigated to improve the appli-

cability of MPC and its results in terms of energy and cost saving:

� smart control of district heating will be studied in the framework of multi-

source energy systems, which see the integration of multiple energy vectors

and sector coupling devices;

� different methods and sources of uncertainty will be investigated in order to

achieve fully robust or stochastic control;

� the proposed solutions will be demonstrated in existing case studies to in-

crease their Technology Readiness Level.

In addition, one of the most promising future outcomes is the development of

a technical synthesis of the proposed methods, in order to demonstrate a unified

fractal methodology that can be potentially applied to any kind of heating network,

from the micro-scale (i.e. building level) to the macro-scale (i.e. city level). This

activity will be carried out in the framework of the DISTRHEAT project and

will foster real-life implementation of smart control, in order to make heating and

cooling systems optimal, cheaper and efficient.
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A Appendix: Model-in-the-Loop platform

The Model-in-the-Loop simulation platform setup to test control strategies for

small-scale DHNs comprises an in-house library of models of energy systems main

components, developed in MATLAB®/Simulink®. This is a block diagram envi-

ronment suitable for system-level design and dynamic simulation, and is equipped

with a graphical editor for specific block customization and development [185]. The

components blocks, depicted in Fig. A.1, can be easily assembled in a modular way

to represent systems of different layouts and configurations. Moreover, it is possible

to directly incorporate algorithms and functions developed in MATLAB® with-

out the need of additional interfaces. Hence, coupling control algorithms developed

with this language (Section 4.2) with dynamic simulation for MiL implementation

is straightforward.

Fig. A.1. Main components of the library of energy systems developed in

MATLAB®/Simulink®.

The models of energy system components adopt a direct causality by consid-

ering the physical flows of matter and energy that enter, exit or are stored within

each component, in order to provide a proper physical representation [160]. It dif-

fers from the inverse causality used typically in optimization or planning models,

in which the flux is calculated based on consumption. Moreover, the models con-

sider the hydraulic and thermal domains and, consequently, the involved variables

are mass flow rate, temperature and pressure. Each physical element is described

by the governing conservation equations in differential or algebraic form, depend-
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ing on whether the element provides or not accumulation of mass, momentum or

energy.

For these reason, the library has proved in various studies [160, 161] to be a

reliable tool for accurate simulations of different DHNs.

A brief overview of the main components is given in the following paragraphs,

while their relevant features are summarized in Table A.1 [161]. They regard the

following aspects:

� Algebraic/Dynamic: the component is algebraic (Al) if it does not involve

a storage term and can be described by algebraic relations, while it is dy-

namic (Dy) if the storage term or memory (i.e. system state) is present and

the evolution in time of the variables is described by means of differential

equations;

� Lumped/Discretized: the component is represented by a lumped parameter

model (L) or is discretized along one dimension (1D);

� Inputs, Outputs and States of the model, according to the chosen causality

(if the model is algebraic, it does not have any state).

Boiler The boiler is represented by an algebraic, physics-based model that eval-

uates the effective thermal power produced by the combustion of a given amount

of fuel. The governing equation is Eq. (A.1).

Q̇b = ηb (ṁfLHV ) (A.1)

where Q̇b is the produced thermal power, ṁf and LHV are the fuel mass flow rate

and lower heating value, respectively, and ηb is the boiler efficiency. The latter is

corrected through a linear interpolation between the nominal and minimum load

conditions, which are usually defined in the boiler manufacturer data-sheets, in

order to consider the critical influence of load on the boiler performance. The

correction (Eq. (A.2)) is in agreement with the most common technical standards,

and is based on the dimensionless parameters Λ and Λmin, which are the ratio of

actual to nominal heat and the ratio of minimum to nominal heat generated by

the boiler, respectively.

ηb =
Λ− Λmin

1− Λmin

(ηnom − ηmin) + ηmin (A.2)

where ηnom and ηmin are the efficiency values at nominal and minimum load con-

ditions, respectively.
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Combined Heat and Power plant A Combined Heat and Power plant pro-

duces both electrical and thermal power, the latter of which can be recovered and

supplied to a DHN. The CHP model is algebraic and evaluates the electric power

production Pel and heat recovery Q̇rec (Eq. (A.3)) depending on the energy flow

from the source Pin and the system efficiency chain.

Pel = Pin ηth ηmηel (A.3a)

Q̇rec = (1− ηth) Pin ηrec (A.3b)

The thermodynamic efficiency ηth is corrected on the basis of the plant operation,

with a linear interpolation between the nominal and minimum load efficiency val-

ues, similarly to the boiler efficiency correction. The heat provided to the district

heating network is influenced by the recovery efficiency ηrec. Different types of

CHPs can be represented in this way. For instance, in case of an internal com-

bustion engine in CHP configuration, the inlet energy flow Pin is given by the

combustion of the fuel mass flow rate ṁf . Another plant type is constituted by

Organic Rankine Cycle technologies, one of the most common applications of which

is the exploitation of waste heat sources [163]. Indeed, thanks to the relatively low

boiling point of the working fluid, it allows electrical and thermal power to be

produced by low-temperature sources that would otherwise be wasted. The heat

from the ORC condenser, in turn, can supply the district heating network. In this

case, Pin is given by the low-temperature heat source.

Pump The pump is an algebraic model based on a heuristic modeling approach.

Considering the Buckingham π theorem [186], a dimensionless curve, drawn from

a set of measured operating points for a specific rotational speed, can be used

to describe the performance of a series of geometrically similar pumps at various

operating speeds, by means of the head and flow coefficients π1 and π2, given by

Eq. (A.4).

π1 =
gH

n2D2
(A.4a)

π2 =
V̇

nD3
(A.4b)

The model parameters are the pump diameter D and the dimensionless map for the

given pump type. The model then calculates the volumetric flow rate V̇ processed

by the pump with rotational speed n and pressure head H as inputs.

Expansion vessel Expansions vessels are fundamental elements of any closed

water heating systems since they handle pressure fluctuations related to thermal
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expansions and mass flow rate transients. Basically, an expansion vessel is a tank

partially filled with air, whose function is to act like a pressure buffer: the higher

the water level, the higher the air pressure and, consequently, the water pressure.

Similarly, a water discharge leads to a vessel pressure reduction. The proposed dy-

namic model represents the air damping effect by means of the differential equation

Eq. (A.5) derived from the continuity equation:

pw = pa = pa,0

(
Va,0

Va,0 − dVw
dt

)k

(A.5)

where the water volume Vw (i.e.model state variable) evolves over time depending

on the initial condition and on the difference between incoming and outgoing mass

flow rates. Air is assumed as an ideal gas expanding or compressing in adiabatic

conditions, while pa,0 and Va,0 are the initial air pressure and volume in the vessel,

respectively, and k is the specific heat capacity ratio. From a computational point

of view, this state-determined model is required for decoupling algebraic models,

which might otherwise give rise to undesirable algebraic loops.

Pipeline The developed pipeline model considers both the thermal dynamics

and the hydraulics of the heat transfer fluid. Several pipeline models can be in-

terconnected, so that a generic complex distribution topology can be split into a

sequence of pipeline segments with their own characteristics. The circulating mass

flow rate ṁ is calculated once for the entire pipeline sequence, by means of a dif-

ferential equation derived from the momentum continuity equation Eq. (A.6) and

depending on the differential pressure between upstream (pmax) and downstream

(pmin) of the pipeline:

1

ρAin(1)

dṁ

dt
=

(pmax − pmin −
∑

i(∆p)i) Ain(1)∑
i ∆Mi

(A.6)

where Ain(1) is the cross-sectional area of the first pipeline segment and Mi is the

fluid mass contained in the i-th segment. The total pressure drop is calculated

as the sum of all the pipeline segment contributions and considers geodetic, dis-

tributed and concentrated losses, given by Eq. (A.7).

∆p = pgeo + pdist + pconc = ρ g (zin − zout) + λ
L

Din

ρw2

2
+ kr

ρw2

2
(A.7)

where zin and zout are the inlet and outlet section heights, w is the fluid velocity,

and L and Din are the segment length and internal diameter, respectively. The

flow coefficient λ is calculated through the Haaland empirical correlation while the
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resistance coefficient kr is found in the data-sheets. The outlet temperature Tw

is determined by means of the energy conservation equation Eq. (A.8) for each

pipeline segment, the thermal model of which is lumped:

M cw
dTw
dt

= ṁ cw (Tw,in − Tw)− AU (Tw − Tsoil) (A.8)

It includes the net enthalpy flow and heat transfer with the soil, which is influenced

by the pipeline geometry and thermal properties.

Junction The junction allows flows to be mixed of split in the network inter-

sections. The junction model is dynamic and relies on the energy balance and

continuity equations for the pressure and temperature calculation of the water

outflow. The mass flow rate is calculated as the sum of the incoming mass flow

rates from the converging branches. The pressure is calculated in the same way as

that of the expansion vessel mentioned above. As regards the thermal dynamics,

heat accumulation and thermal losses are neglected and, therefore, the outlet tem-

perature Tout is determined by means of an algebraic form of the energy balance

equation, as in Eq. (A.9).

Tout =

∑n
i (ṁincwTin)i∑n
i (ṁincw)i

(A.9)

In the case of flow splitting, the temperature of the outflow equals that of the

inflow since there is no mixing.

Control valve In a distribution system, valves are used to control energy flows

toward the users. For this specific purpose, valves can be seen as controllable

fittings that regulate the water pressure drop by completely or partially obstructing

the pipeline cross-section. The valve model is algebraic and relies on a derived form

of the Darcy-Weisbach equation Eq. (A.10).

∆pvalve =
ṁ2

ρw (φKv)2
(A.10)

where Kv is the nominal flow coefficient and φ is a factor representing the effects

of valve opening. This relationship is derived from the valve characteristic curve,

which is usually provided by the manufacturer and can be easily entered by the

user. Similarly to the junction, thermal losses across the valve are neglected.

Heat exchanger The heat exhanger is modeled as a dynamic element relying

on the differential form of the energy conservation equation Eq. (A.11):

M cw
dTw
dt

= ṁ cw (Tw,in − Tw) + Q̇ (A.11)
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where Q̇ is the heat transferred to the primary fluid and can derive from different

sources, such as a production unit (e.g. boiler) or a secondary fluid. The pres-

sure drops are evaluated with the equivalent length method in order to simplify

the model setting. Regardless of the heat exchanger type, once the rated values

of pressure drop and fluid velocity are known, the model evaluates the overall

resistance coefficient kr, and then the pressure drops are calculated according to

Eq. (A.12):

∆pHEX = kr
ρw2

2
(A.12)

Thermal energy storage The Thermal Energy Storage is fundamental for

decoupling heat generation and consumption in district heating systems, providing

an additional degree of freedom in heating management. Indeed, the operation

scheduling of the heat generation systems can be varied regardless of the thermal

demand profile, in order to match the most favorable conditions. The proposed

model has been developed and validated by Cadau et al. [187], and it is suitable for

the simulation of a sensible heat water TES, with a focus on thermal stratification.

It is a multi-node, one-dimensional, plug-flow model [188] designed to be part

of a district heating network. The storage tank is divided into a customizable

number of layers, namely nodes, in which the temperature is uniform. Only the

vertical temperature gradient inside the tank is considered. The nodes are sorted

in decreasing order of temperature starting from the top to the bottom of the

tank. The continuity and energy balance equations are implemented for each

node. The tank water inflow rate is automatically allocated to the node with

the closest temperature. The outflow rates are defined as model inputs, except for

that of the lowest node, which is calculated by the model through the conservation

equation applied to the whole tank. The dynamic energy balance determines the

node temperature by considering the net enthalpy flow, heat transfer between

adjacent nodes (i.e. convection and conduction) and thermal losses through the

tank envelope. The details on the full mathematical models are reported in [187].

Building Buildings are the final users of every heat distribution network. The

proposed model provides a simplified but reliable representation of their thermal

behavior, suitable for district heating systems. For this purpose, the building is

considered as a system with a given mass, exchanging heat with the environment,

the network and the air flow due to natural and mechanical ventilation. These con-

tributions are considered by means of a parametric form of the energy conservation
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equation Eq. (A.13)

dTbld
dt

= α (Text − Tbld) + β
(
Q̇hs + Q̇rad + Q̇occ

)
+ γ (Text − Tbld) + δ (Tair − Tbld)

(A.13)

The variation of the indoor temperature Tbld depends on four different terms as

follows:

� heat dissipation through the building envelope;

� the thermal power transferred to the building by the heating system Q̇hs, by

solar radiation Q̇rad and the heat gain from occupants Q̇occ;

� natural ventilation or infiltrations;

� mechanical ventilation influenced by the presence of a heat recovery ventila-

tion system, which brings the inlet air at Tair.

These terms are characterized by the performance coefficients α, β, γ and δ, which

can be determined from experimental measurements or proper simulations with

a detailed building model. The proposed model also determines the amount of

heat transferred by the heating network, which is affected by the space heater

operation (e.g. radiators and fan coil units) through the regulation of the overall

heat transfer coefficient. The water return temperature is consequently determined

by the energy balance equation applied to the substation, which represents the

interconnection between the primary side of the DHN and the local heating system.
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multi-period optimization of district energy systems: IV - A case study”.

In: Energy 84 (2015), pp. 365–381. doi: 10.1016/j.energy.2015.03.003.
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