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“Now I’m hoping some one will care
Living on the breath of a hope to be shared.”

David Bowie
We Are the Dead, Diamond Dogs (1974)
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Chapter 1

Introduction

In this work, we address a class of specially structured problems of form

mftxf(x) L

subject to a <x < g(x),

where x e R", a e R", f:R" - R is a continuous function, strictly monotone in-
creasing with respect to each component and g = (g1,82,...,8n) : R? > R", is a
continuous function such that, forie {1,...,n}, g; is monotone not decreasing with
respect to all variables and constant with respect to x;. As we will see, this specific
class of optimization problems has relevant applications in control engineering.
The structure of this work is the following: in Section [I.2] we introduce the
linear subclass (I.3) of class (I.1I), in Sections [I.3] and [T.4] we introduce respec-
tively, the graphs and the multigraphs associated to problems in subclass (1.3)). In
Section we provide the notation used in the rest of this work. In Chapter [2]
we introduce the basic concepts and mathematical tools needed in the rest of the
work. In Chapter 3| we justify the interest in Problem class (L.T)) and, in particular,
its subclass (I.3)), by presenting some problems in control, such as speed planning
for autonomous vehicles and robotic manipulators, but also in telecommunica-
tions, which can be reformulated as optimization problems within subclass (I.3)).
In Chapter 4| we focus on another problem of interest, the switching Hamilton-
Jacobi-Bellman equation, which can be formulated in such a way that is falls into
subclass (I.3) and present an application of it to path planning along with some
numerical experiments. In Chapter [5| we derive some theoretical results about
Problem (L.I]) and a class of iterative algorithms for its solution. In Section [5.2]
we do the same for the subclass (1.3). In Section [5.3] we discuss some theoretical
and practical issues about convergence speed of the algorithms and we present
some numerical experiments. In Chapter [6| we introduce a parallel algorithm for
the solution of Problem (1.3)). Finally, in Chapter [7| we address a speed planning
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problem, for which there exists a discretized version falling into subclass (1.3)), in
the continuous time domain.

1.1 Statement of contribution
The main contributions of this work are the following ones:

* We develop a new iterative procedure (Algorithm [2) for the solution of
Problem (1.1)) and a more specific one (Algorithm 3| for its linear sub-
class (1.3)). We prove the correctness of these solution methods.

* With numerical experiments, we show that the proposed algorithms outper-
form generic commercial solvers in the solution of linear problem ({1.3)).

* We design a new parallel procedure (Algorithm [) for the solution of Prob-
lem (I.3), we show that the procedure is convergent and provide a linear
upper bound for the numerical error.

* With numerical experiments, we highlight the benefits of using the new
algorithm when solving a linear problem (1.3)).

* We introduce a preconditioning technique that allows to increase the con-
vergence speed of the newly introduced algorithms.

* We extend the results of a speed planning problem falling in class (1.3)) to
the continuous time domain providing a necessary and sufficient condition
for its feasibility and an operator for computing its solution.

1.2 Class of problems considered in this work
Let us also assume that there exists a real constant vector U such that

(VxeR") a<x<g(x)=g(x)<U. (1.2)
A Problem related to that is relevant in applications is the following one

max f (x)

subjectto 0<x< A\ {Ap+by}, x<U,
lel

(1.3)

where, for each /€ L= {1,...,L}, with Le N, Ay is a nonnegative matrix and by is
a nonnegative vector.
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Note that the expression /\ on the right hand side of (1.3)), denotes the great-

est lower bound of L vectors It corresponds to the component-wise minimum of
vectors Ayx + by, where a different value of ¢ € £ can be chosen for each compo-
nent. We will show that Problem (1.3) is actually a subclass of (I.1]) after a suitable
definition of function g in (1.1J).

We will also show that the solution of Problems (I.1)) and (1.3)) is independent
on the specific choice of f. Hence, Problem (I.3) is equivalent to the following

linear one "
max y_[x];
|

subjectto 0<x, Cx+d <0, x<U,

(1.4)

where C is a matrix such that every row contains one and only one positive entry
and d 1s a nonpositive vector.

1.3 Graph associated to Problem ((1.1])

It is natural to associate to Problem (1.1]) a directed graph G = (V,E), where the
nodes correspond to the n components of x and of constraint g, namely V =V u(C,
with V = {v,...,v,}, C = UL {cij} jes,, With J; set of indices dependent on i, for
ie{l,...,n}, where v; is the variable node associated to [x]; and {c;;} jes, are the
constraint nodes associated to g;. In case a set of indices J; is such that |J;| = 1,
then we will denote {c;;} jes, simply with ¢;. The edge set E €V xV is defined
according to the rules:

o forie{l,...,n} and j € J;, there is a directed edge from ¢;; to v;,

o forie{l,...,n}, je{l,...,n}, there is a directed edge from v; to at least
one node in {c }1e,; if g; depends on x;,

* no other edges are present in E.
For instance, for x € R3 consider problem
max f(x)
subject to 0<x; < gj(xp,x3)

0<xp < ga(x1,x3) = g21(x1) A gaa(x1,x3)
0<x3< g3(x1,x2).

(1.5)

The associated graph, with V = {vy,v,,v3},C ={c1,c21,¢22,¢3}, is given in Fig-
ure [I.T| where constraint nodes are represented by diamonds and variable nodes
by circles.
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osgo=0
&

Figure 1.1: Representation of the graph associated to Problem (1.5])

We define the set of neighbors of node i € V as
N(@i)={jeV|(BceC) (ic),(c,j) €E},

namely, a node j €V is a neighbor of i if there exists a directed path of length
two that connects i to j. For instance, in the previous example, v; € A'(v3) and
v ¢ N(v3). In other words, v; € N'(v;) if constraint g; depends on x;.

1.4 Multigraph associated to Problem (1.1))

Another convenient representation of Problem (1.1) is given by directed multi-
graphs.

A directed multigraph G is a tuple (V, &, L, @, ), where V is a finite set whose
elements are called nodes (or vertices), &£ is a finite multiset [[7] of ordered pairs
of nodes of V called edges, L is a finite set of labels, ¢ : £ - V? is a mapping
assigning to every edge its ends and y : £ — £ is a mapping assigning to every
edge its label. Note that in directed multigraphs it may be that e}, e; € £ are such
that e; + e; and @(e;) = @(ez), in this case, we say that e; and e, are part of
the same multiedge and the set of all nodes satisfying this condition constitutes a
multiedge. It may also exist e € £ such that (3i € V) ¢(e) = (i,i), that is, self-loops
(edges whose ends coincide with a single vertex) are allowed.

Edges are associated with elements from a set of labels £ (which, for visual
aid, may be thought as a set of colors or, as we will see in Chapter 4] as a set of
controls) and if a pair of nodes has multiple edges connecting each other in the
same direction, then these edges cannot have the same label. Formally, this means
that

(Ver,e2€€) (er ez and @(e1) = @(e2)) = w(er) # y(e2).
A multigraph can be represented by a set of adjacency matrices; the number of

matrices is given by the cardinality of the set of labels, each matrix represents the
edges sharing the same label.
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Given a directed multigraph G = (V, €, L, @, ), we define the set of neighbors
of nodeieV as

N(i)={jeV|(Feec) o(e) = (i,))}- (1.6)

If we, again, consider Problem (1.3)), the associated multigraph G = (V,&, L, @,
y), with V = {vi,vo,v3}, € = {e1,e2,€3,e4,e5,66,e7}, L = {black, red}, @(e;) =
(vi,v2),@(e2) = (vi,v2),9(e3) = (v1,v3),@(e4) = (v2,v1),9(es) = (v2,v3), @(e6) =
(v3,v1),0(e7) = (v3,12), (Vee&) e+ ey = w(e) =black and y(e;) =red, is given
in Figure[[.2]

Figure 1.2: Representation of the multigraph associated to Problem (1.5]

Note that set {ej,e,} constitutes a multiedge, in fact ¢(e;) = @(e2) = (vi,v2)
and y(ep) =black, y(e;) =red.

1.5 Notation

The set of nonnegative real numbers is denoted by R :=[0,+00) and 0 denotes
the zero vector of R”.

Given n,m e N, let x € R” and A € R, for i € {1,...,n}, we denote the i-
th component of x with [x]; and the i-th row of A with [A],,; further, for j e
{1,...,m} we denote the j-th column of A with [A], ; and the i-th element of A
with [A]; ;- Given matrices A € R™" and B € RP*4, the Kronecker product of A and

B is denoted by A® B and is given by the following block matrix in R™P>*"4;

[AluB - [A]i.B
A®B:= : : . (1.7)
[A]mlB [A]mnB

Function |||, : R* - R, is the infinity norm, namely the maximum norm, of
R (i.e., (VxeR") |x|, = max [[x]}); ||| is also used to denote the induced

geeny

matrix norm.
Given a finite set S, the cardinality of S is denoted by |S|, the powerset of S
is denoted by p(S), the complement of S is denoted by S¢, symbol x denotes the




1.5 Notation 9

cartesian product, symbol \ denotes the set difference and symbol @ denotes the
empty set.

We will use symbol 7 at the end of a proof to state that a contradiction has
been reached.

Given o = (o, ..., 0,) € N" and x € R”, we denote the monomial [x]{-+[x] "
with x®* and if D; := aix,» forie{l,...,n}, then the differential operation D‘f‘1 D"

n
with order |a| := ¥, @; is denoted by D%.
i=1

Finally, given a nonempty set V let us define a priority queue Q as a finite sub-
set of @:=V xR such that, if (v,q) € Q, then, no other element (v, 7) € Q can satisfy
that v = v. Let us also define two operations on priority queues: Enqueue : p( Q) x
Q — Q, which, given Q € p(Q) and (v,q) € Q, if Q does not contain elements of
the form (v, p), with p > ¢, then Enqueue adds (v,q) to the priority queue Q and
removes any other element of the form (v, p), with p < g, if previously present.
The second operation we need on priority queues is Dequeue : p(Q) — p(Q) xV
which extracts from a priority queue Q the pair (v,q) with highest priority (i.e., it
extracts (v,q) € Q such that V(v,g) € Q,q > §) and returns element v.



Chapter 2

Background

In this chapter we introduce the basic concepts used in the following chapters. In
particular, the basic definitions and properties of posets and lattices presented in
Section [2.1] will be key for the understanding of Chapters [5| and [7} Section [2.2]
introduces finite state automata used in Chapter @, whilst Sections [2.3|and [2.4] are
devoted to introducing Sobolev spaces and differential equations with discontinu-
ous right-hand side involved in Chapter[7]

2.1 Posets and lattices

This section provides a brief summary of the essential concepts and properties of
ordered sets and lattice theory needed in Chapter [5] and Chapter [7 The notions
stated in the following are taken from [17, 45], to which we refer the reader for a
more in-depth and comprehensive discussion.

Definition 2.1. Given sets A and B, a subset R € p(A x B) of A x B is called a binary
relation.

Definition 2.2. A binary relation C on a set A (that is, on A x A) that satisfies
the reflexive property: (Va € A) (a,a) €, and the transitive property: (Va,b,c €
A) ((a,b)ec and (b,c)€c) = (a,c)e€kL, is called a pre-order.

Definition 2.3. A pre-order C on a set P that satisfies the antisymmetric property:
(Vp,qeP) (pcgnqc p)= p=q,is called a partial order and P(c) is said to be
a partially ordered set (or poset).

Consider the binary relation < defined on R”, with n € N, as follows
(Vx,yeR") x<y < y-xeR]. (2.1)

It is easy to verify that < is a partial order of R".
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Definition 2.4. The converse 7\ of a binary relation R is itself a binary relation
such that (b,a) e A < (a,b) €R.

Theorem 2.5 (Duality Principle). The converse of any partial order is itself a
partial order.

Definition 2.6. Let P(c) be a poset. u is an upper bound of X ¢ P if and only if
(Vx € X) xS u. The least upper bound i of X C P is such that (Vx e X) xc i and
(VueP) (VxeX)xSu=iicu,anditis denoted by | |X.

Observation 1. If such an element exists, it is unique. For if i and 7 are two least
upper bound, it holds that ¥ & # and 7 £ ¥, so, by antisymmetry i = V.

Definition 2.7. The lower bound and greatest lower bound of X c P are dual to
the concepts of upper bound and least upper bound respectively. This means that
their definition can be obtained by the one of upper bound and least upper bound
substituting © with its converse 2.

The greatest lower bound is denoted by [ | X.

Definition 2.8. Given a poset P(<), if it holds that

(Vp,qeP) pEqorpag,
then C is said to be linear and P(=) is said to be a totally ordered set or a chain.

Definition 2.9. A poset L(Z) such that any two elements a,b € L have a greatest
lower bound (called meet and denoted by amb) and a least upper bound (called
join and denoted by aub) is called a lattice and it is denoted by L(=,m,u).
Alattice L(=,n, ) is complete if (VX <L) 31X e Land 3[ |X € L and it is denoted
by L(=,T,1,m,u). Such a lattice has two distinctive elements: the infimum 1 :=
LI@ =[ |L, which is the smallest element of L, and the supremum T :=[ |2 = |L,
which is the biggest one.

Note that R"(<) with < defined as in is a lattice in which the meet is
denoted by A and the joint by v. Moreover, given any compact subset P € R”, it is
easy to see that P(<, A, V) is a complete lattice in which, for any S ¢ P, the greatest
lower bound of § is denoted by A S and the least upper bound of S by V.

Theorem 2.10. Given a non-empty poset P(S), the following statements are equiv-
alent:

i. Pisacomplete lattice,

ii. forevery subset S of P, ['|S exists in P,
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iii. P has atop element T and for every subset S of P, [ ]S exists in P.

Observation 2. Given a lattice L(c,n,u), it follows immediately from the Duality
Principle [2.5| and the lattice’s Definition that its dual L(g,m,u) = L(2,u,n)
is a lattice itself and, moreover, if L is complete, L’ is also complete.

Definition 2.11. Given a lattice L(c,n,u) and a,b € L, the interval [a,b] with
endpoints a and b is defined as follows: [a,b] := {xe L|acxc b}.

Observation 3. [a,b](c) is obviously a lattice and if L(=,n,u) is complete,
[a,b](5,n,u) is also complete.

Definition 2.12. Given posets P(c) and Q(<), a function ¢ € P — Q is meet-
preserving if
(Vp.p' €P) o(prip’) =9(p) A o(p").

Definition 2.13. Given posets P(c) and Q(<), a function ¢ € P — Q is order-
preserving if
(Vp,p'eP) pp'=o(p) <o(p').

Proposition 2.14. Given lattices P(c,n,u) and Q(<,A,V) and a function ¢ : P —
Q, the following statements are equivalent:

i. @ is order-preserving,
ii. (Yp,p'eP)@(pup’)=o(p)ve(p’)
iii. (Vp,p'eP)o(pnp’)=e(p)re(p).

Definition 2.15. Given a poset P(=) and a function ¢ € P — P, a point x € P is a
fixed point of ¢ if @(x) =x.

We can now state the Knaster-Tarski Fixpoint Theorem.

Theorem 2.16 (Knaster-Tarski Fixpoint Theorem). Given a complete lattice
L(c,T, L,n,u) and an order-preserving function ¢ : L — L, then

{xeL|o(x)=x}+a.
Moreover, the element
ne := I_l{xeL | p(x) cx},
is the greatest fixed point of @. Dually, it also holds that
up=| xeL|o(x)2x},

is the least fixed point of @.
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2.2 Finite state automata

This section introduces finite state automata and regular languages and is based
on [42,127].

Definition 2.17. A finite state automaton is a tuple A = (Z, X, p, iy, Zr ) with
* 7 # @ is a finite non-empty set whose elements are called states,

* ¥ # @ is afinite non-empty set called alphabet and whose elements are called
symbols,

* p:ZxX — 7 is the transition function,
* ip €1 is the initial state,
e Trc 1 is a subset of states called the final states.

Given an alphabet X, let us define the Kleene closure X* of X, that is, the set
of all strings over alphabet X, including the empty string denoted by €, as follows

¥0.= {e},
rl=y,
(VieN)X*!:={o7|ceX and T€X'}, (22)
=X
ieN

A language over X is a subset of X*.
Given a finite state automaton A = (Z, X, p, iy, Zr ), let us extend the domain of
p as follows: p: Zx¥X* -7

(VieZ) p(i,e) =1,
(VieI) (VteX") (Voel) p(i,so)=p(p(i,s),0),

where so is the concatenation of s and 0. We define the language accepted by A
as follows
L(A):={seX" | (VieT) p(i,s) € I}.

2.3 Measures and Sobolev spaces

This section provides the fundamental notions needed for the definition of Sobolev
spaces over a certain domain. Functions belonging to such spaces will be used in
Chapter [/ This section is based on [1] to which we refer the reader for further
details and insights.
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Definition 2.18. Given a vector space X, a function |- | : X - R, x —~ |x|, that
satisfies the following conditions

e (VxeX) |x|>0and |x] =0 < x=0,
* (VxeX) (VeeR) [ex] =|c]]x].
© (Vx,yeX) |x+y| < x|+,

is called a norm on X. A vector space X equipped with a norm is called a normed
space.

Given a vector space X of finite dimension n € N, function |- | : X - R,
defined as follows

(VreX) Infu = max i),

is called the infinity norm on X.

Definition 2.19. Given a normed space X, a subset S € X such that for every se-
quence {s;}ier €S, with I € N set of indices, {s;};c; admits a subsequence {s;, }xek,
with K ¢/, converging in X to an element of S, is said to be sequentially compact
(or compact).

Definition 2.20. Given a collection X := {S | ScR"} of subsets of R”, if ¥ satisfies
the following conditions

e RteX,

e SeX=.5%€%,

* given I a countable set of indices, {S;}i; S X = Ui Si € X,
is called a o-algebra.

Definition 2.21. Given a c-algebra X, a function p : X - R, U {+00} which is
countably additive, that is, which satisfies

u(usi) Y u(s).
el i€l

for any {S;};7 € X, with I countable set of indices, in which S;nS; =g if i # j, is
called a measure on .

Theorem 2.22. There exists a 0-algebra ¥ and a measure |1 on X satisfying the
following properties
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* every open subset of R" belongs to ¥,

e for any A € R" for which there exists B € ¥ such that A< B and u(B) =0,
thenAeX and u(A) =0,

o ifA:={xeR"|a;<[x]; <b;, witha;,b; € R, a; <b;, forie{l,...,n}}, then
AeXand P(A) =i, .01 (bi—ai)

* U is translation invariant, that is, for any x € R" and A € ¥, set x+ A :=
{x+y|yeA}eXand u(x+A)=pu(A).

The elements of such a c-algebra are called (Lebesgue) measurable subsets
of R" and u is called the (Lebesgue) measure in R”.

Definition 2.23. Given A,Bc R", if BC A and u(B) =0, then any condition that
holds on A \ B is said to hold almost everywhere (a.e.) in A. Note that any count-
able subset of R" has measure zero.

Definition 2.24. Given a measurable set A, a function f:A - RuU{+c0,—-00} that
satisfies the following condition

(VaeR) {xeA| f(x)>a} is measurable,

18 said to be measurable.

Given a domain Q ¢ R", we refer the reader to [[1]] for the formal definitions
of the space of test functions D(Q), the space of Schwartz distributions D’(Q)
(which is the dual space of D(Q)) and the space of locally integrable functions
Ll () on © and remind that every u € L], () corresponds to a distribution

T,eD'(Q).

Definition 2.25. Given a domain Q € R” and a distribution 7' € D’(Q), let us define
its derivative D®T as follows

(V9 e D(Q)) (DT)(9) = (-1)“IT(D%(¢)).

Definition 2.26. Given a domain Q ¢ R” and a function u € L] (Q), if there exists
a function vy € L} () such that

T,, = D*T,,

in D’(Q), is called the weak partial derivative of u and is denoted by D%u.

Note that the previous definition is well posed since if such a function D%y exists,
then it can be proved that this function is unique up to sets of measure zero.
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Definition 2.27. Given a domain Q ¢ R”, a measurable function « on € is said to
be essentially bounded on Q if there exists a constant C such that |u(x)| < C for
almost every x € Q. The greatest lower bound of such set of constants is called
the essential supremum of || on Q and is denoted by esssup,.q |#(x)|. The vector
space of all functions u which are essentially bounded on €, with functions being
identified if they are equal a.e. on Q, is denoted by L>(Q).

Function || ||oo : @ > R, U {+00}, defined as follows

|t oo := esssup [u(x)],
xeQ)

is a norm on L*(Q) called the infinity norm on L (Q).

Definition 2.28. Given a domain Q ¢ R” and m € N, consider function |- [, o0 :
L>(Q) > R, u{+00}, defined as follows

[tellm,o0 = max [D%uljeo.
0<|alcm

Let us consider the following vector space on which | - |, is a norm,
W = {ue L*(Q) | D*ue L*(Q) for 0 < |a| < m}.

Wm>(Q) is called a Sobolev space over Q.

2.4 Differential equations with discontinuous right-
hand side

In this section we give a glimpse of a possible definition of solution of a differen-
tial equation with discontinuous right-hand side along with a sufficient condition
for the uniqueness of such a solution first introduced in [18]]. The contents of this
section are taken from [[19] to which we refer the reader for further details.

Given an a.e. continuous function f: Q — R”, with Q ¢ (R xR") and the set
M < Q of measure zero of points of discontinuity of f, consider the equation

dx
= f(). (2.3)

Definition 2.29. For each point (¢,x) € Q, let us define F : Q — p(R") at point
(z,x) as the smallest convex closed set containing all the limit values of function
f(t,x*), with f(¢,x*) ¢ M, x* - x and ¢ constant.



2.4 Differential equations with discontinuous right-hand side 17

Observe that, given any point (¢,x) € Q at which function f is continuous, set
F(t,x) corresponding to this point reduces to a singleton given by {f(z,x)} and
the solution x(7) satisfies equation (2.3) in the classical sense. Whereas over points
(z,x) € M, set F(t,x) constitutes a polytope.

Definition 2.30. A solution of equation (2.3) is a solution of the differential in-

clusion
dx

dt
that is, a function x: / - R”, with R interval, such that %* € F(¢,x()) a.e. on .

€ F(t,x),

Definition 2.31. Given (#(,x() € Q, if there exists #; > 7y such that each two solu-
tions of equation satisfying the condition x(#y) = xo, coincide on the interval
[f0,11] or on the part of this interval where they are both defined, we say that it
holds right uniqueness at point (7y,xg) € Q for equation (2.3). If right uniqueness
holds for every (z,x) € Q, then we say that right uniqueness holds in domain Q for

equation (2.3).
Theorem 2.32. Given a function f:Q — R" over a domain Q ¢ (R xR"), dis-
continuous only on a set M of measure zero, and a function | € L'(R) such that
(V(t,x) €Q) f(t,x) <I(t) a.e., and such that (¥(t,x),(t,y) € Q) (I >0)

=yl <& = (x=3)-(f(6.2) = £(1.0)) < LD ace.,

then under Definitions [2.29 and 2.30} equation (2.3)) has right uniqueness in do-
main L.



Chapter 3

Applications

As mentioned earlier, there are problems of interest in control engineering which
fall into class (I.3)). In this chapter, we will present in details some significant
applications, and show how their formulation can be reduced to form (I.3).

It would be interesting to find some real world applications that can be repre-
sented as non linear problems of class (I.1I). However, all the applications that we
encountered so far, mentioned in what follows, fall into the linear subcase (1.3)).

3.1 Speed planning for autonomous vehicles

The first problem we introduce is a motion planning one. Namely, we compute
the minimum-time trajectory of a car-like vehicle from an initial configuration to
a target one. The planning of the trajectory must take into account the presence of
obstacles, so that collision avoidance is ensured, and satisfy kinematic, dynamic
and mechanical constraints, such as velocity, acceleration and maximal steering
angle constraints.

There are two main approaches for addressing this problem:

1. It can be treated as a minimum-time trajectory planning in which both the
path and the vehicle’s velocity, that is, the timing law along this path, are
designed all at once;

2. it can be split into two distinct problems: one which consists in finding a
purely geometric path connecting the initial and the target configurations;
and a second one which is a minimum-time velocity planning on the previ-
ously computed path (see for instance [28])).

In this section, we follow the second approach. Therefore, we assume that we are
given a path joining the initial and target configurations which is consistent with
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i

Final configuration

!

Start configuration

Figure 3.1: A path to be followed by an autonomous car-like vehicle.

the maximum curvature constraint for the car-like vehicle; and our goal is to find
the time-optimal speed law that satisfies the kinematic and dynamic constraints of
the problem. In Chapter 4] we will also address the first problem of computing a
geometric path required in this approach.

In literature there are works addressing the problem in time domain. As an
example, [46] obtains a semi-analytical solution by exploring necessary optimal-
ity conditions. In [21] the authors assume that the vehicle is given an assigned
clothoid to move along and suggest a semi-analytical solution for the optimal
profile of the longitudinal acceleration. Some other works like [36, 44, 48| 11]]in-
troduce special speed profiles for ensuring that kinematic and dynamic constraints
are satisfied. In other approaches (presented, for instance, in (8, 47, 143, 133, 371])
the speed law is represented as a function v of the arc-length position s and not as
a function of time.

What follows is based on [[16]] and we refer the reader to this reference for fur-
ther detail. We consider a speed planning problem for a mobile vehicle (see Fig-
ure [3.1). We assume that the path that joins the initial and the final configuration
is assigned and we aim at finding the time-optimal speed law that satisfies some
kinematic and dynamic constraints. Namely, we consider the following problem

veclaglslf],ﬂza)fo v s)ds (3-12)
subject to v(0) =0,v(ss) =0 (3.1b)
0<v(s) <V, s€(0,s7), (3.1c)
12v'(s)v(s)|<Ar, s€[0,s7], (3.1d)
k(s)[v(s)? < Aw, se[0,s/], (3.1e)

where v, Ar, Ay are upper bounds for the velocity, the tangential acceleration
and the normal acceleration, respectively. Here, sy is the length of the path (that
is assumed to be parameterized according to its arc length) and k is its scalar
curvature (i.e., a function whose absolute value is the inverse of the radius of the
circle that locally approximates the trajectory).
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The objective function is the total maneuver time, constraints are
the initial and final interpolation conditions and constraints (3.1¢c), (3.1d), (3.1¢)
limit velocity and tangential and normal components of acceleration.

After the change of variable w = v2, the problem can be rewritten as

min /Sf w(s)~2ds

weC! ([0,s7],R) JO
subject to w(0) =0, w(sy) =0,
0<w(s) <,
w'(s)| <Ar,
[k(s)w(s) <An,

Forie{l...,n}, setw;=w((i-1)h), with h =

n'l’

(3.2a)

s€(0,57),
s€[0,s¢],
S € [O,Sf].

then Problem (3.2) can be

approximated with

min ¢ (w)
subject to wy =0, w, =0,
0 <w; <V, ie{2,...,n—1},
|wit1 —wi| <hAT, ie{l,...,n—1}, (3.3a)
|k(h(i—1))|WiSAN, i€{2,...,n—1},
where the total time to travel the complete path is approximated by
P(w) = Z ti=2h Z (3.4)

= Wi+ Wirl

Note that conditions (3.34)) is obtained by Euler approximation of w’(hi). Sim-
ilarly, the objective function (3.4) is a discrete approximation of the integral ap-
pearing in (3.24). By setting f(w) = ¢(w), a=0, g;(w) =0, g,(w) =0 and, for
ie{2,....n—1},

AN
[k(h(i-1))I’
Problem (3.3) takes on the form of Problem (I.1) and, since g is linear with respect
to w, it also belongs to the more specific class (I.3]). We remark that, with respect

to the problem class (I.3]), we minimize a decreasing function which is equivalent
to maximizing an increasing function.

hAT +w;_1, hAT +Wi+1} ;

gi(w) = /\{Vzv
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References [[15116] present an algorithm, with linear-time computational com-
plexity with respect to the number of variables n, that provides an optimal solution
of Problem (3.3). This algorithm is a specialization of the algorithms proposed in
Chapter [5] which exploits some specific features of Problem (3.3)). In particular,
the key property of Problem (3.3)), which strongly simplifies its solution, is that
functions g; fulfill the so-called superiority condition

giwizt,wiz1) 2wi—y and gi(wi—1,Wis1) > Wis1,

(i.e., the value of function g; is not lower than each one of its arguments).

N
N
N
S\ <
// (
/ \
| |
\ /
’
AP
Va N
4 N

Figure 3.2: Graph associated to Problem (3.3))

The special structure of Problem (3.3)) is made even more explicit by the graph
associated to it. Recalling Section [[.3] the graph nodes sets are the following:
V={wi,....owp},C={c12, cn1, ci,j|i€{2,...,n—1}, je{1,2}} and the graph is
given by Figure A constraint node labeled with ¢; 1, with i € {2,...,n} repre-
sents the dependence of g; on w;_;, whilst a constraint node labeled with ¢; », with
i€{l,...,n—1} represents the dependence of g; on w;, . For ease of representa-
tion, here instead of considering exactly one constraint nodes for each constraint,
we decided to split them into more constraint nodes, one for every dependence of
a given constraint on a certain variable. As it can be seen in Figure[3.2] we can line
up all the variable and notice how the variable nodes form a chain in which for
each pair of successive variable nodes there are exactly two constraint nodes con-
necting the two variable nodes forward and backward. The algorithm presented
in [15, [16] corresponds to a specific traversal of the graph shown in Figure [3.2}
starting from node wq, the algorithm visits all the successive variable nodes going
“forward” through the constraint nodes c; 1, with i € {2,...,n}, and then, once it
reaches the variable node wy, it goes backwards until it reaches the variable node
wi through the constraint nodes c; o, withie {1,...,n—-1}.

The multigraph associated to Problem (3.3]), which, in this case, is actually a
graph, is the one give in Figure 3.3
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Figure 3.3: Multigraph associated to Problem (3.3)

In Chapter [7) we will address this problem in the continuous time domain and
show how this algorithm generalizes. The main idea is that the forward and back-
ward traversal the graph associated to the discretized problem turns into solving
forward and backward a pair of differential equations.

3.2 Speed planning for robotic manipulators

Another important field of application of motion planning in robotics deals with
robotics manipulators. In order to improve performances and productivity one
wishes to compute the minimum-time motion of a robotic manipulator from a
starting configuration to a desired final one while satisfying some constraints like
those mentioned in Section [3.1] and saturation of the actuators. The two possi-
ble approaches seen in Section [3.1] also apply in this case and, again, the second
approach, in which we assume the path planning phase has been completed, is fol-
lowed, and the aim is finding the optimal speed-law that allows the manipulator to
track the given path in minimum-time satisfying the aforementioned constraints.
The technical details of this second applications are more involved and we refer
the reader to [14] for the complete discussion.

Let R? be the configuration space of a robotic manipulator with p-degrees
of freedom. The coordinate vector q of a trajectory in U satisfies the dynamic
equation

D(q)§+C(q,q)q+4(q) =1, (3.5)

where q € R? is the generalized position vector, T € R? is the generalized force
vector, D(q) is the mass matrix, C(q,q) is the matrix accounting for centrifugal
and Coriolis effects (assumed to be linear in ¢) and ¢(q) is the vector account-
ing for joints position dependent forces, including gravity. Note that we do not
consider Coulomb friction forces.

Let Y€ C?([0,s7],IR?) be a function such that (VA € [0,s7]) |¥'(1)] = 1. The
image set y([0,s]) represents the coordinates of the elements of a reference path.
In particular, y(0) and y(ss) are the coordinates of the initial and final configu-
rations. Define 74 as the time when the robot reaches the end of the path. Let
A :[0,¢7] = [0,s7] be a differentiable monotone increasing function that repre-
sents the position of the robot as a function of time and let v: [0,s7] = [0, +c0] be

such that (Vt € [O,tf]) A(1) =v(A(r)). Namely, v(s) is the velocity of the robot
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at position s. We impose (Vs € [0,s7]) v(s) > 0. For any 7 € [0,7/], using the chain
rule, we obtain

q(r) = v(A(1)),
q(t) =Y (A(1)v(A (1)), (3.6)
GQ(1) =7 (AW A (A[) +7' (A1)v(A (1))

Substituting (3.6) into the dynamic equations (3.5]) and setting s = A (), we
rewrite the dynamic equation (3.3) as follows:

d(s)v'(s)v(s) +e(s)v(s)* +8(s) = 7(s), (3.7)
where the parameters in are defined as
d(s) =D(y(s))Y'(s),
c(s) =D(¥(5))7"(s) +C(¥(5), V()7 (s),
g(s) = £(y(s))-

The objective function is given by the overall travel time 77 defined as

ty S
tf=[0fldt=f0 v(s) !ds.

Letu,y,a: [O,s f] — R” be assigned bounded functions and consider the fol-
lowing minimum time problem:

_ S
min _/0 v(s) ™ ds,

veC!l 1eC0
subject to  (Vse[0,s57])

d(s)V' (s)v(s) +c(s)v(s)” +g(s) = 7(s), (3.82)
Y (s)v(s) = a(s), (3.8b)
Y () (s)v(s) +7" (s)v(s)* = (), (3.8¢)
()l < u(s), (3.8d)
as)l < w(s), (3.8¢)
lG(s)] < ae(s), (3.8)
v(s) >0,

v(0)=0,v(ss) =0, (3.82)

where represents the robot dynamics, (3.8b)—(3.8¢) represent the relation
between the path y and the generalized position q shown in (3.6), (3.8d) represents
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the bounds on generalized forces, and represent the bounds on joints
velocity and acceleration, respectively. Constraints ([3.8g) specify the interpolation
conditions at the beginning and at the end of the path.

After some manipulation and using a carefully chosen finite dimensional ap-
proximation (again, see [14] for the details), Problem (3.8]) can be reduced to form
(see Proposition 8 of [[14]]).

mvgnq)(w)

subject to w; < fjwis1+cj; i€{l,....n-1}, je{l,...,p},
wil <bwitdi; ie{l,....n=1}, ke{l,....p}, G2
0<w;<uy; ie{l,...,n},

where, ¢ is defined as in (3.4) and w = (wy,...,w,)T. For i e {1,....n}, w; =
v((i-1)h)%, h= %, is the squared manipulator speed at configuration y((i—1)h).
Moreover u;, fji, ¢ji, bi;, di ; are nonnegative constant terms depending on prob-

lem data. By setting for ke {1,...,p},

gi(w) = A{ar, fowa+cer}
gh(w) = A{itn, bipn1wn-1 +din1}
and, forie{2,....n—1},

ghw) =\ {@i, fiiwist +Crisbriiwicy +diio1 }

Problem (3.9) belongs to classes (I.1)) and (I.3)). Also in this case, the performance
of the algorithms proposed in Chapters [5] and [6] can be enhanced by exploiting
some further specific features of Problem (3.9)). In particular, in [[14], the authors
were able to develop a version of the algorithm with optimal time-complexity
O(np).

Again, the graph associated to Problem (3.9) clarifies the specific structure
of the problem. Recalling Section [[.3] the graph nodes sets are the following:
V=_{wi,...,wy},C= {c’iz, Cﬁ,l’ ci."j |ie{2,...,n—1}, je{1,2}, ke{l,...,p}}
and the graph can be seen in Figure For ke {1,...,p}, a constraint node la-
beled with ci." > withie{2,...,n} represents the dependence of gf onw;_1, whilsta

constraint node labeled with cf.‘z, with i€ {1,...,n—1} represents the dependence

of g{.‘ on w;i,1. As we can see in Figure the structure of the graph is a gen-
eralization of the one seen in Figure [3.2} here, for every pair of variable nodes
(wi,wis1), with i€ {1,... ,n— 1}, there are exactly p constraint nodes connecting
w; to wiy; and other p connecting w;,; to w;. So Problem [3.3] can be seen as a
special case of Problem 3.9 with p = 1.
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Figure 3.4: Graph associated to Problem (3.9)

The algorithm presented in [[14]] operates similarly to the one proposed in [15,
16]] but, since in this case the superiority condition is not ensured, the forward
step is more involved. Here, the forward step operates as follows: starting from
pair (wy,wy), the algorithm isolates the subgraph involving pair (w;,w;;1), and
those constraint nodes which involve all and only variable nodes w; and w;,1;
it solves the subproblem associated to this subgraph and, then, moves on to the
successive pair (w;y1,w;2) until it reaches pair (w,_1,w, ). The backward step is
more similar to the one seen in Section [3.1} starting from variable node w, down
to variable node wy, the algorithm moves backward through the constraint nodes
chy withke{l,...,p}andie{l,...,n—1}.

The multigraph associated to Problem (3.9) is the one give in Figure [3.5]in
which, for any pair of successive nodes, we have a multiedge formed by p edges
connecting them forward and another one connecting them backwards.
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Figure 3.5: Multigraph associated to Problem (3.9)

3.3 Wireless communication systems

We can find problems that take form (I.3)) also in the field of communication sys-
tems. In particular, in wireless communication systems there exists the so called
uplink power control problem (see [51]]), in which each user of a given communi-
cation system has to be provided enough power for establishing acceptable con-
nections with other users of the system, while avoiding or reducing as much as
possible interferences with other users not involved in the communication. The
users’ signal to interference ratio requirement can be represented with a set of
constraints of the form

p21(p), (3.10)

with p = [p1,...,pn]) and I(p) = [I(p1),--.,I(pu)]’, where p; denotes the power
of the transmitter of user i and I(p;) denotes the effective interference due to other
users that user 7 has to surmount, for i€ {1,...,n}. A power vector p € R", is said to
be feasible if it satisfies constraints (3.10)), and an interference function I: R — R”!
is said to be feasible if constraints (3.10]) admit a feasible power vector. Moreover,
if the interference function I satisfies the following conditions:

e positivity: (VpeR"?) I(p) >0,
 monotonicity: (Vp,p’€R?) p>p’=1(p) >I(p’),
o scalability: (peR”?) (a>1) al(p) >I(ap),

then I is said to be standard.
Assuming that function I is standard and feasible, it is possible to define the
following iterative power control algorithm

p(r+1) =1(p(1)), (3.11)

and show that starting from 0 € R, iteration (3.11)) generates a monotone increas-
ing sequence converging to a fixed point of 1.



3.3 Wireless communication systems 27

Now, given n users, m base station and a common radio channel, denote with
hj; the gain of user i to base j. At base j, quantity 4, p; corresponds to the received
signal power of user 7, whilst the interference seen by user i at base j is

n
> hjxpi+0;j,
k=1,
k+i
where 0 is the receiver noise power at base station j. Thus, given power vector p

the signal interference ratio of user i at base station j is p;1;;(p), with

h..
wji(p) == =
> hikpi+0;
k=1,
k+i

Let us now consider the interference function associated to the minimum power
assignment. In this case, at each step of iteration (3.11)), user i is assigned to the
base station which minimizes its signal interference ratio. Some works analyzed
the convergence of the iteration associated to the minimum power assumption both
for continuous power adjustments (see for instance [S0]]) and for discrete power
adjustments (see [24]]). The constraint associated to the signal interference ratio ¥

of user i is {max }p,-,uji(p) > 7, and it can be expressed as follows
je{l,...m

(Vie{l,...,n}) pi>L;(p):= min { }
Y jeflmy | i (P)
Under the minimum power assignment, in iteration (3.11), user i is associated
to base station j where minimum power is needed to achieve the desired signal
interference ratio ¥, assuming that the other users keep their power constant. That
is: (Vie{l,...,n})

pi> min <p;> min {-— hjkpi+0;j

ki

. Y < h Yi
<pi2 mn h_ Z jkPk"‘h—Gj
je{l,.m} | Nji k=1, Jji
k+i

If we write the previous constraints in matrix form we obtain

px A {Hp+L;},
je{l,....m}
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with (Vj e {1,...,m}) (Vijke{l,...,n}) [H;], == hﬁhjk and [£;]. = hﬁoj. So,
ji ji
the optimization problem we want to solve is the following one
n
minZ[p]i
P g
subjectto p> A {H;p+L;}, p>0,
je{l1,...,m}

which can be rewritten in the following form
n
max-» [p];
Poa
subjectto 0<p< A {Hp+L;},
je{l,...m}

which falls in class (1.3).



Chapter 4
Dynamic programming

In this chapter we present another problem in control engineering which falls into
class (I.3); given its importance we dedicate a whole chapter to it. Here, we in-
troduce a continuous-time version of the dynamic programming principle, which
takes the name of Hamilton-Jacobi-Bellman (HJB) equation, for the synthesis of
optimal control for a switching system (see [10, 52]). After having introduced the
problem, we will show how it is possible to discretize it in such a way that it falls
into class (1.3). In the second part, we apply this framework to path planning of
parking maneuvers for autonomous vehicles, presenting different possible models
and conclude the chapter with some numerical experiments. Part of the problem
derivation in Sectiond.T|follows the one presented in [52].

4.1 Switching Hamilon-Jacobi-Bellman equation

Given a finite state automaton A = (Z, X, p, iy, Zr), let us consider a switching con-
trol system of continuous time subsystems defined by the following differential
equations in R": (VieZ)

(1) = f (x(2),6,u(r)), (4.1)

where f:R"xZ xU — R" is the function representing the dynamic, x = x(¢) € R" is
the continuous state, index i € Z represents the automaton state, u = u(t) € U is the
continuous control input and U c R™ is a compact set of admissible controls. Note
that, each state of automaton A is associated to a subsystem (4.1). We represent
the switchings of the system by the following sequence

O = {(Tl,il),(fz,iz),...},

with 7 < 7] < 1p < ... representing the switching times sequence and iy,ip,... €Z
the switching subsystems sequence such that system (.I) switches at time 7,



4.1 Switching Hamilon-Jacobi-Bellman equation 30

from subsystem i, to subsystem i), 1, with p € N, provided that there exists a string
0102---€ L(A) such that p(ij,0;) =i;,1, for j €N, and such that the last state of the
sequence belongs to Zg. In other words, we are asking the subsystems sequence
to correspond to an admissible sequence of states of finite state automaton A as-
sociated to a string of the language L(A) it accepts; moreover, the last state of
the sequence needs to correspond to a final state of A. The control signal for the
switching system (#.1)) is given by

v = (us,0),

with u; : (£,+00) > U €Uy := {f : (t,+00) - U | f is measurable} measurable con-
tinuous control input. Let us denote with 6/ a sequence such that i #i and with
Ui = {vi | vl = (uy,0})} the switching control signals sequence. Now, let us con-
sider an infinite horizon cost functional with discount factor defined as follows

%)

J(x,i,v) = [ (1), i) u())e Mdr + 3 K (ixy,ig)e * ™,
0 k=1

where v € %6 is the switching control signal, [: R”"xZ xU — R, is a continu-
ous function representing the running cost, uniformly bounded and Lipschitz-
continuous on R”, A > 0 represents the discount factor and partial function x :
I xT — R, represents the switching cost satisfying the following properties: for
all i, j,k € Z for which «x is defined, it holds that

k(i,j)>0, «(i,i)=0 and «(i,j)<k(i,k)+xK(k,j).

In other words, transitioning from a state to another always has a positive cost,
maintaining the same state incurs in no transitioning cost and transitioning to a
certain state through an intermediate one is always more expensive then transi-
tioning directly to that state. Let us define the value function V : R" xZ — R, as
follows
V(x,i):= inf J(x,i,v).
vely

As shown in [10], the value function V is the unique viscosity solution of the
switching HJB equation:

V(X7 i) —I(ryleiil{K(i,p(l‘,G)) +V(x7p(i76))}a

MAXY AV (x0) +sup {~ VoV (0) - f (o) - i)y (T &)
ucU

where V.,V represents the gradient of V with respect to x.
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Since involves a non-linear partial differential equation, in general there
is no closed form solution for such equation. Some works such as [2, 15} 135, 49]
develop various numerical procedures for computing approximate solutions.

In particular, [5] presents an approximation scheme based on a finite approxi-
mation of state and control spaces and a discretization in time. Roughly speaking,
in (4.2) one can approximate Vv(x) f(x,u) ~ h~1 (v(x+hf(x,u))-v(x)), where h s
a small positive real number that represents an integration time. In this way, (4.2)
becomes

V(x7i) _rélgg{K(i7p(i7 G)) +V(x7p(i7 G))} )
max AV (x,i) +i1€15{—}11 [V(x+hf(x,iu),i)-V(x,i)]- [(x,i,u)} =0,

and, by approximating (1+Ah)~! ~ (1-Ah), (1+Ah)~"'h ~ h, one obtains the
following switching HJB equation in discrete time

V(e d) = min {x(i,p(i,6)) + Va(x,p(i,6))}, i
(s, £) = min r}ﬂgl{(l—)bh)vh(x+hf(x,i,u),i)+h[(x,i,u)} ' *3)

For a more rigorous derivation of (4.3)), again, see [5].

Let us now discretize the state space considering a grid computed on a finite
set of vertices & = {x;}5p ¢ R?, with V ¢ N and |V| = N. As an example consider
the triangulation shown in Figure 4.1]

Figure 4.1: Approximation of the HIB equation on a triangulation with four con-
trols.
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Evaluating (4.3) on &, we get (Vse))

. min {i(1,p(i,0)) + Vi (x;,p(1,0)) }. »
h(xs,l)—mm rbgil?{(l—lh)Vh(x“th(xS?i’”)’i)+h[(x“’i’”)} . 4.4)

To further simplify @.4)), for each state i € 7 of automaton A it is possible to
discretize the control space, substituting U with a finite set of controls {u,}, . L(i)»
so that we can rewrite (4.4)) as follows

min{k(i,p(i,0)) + Va(x5,p(i,0))}

Vi (xs,i) = min grr}:'?){(l—/lh)Vh(x+hf(xs,i,ug),i)+h[(xs,i,ug)}

4.5)

For each state i € Z, set vector z(i) := [21 (i), ..,an (i) ]T = [Vi(x1, ), ..., Va(xw, )]
in this way w € RY represents the value of the value cost function V (-,i) on the grid
vertices. Note that, for each s €V, £ € L(i), the right-hand side of (4.5)) is affine with
respect to z(i), so that Problem (4.3)) can be rewritten as

Z(i)=/\{/\{Iz(p(i,G))+K(i,p(i,G)}, /\ {ngz(l')-i-bg}}, (4-6)

oeX LeL(i)

where I ¢ R¥N*N denotes the identity matrix and for each £ € £(i), 2, € RY*N are
suitable non-negative matrices and by € RY are suitable non-negative vectors.

Let us now define vector z:=[z(1)7,...,z(|Z |)T]T and represent problems (4.6)
for i € Z, all at once as follows

2= N{Aiz+b}, 4.7)
lel

where £:= U {L(i) } UZ. Further, if £ € £(i) for some i € Z, recalling that ® repre-
i€l

sents the Kronecker product (I.7), then A, := 1; ® 2y, with 1;; € RZ*/Zl represent-
ing the all zero matrix with the ii-th element equal to 1, and

] (4.8)

[bui] , ifk=iN+p, withpe{l,....N}
[bg]k = p ‘
T otherwise.

Otherwise, if ¢ € X, then, for each i€ Z, j:=p(i,0) €Z, Ap:=1;;®1, with 1;; €
RIZIX/Z| representing the all zero matrix with the i j-th element equal to 1, and

[bdk::{ic(i,é), if ke {iN,...,i(N+1)-1} @)

% , otherwise.
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In this way, the problem of solving the discretized version @.5)) of (@.2) is
equivalent to the following optimization problem

IZIN
max ) [z]
J=1 (4.10)
1
subjectto 0<z< A {Apz+bs}, z2< —,
el A

which takes the form of Problem (1.3).

4.2 Path planning for autonomous vehicles

Consider the following kinematic car-like model with rear-wheel drive and steer-
ing front wheels (see Figure {4.2)):

w=vcos 8
y=vsinf “4.11)
=0

with (w,y) representing the position of the center of the real wheel axle, 6 the
orientation angle and pair (v,®) constituting the control input in which v and ®
are, respectively, the linear and angular velocity. The relation between the angular
velocity @ and the front wheel steering angle 0 in given by relation @ = %vtan 0,
where [ is the distance between the front and rear axle of the car-like model. The
input control variables are constrained as follows

Vmin <V < Vmax Omin < 6 < Omax,

with vin <0 and viax > 0; Figure[4.3|shows the resulting set of admissible controls
for v and @ assuming vyyin = —Vmax and Ouin = —Omax-

Among the many works devoted to solving the path-planning problem (see, for
instance, [34, 41}, 39, 23]]); here, for computing a time-optimal parking maneuver
for system (@.11]), we follow the approach given by the HIB equation. However, if
we take under consideration the fact that each change of direction from forward to
reverse or viceversa is a time consuming operation for a road vehicle, it is desir-
able to maintain such changes limited. In order to generate a time-optimal path that
takes into account these constraints, one can exploit the switching HIB equation
presented in (4.2)). In this scenario, the state space is given by a bounded and con-
nected domain Q ¢ R2 x [0,27) possibly partitioned into two spaces: Qgree, TEpre-
senting the free space, and Qqpgacle, representing the space occupied by obstacles.
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Figure 4.2: Car-like model.

-Wmax

Figure 4.3: Set of admissible controls (v, ®).

These two spaces are such that Qree U Qopstacle = 2, and Qfree N Qopstacle = B-
Now, in order to use (4.2) we first need to define a finite state automaton and the
switching control system associated to it. Here, we will present three possible fi-
nite state automata for addressing the path planning problem with limitations over
direction changes.
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4.2.1 Model 1

The first finite state automaton, depicted in Figure is Ay =(Z1,%1,p1,F, 7)) in
which Z; = {F,R}, with F and R representing, respectively, the control subsystem
in which the car-like vehicle has a forward gear engaged and the one in which
the backward gear is engaged; £ = {c}, with symbol ¢ representing a gear switch,
without loss of generality, initial state equal to F, and the set of final states coincid-
ing with Z;. The language accepted by A is given by L(A) =X} with p;(F,c) =R
and p;(R,c) = F. Note that in this model, even though there is no given limit on
the number of gear changes, we recall the presence of the switching cost function
Kk defined as k(F,R) = k(R,F) = kp, where kp > 0 represents the time needed to
the road vehicle for performing a direction change, which is always greater than
zero. In this way, a longer trajectory with a lower number of direction changes can
have a lower cost than a shorter one with a larger number of directions changes.

start

| e

c

Figure 4.4: Finite state automaton A;.

4.2.2 Model 2

A second model considers finite state automaton A; = (Z,,X,,p2,P,{0,1}), in
which Z; = {1,...,P} u{1}, with P € N representing the maximum number of gear
switchings allowed, i € {1,..., P} representing the residue number of gear switch-
ings allowed and I representing an invalid state. Assuming the initial state is P, that
is, the state in which the number of residue gear switchings is the largest possible,
Y, = {c}, with symbol ¢ representing a gear switch, and the set of final states given
by {0,1}. The language accepted by A, is given by L(A;) =25 uxl!, see (2:2),
with ps(i,c) =i—1, forie{1,...,P} and p»(0,c) = L. Figure 4.5 represents finite
state automaton A. As in the previous model, here we have only two control sub-
systems representing the car-like vehicle with a forward or reverse gear engaged;
assuming without loss of generality that f(x(¢),P,u(t)), see (.1), is the dynamic
associated to the forward gear engaged, f(x(t),i,u(t)), withi€{0,...,P}, will be
the dynamic associated to the forward gear engaded if i mod 2 = P mod 2, other-
wise it will be the one associated to the reverse gear engaged.
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Figure 4.5: Finite state automaton A,.

4.2.3 Model 3

The third finite state automaton we present is the following one: A3 = (Z3,X3, p3,
B,Z3), in which Z3 = {Fl,Fc,Fr,RI,Rc,Rr}, with F and R representing, respec-
tively, the vehicle with the forward and backward gear engaged, whilst 1, ¢ and r
represent the front steering wheels of the vehicle, respectively, completely turned
left, straight and right (i.e., with 6 = 8yin, 6 =0 and 8 = dax). Any state of the au-
tomaton is a final one. The alphabet is given by X3 = {~,1, 7, v, |, \\ }. Assuming
the initial state is Rc, that is, the state in which the vehicle has the reverse gear
engaged and d = 0, Figure represents the possible state transitions from state
Rc; state transitions from other states are analogous to this one. The language ac-
cepted by A3 is given by L(A3) = X%, (see (2.2)), and the transition function p3 is
defined as follows: (Vs €Z3)

p3(S, \) = H, P3(57 T):FC, P3(57 /') =Fr,
p3(S,/):Rl, P3(Sa i):RC7 PS(S»\):RL

In this model, we have as many control subsystems as the number of states of A3
representing the vehicle with a forward or reverse gear engaged and with front
wheels completely turned left, straight or right. Also, notice that, as in the first
model, even though there is no given limit over the number of gear or direction
changes, again, the switching cost function K provides an implicit bound over the
number of state switchings.

4.2.4 Model 4

If one wishes to use the model represented by the finite state automaton A3 but

with the additional constraint over the maximum number of allowed gear switch-

ings of finite state automaton A, one could combine them replacing each state of

A, with a copy of Az. More precisely, it is possible to define a finite state automa-
P

ton Ay = (24,24, P4, Rep, { A1, Ao} ), in which Zy = U A; u{T}, with P € N playing

i=0
the same role as in finite state automaton Ay, sets A; = {Fl;,Fc;,Fr;,Rl;,Rc;,Rr;},

for i € {0,...,P}, and I representing an invalid state. Alphabet X4 is equal to X3
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Figure 4.6: State transitions from state R for finite state automaton Aj3.

and transition function p4 operates as follows: (Vie {1,...,P}) (Vse A;)

p4(sa\):F1i—17 P4(Sa T ):FCi_], p4(sa/'):Fri—l7
P4(Sy/)=Rli—1> P4(S, J )=RC,‘_1, P4(Sa\):R1"i—17

and (Vse Ay) (Vo €Zy) pa(s,0) = 1. We set as initial state Rcp, but it could be
any state s € Ap. The set of final states is given by {A,Ag}, that is, any state in
which at most one more gear switching is allowed.

4.3 Numerical experiments

As an example, let us considered three typical urban parking scenarios (two with
a parallel parking and one with a perpendicular parking), and finite state automata
A; with P = 10. The numerical solution of the switching HJB equation was com-
puted and several paths were generated starting from different initial states of the
vehicle. In Figures 4.8]and 4.9 we show some of the computed paths.
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Chapter 5

An iterative algorithm for
Problem (1.3

In this chapter we analyze in further details Problems (5.4) and (5.4) and present
iterative procedures for computing their solutions. Then, we examine the conver-
gence speed of methods for solving Problem (5.4), in particular, we discuss how
orderings for the newly introduced procedures can massively influence the speed
of convergence. In conclusion, we test the introduced algorithms over different
kind of randomly-generated networks.

The contents of this chapter are based on [12,31] and improve the results of [32].

5.1 Characterization of Problem (I.1)

In this chapter we consider Problem (I.1)) with the additional assumption g(a) >a
which guarantees that the feasible set of Problem (I.1)

Y={xeR"|a<x<g(x)}

is such that X # & (i.e., non-empty).

For any I' € ¥ define \/yI" as the smallest x € X, if it exists, such that (Vy €
I') x > y. According to Definition we call \/x I the least upper bound of T" (in
Y). Note that \/x @ = a. The following proposition shows that \/yI" exists.

Proposition 5.1. Forany I'c ¥, \/x I exists.

Proof. We first prove that, if x,y € X, then xvy e X (recall that v denotes the
component-wise maximum). It is obvious that x vy > a. Thus, we only need to
prove that, for each je {1,...,n}, [yvx];<gj(xVvy). To see this, let us assume, w.
1. o. g., that [x]; < [y];. Since y € X, then [y]; < g;(y). Moreover, g;(y) <g;(yVvx)
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since g; is monotone non decreasing, so that [yvx]; < g;(yVvx) as we wanted to
prove.

Let us consider a generic I' € X and call VI the least upper bound of I" in
U={xeR"|a<x<U}. Since U is the cartesian product of complete lattices, it is
a complete lattice itself, hence, the existence of x* = \/y;I" is ensured since I' € .
We now want to show that x* € X. By definition of ¢/, x* > a, so we only need to
prove that x* < g(x*). By contradiction, assume that x* £ g(x*), then, this means
that there exists a component i of x* such that [x*]; > [g(x*)];, but, since x* is the
least upper bound of I in ¢/, there must be an element x € I such that [x]; > [g(x)];,
which goes against the fact that I'c X. Hence, x* € £. Now, by Lemma 2.28 of [17],
if Vi I' e X, then Vx I exists and equals VI L]

From now on we will omit X as subscript of \/y and assume that for any I'c X,
VI denotes the least upper bound of I" in X. Similarly, define AT as the largest x,
if it exists, such that (VyeI') x <y, we call AT the greatest lower bound of T". For
x,y € X, note that xvy = V{x,y}, xAy = A{x,y}.

The following proposition characterizes set X with respect to operations Vv, A.
In particular, it shows that the component-wise minimum and maximum of each
subset of X belongs to X.

Proposition 5.2. (<, A, V) is a complete lattice.

Proof. 1t is a consequence of the Duality Principle (Theorem and of Theo-
rem [2.10] Indeed X has a bottom element (a) and VI exists for any non-empty
I' c £ by Proposition [5.1] O

A consequence of the previous definition is that also AT exists.
The following proposition shows that the least upper bound x* of X is a fixed
point of g and corresponds to an optimal solution of Problem (I.1).

Proposition 5.3. Ser
x"=\Z,
then i)
x=g(x") (5.1

ii) x* is an optimal solution of problem (1.1).

Proof. 1)Itis a consequence of Knaster-Tarski Theorem (see Theorem[2.16)), since
Y(<,A,V) is a complete lattice and g is an order-preserving map.

i1) By contradiction, assume that x* is not optimal, this implies that there exists
xe X such that f(x) > f(x*). Being f monotonic increasing, this implies that there
exists i € {1,...,n} such that [x]; > [x*];, which implies that x* + \/ X. O



5.1 Characterization of Problem (L.1) 41

Remark 5.4. The previous proposition shows that the actual form of function f
is immaterial to the solution of Problem (1.1)), since the optimal solution is x* for
any strictly monotonic increasing objective function f.

The following defines a relaxed solution of Problem (I.1]), obtained by allow-
ing an error on fixed-point condition (5.1).

Definition 5.5. Let € be a positive real constant, x is an €-solution of (1.1J) if
x>a, and |[x-g(x)|c < €.

The following proposition presents a sufficient condition that guarantees that
a sequence of €-solutions approaches x* as € converges to 0.

Proposition 5.6. If there exists 8 >0 such that

(¥x,y>a) ”g(ﬁiiﬁy”“’ ¢[1-8,1+8] (5.2)

then, there exists a constant M such that, for any € >0, if x e R" is an €-solution

of (1.1), then

Jx—x"]|oo < ME.
Proof. Let x be an g-solution. By Proposition [5.3|we have that
x-xt=g(x)-g(x")+&,

where ||€ | < €.
By assumption (5.2)), either | g(x) = g(y)[lco > (1+8)[x~y] oo 01 |g(x) ~g(¥)]l 0 <

(1-38)|x-yl|loo- In the first case,

[ =x" oo 2 =& ][0 + (1+8) | x=x" oo,
in the second case,

[ =x" oo <[]0 + (1= 8) [ x=x" oo -

In both cases it follows that

Hx—x-'-Hoo < 6_1H5||oo < 6_18.
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/ |

€ " X X

Figure 5.1: Representation of an instance of Problem (I.I)) in which condi-
tions (5.2) does not hold.

Remark 5.7. If condition (5.2) is not satisfied, an €-solution of (1.1) can be very
distant from the optimal solution x*. Figure refers to a simple instance of
Problem (1.1) with x € R, so that g is a scalar function. The optimal value x*
corresponds to the maximum value of x such that x < g(x). The figure also shows
X, which is an €-solution, for the value of € depicted in the figure. In this case there
is a large separation between x* and X. Note that in this case function g does not

satisfy (5.2).

Remark 5.8. If g is a contraction, namely, if there exists y € [0,1), such that

(Vx,yeR") |g(x) —g(¥) ]| oo < Ylx—¥| o (a subcase of (5.2)), then x* can be found
with a standard fixed point iteration

x(k+1) =g(x)
{x ()= x0 (5.3)

and, given € >0, an e-solution x of (L.1)) can be computed with Algorithm|I} This
algorithm, given an input tolerance &, function g and an initial solution xg € R",
repeats the fixed point iteration x = g(x) until x satisfies the definition of €-solution,
that is, until the infinity norm of error vector & = x — g(x) is smaller than the
assigned tolerance €.

The special structure of Problem (I.I]) leads to a solution algorithm that is
much more efficient than Algorithm [I]in terms of overall number of elementary
operations. As a first step, we associate a graph to constraint g of Problem (I.T)).
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Algorithm 1 Fixed Point Iteration.

INPUT: initial vector x, tolerance &, function g.
OUTPUT: vector x.

X =X0

repeat
Xold =X
x:=g(x)
& 1= Xold —x
until €] <€

RN AERN

—_— =
N 72

: return x

5.1.1 Selective update algorithm for Problem (1.1

In Algorithm E], each time line @ is evaluated, the value of all components of x is
updated according to the fixed point iteration x = g(x), even though many of them
may remain unchanged. We now present a more efficient procedure for computing
an g-solution of (I.1)), in which we update only the value of those components of x
that are known to undergo a variation. The algorithm is composed of two phases,
an initialization and a main loop. In the initialization, x is set to an initial value xg
that is known to satisfy xo > x*. Then the fixed point error & = x—g(x) is computed
and all indexes i € {1,...,n} for which [£]; > € are inserted into a priority queue,
ordered with respect to a policy that will be discussed later. In this way, at the
end of the initialization, the priority queue contains all indexes i for which the
corresponding fixed point error [&]; exceeds €.

Then, the main loop is repeated until the priority queue is empty. First, we
extract from the priority queue the index i with the highest priority. Then, we
update its value by setting [x]; = g;(x) and update the fixed point error & by setting
[E]j =[x]j—g;(x) for all variables j e N (i). This step is actually the key-point
of the algorithm: we recompute the fixed point error only of those variables that
correspond to components of g that we know to have been affected by the change
in variable [x];. Finally, as in the initialization, all variables j € A/(i) such that the
updated fixed-point error satisfies [& ]; > € are placed into the priority queue.

The order in which nodes are actually processed depends on the ordering of
the priority queue. The choice of this ordering turns out to be critical in terms of
computational cost for the algorithm, as can be seen in the numerical experiments
in Section [5.3.3] Various orderings for the priority queue will be introduced in
Section and the ordering choice will be discussed in more detail. The pro-
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cedure stops once the priority queue becomes empty, that is, once none of the
updated nodes undergoes a significant variation. As we will show, the correctness
of the algorithm is independent on the choice of the ordering of the priority queue.

We may think of graph G as a communication network in which each node
transmits its updated value to its neighbours, whilst all other nodes maintain their
value unchanged.

These considerations lead to Algorithm 2] This algorithm takes as input an ini-
tial vector xp € R", a tolerance &, function g and the lower bound a. From lines
to [6] it initializes the solution vector x, the priority queue Q and the error vec-
tor £. From line [8] to [12] it adds into the priority queue those component nodes
whose corresponding component of the error vector & is greater than tolerance €.
The priority with which a node is added to the queue will be discussed in Sec-
tion[5.3.3] here symbol * denotes a generic choice of priority. Lines from [[4]to[24]
constitute the main loop. While the queue is not empty, the component node i with
highest priority is extracted from the queue and its value is updated. Then, each
component node j which is a neighbor of i is examined; the variation of node j
is updated and, if it is greater than tolerance €, neighbor j is added to the pri-
ority queue. After this, the component corresponding to node i in & is set to O.
Finally, once the queue becomes empty, the feasibility of solution x is checked
and returned along with vector x. We remark that Algorithm [2] can be seen as a
generalization of Algorithm [I]in [9], where a specific priority queue (namely, one
based on the values of the nodes) was employed. Also note that Algorithm 2| can
be seen as a bound-tightening technique (see, e. g., [6]) which, however, for this
specific class of problem is able to return the optimal solution.

The following proposition characterizes Algorithm [2] and proves its correct-
ness.

Proposition 5.9. Assume that xy > x* and g(xo) < xo, then Algorithm 2| satisfies
the following properties:

i) At all times, x > x* and x > g(x).

ii) After evaluation of line @and after every evaluation of line|23| x = g(x) +&
and & > 0.

iii) The algorithm terminates in a finite number of steps for any € > 0.

iv) If Problem (1.1) is feasible, output “feasible” is true.

v) If output “feasible” is true, then x is an €-feasible solution of Problem (1.1).

Proof. 1) We prove both properties by induction. Note that x is updated only at
line [16] and that line [16]is equivalent to [x]; = gi(x). For m € N, let x(m) be the
value of x after the m-th evaluation of line 16| Note that x(0) = xp > x* and that x
is changed only at step (16| Then [x(m)]; = gi(x(m—1)) > gi(x*) = [x*];, where we
have used the inductive hypothesis x(m—1) > x* and the fact that g(x*) = x* (by
Proposition [5.3)).
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Algorithm 2 Solution algorithm for Problem (I.1)

INPUT: initial vector xy, tolerance &, function g, vector a.
OUTPUT: vector x, bool feasible.

forie{l,....n} do
if []; > € then

A A A oy
o =
]
S

10: Q = Enqueue(Q, (i,*))
11:  end if

12: end for

13:

14: while Q # @ do

15: (Q,i) := Dequeue(Q)

16:  [x]i=[x]i-[E]i

17:  forall je N(i) do

18: [8];:=1[x]j-g;(x)

19: if [£]; > € then

20: Q :=Enqueue(Q, (j,*))
21: end if

22:  end for

23 [E]i:=0

24: end while

25:

26: feasible:=x>a

27:

28: return x, feasible

Further, note that g(x(0)) = g(xop) < xo by assumption. Moreover, [x(m)]; =
gi(x(m-1)) = gi(x(m)), since g; does not depend on [x]; by assumption and
variables x(m), x(m— 1) differ only on the i-th component. By the induction hy-
pothesis, [x(m)]; = gi(x(m—1)) < [x(m—1)]; which implies that x(m) <x(m—1).
Thus, in view of the monotonicity of g and of the inductive assumption, for &k # i,
[g(r(m)) Lk = gk(x(m)) < ge(x(m— 1)) < [x(m— 1)} = [x(m) s

ii) Condition x = g(x) + & is satisfied after evaluating[6] Moreover, after eval-
uating line 23| [x]; = [g(x)]; + [£]; and all indices j for which potentially [x]; #
[g(x)];+[&]; belong to set N(i). For these indices, line |18 re-enforces [x]; =
[g(x)];+[&];. The fact that £ > 0 is a consequence of point i).
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iii) At each evaluation of line [16| the value of a component of x is decreased
by at least €. If the algorithm did not terminate, at some iteration we would have
that x # x* which is not possible by 1).

iv) If Problem (I.T)) is feasible, then x* > a is its optimal solution. By point 1),
x >x* > a and output “feasible” is true.

v) When the algorithm terminates, Q is empty, which implies than ||x—g(x) e <
¢, if “feasible” is true, it is also x > a and x is an €-solution. OJ

5.2 Characterization of Problem (1.3

In this section, we consider Problem (1.3) and we propose a solution method that
exploits its linear structure and is more efficient than Algorithm 2] First of all, we
show that Problem (I.3) belongs to class (I.1). To this end, set

Py:=1-Dy, (5.4)

where I € R"*" is the identity matrix and, for £ € £, D, e R"*" is a diagonal matrix
that contains the elements of A, on the diagonal. Note that here and in what follows
we assume that all the diagonal entries of A, are lower than 1. Indeed, for values
larger than or equal to 1 the corresponding constraints are redundant and can be
eliminated. The proof of the following proposition is in the appendix.

Proposition 5.10. Problem (1.3)) can be reformulated as a problem of class (I.1).
Namely, this is achieved by setting

Ap=P Y (A¢-Dy), by=P by (5.5)
and §(x) = A {Apx+by} AU.
lel

Proof. Given A € R let us define, for i € {1,...,n} the sum of the elements of
row i

si(A) = Z [A];;- (5.6)
j=1

Note that, for any ¢ € £, matrix P, defined in (5.4) is positive diagonal since, by
assumption, all elements of D, are less than 1. One can rewrite the inequality of



5.2 Characterization of Problem (I.3) 47

Problem (1.3)) as

QSZE/\ﬁ{Agx—(Dg—D4+I)X+bg}
<:>Qggeﬁ{(Ag—Dg)x—(I—Dg)anbg}
@Qg&/\ﬁ{(l—Dg)*l(A,g—Dg)x—m(I—Dg)*lb,g}
c»sze/\E{(l—Dg)_l(Ag—Dg)x+(I—Dg)_lbg}
@xgk/\E{Pﬂ(Ag—Dg)HP[lbg}

Then, set Ay := P, (Ay-Dy) and by := P, 'byand g(x) = A {g,(x)} AU, where,
lel
forle L,
80(x) = Apx + by (5.7)

Note that ¢ is monotonic (since all entries of Ag are nonnegative) and for i €
{1,...,n}, [g]; is independent on x; (since the diagonal entries of Ay are null).
Note also that by is nonnegative. Hence, Problem (1.3)) takes on the form of Prob-

lem (L. O

Then we apply the results for Problem (I.1]) to Problem (1.3)). The following
proposition is a corollary of Proposition[5.3]

Proposition 5.11. Problem (1.3) is feasible and its optimal solution x* satisfies
the two equations

x = N{Ax +b}nU. (5.8)
lel

x" = /\ {Agx+ +bg} AU. (59)
lel

Proof. Setting g(x) = A {Agx+13g} AU, note that g(0) = A {Bg} AU >0, which
lel el

implies that £ # @ and that Problem (L.T]) is feasible. Then, by Proposition[5.3] its
solution x* satisfies x* = g(x™), which implies (5.8) and (5.9). O

The following result, needed below, can be found, e. g., in [25].

Lemma 5.12. Let L€ R, and {g; | i € I}, with I set of indices, be a family of
functions g; : R" - R" such that

(Vx,y e R") | gi(x) = gi(¥) oo < Lx=¥] co-

Then, function g(x) := /\{gi(x)} also satisfies
iel

(Vx,y eR") [g(x) =8(¥) lloo < L|x=y]oo-
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The following proposition illustrates that if the infinity norm of all matrices
Ay is lower than 1, equation (5.9) is actually a contraction.

Proposition 5.13. Assume that there exists a real constant y € [0, 1) such that

(VeeL) |Acloo <, (5.10)
then function
g(x)= N {Amx+bi}nU. (5.11)
lel

is a contraction in infinity norm, in particular,

(Vx,y eR") [2(x) = 8(¥) oo < V[x =yl oo

Proof. Note that, for any ¢ € £, function h(x) = Ayx+ by is a contraction, in fact,
for any x,y € R"

[A(x) =1(¥) oo = [Ar(x=Y) oo < ¥[x =Yoo
Then, the thesis is a consequence of Lemma O

The following result proves that, under the same assumptions, also (5.8) is a
contraction. The proof is in the appendix.

Proposition 5.14. Assume that (5.10) holds and set
Ay=P " (Ay-Dy) and by=P, by,
with Py and Dy defined as in (5.4). Let

8(x) = N{Ax+b} AU, (5.12)
lel

then g is a contraction in infinity norm, in particular,

(Vx,y eR") [8(x) =8(¥) oo < Plx = co,

where [ ]
N Y—1D¢l;;
= — .1
4 I?%X{l_[Df]ii} -1

Moreover, it holds that ¥< 7.
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Proof. Given Py asin (5.4) forie{1,...,n} and ¢ € L we have that

oy Y= [Ddly
WA TR

where s; is defined in (5.6) and A, is defined as in (5.5). Let us note that

. Y- [D¢]; v=IDda| _,
i(Ae)g < TPl [T =[] "
l}fl%x{s( 8)}<r?%x{ (P } I?%X{l_[l)f]ii !

where 7 is defined as in (5.13). Note that the term on the left-hand side is the max-
imum of s;(A) for all possible i € {1,...,n} and for all possible matrices A € R"*"
which can be obtained by all possible combinations of the rows of matrices Ay,
with £ € £. We prove that 7 < 7, under the given assuptions. Indeed, it is immediate

to see that function 4

’}/_

S(d) = —

(d)=1—
is monotone decreasing for any d € [0, y]. We remark that, for any ¢ € L, AgHoo <
7. Now, for any x € R”, let us define gy (x) := U, while for any ¢ € L, g,(x) is
defined as in (5.7). It is immediate to see that (Vx,y € R?) [g;(x)-&:(V)|., <
Pllx = ¥| 0o, for any i € {1,...,n} U{U}. Then, by Lemma we have that, for
éw= A &(x). itholds that (Yx,y eR") [(x) ~8(y) | < 71~ ]eo, that s,

keLu{U}

g is a contraction. [

Hence, in case (5.10) is satisfied, Problem (I.3) can be solved by Algorithm I
using either g = g in (5.11)) or g = g in (5.12). As we will show in Section [5.3] the
convergence is faster in the second case.

Algorithm 2| can be applied to Problem (1.3), being a subclass of (L.I]). Any-
way, the linear structure of Problem ((1.3) allows for a more efficient implemen-
tation, detailed in Algorithm [3| This algorithm takes as input an initial vector
xo € R", a tolerance €, matrices Ay and vectors by, for £ € L, representing function
g and the lower bound a. It operates like Algorithm [2] but it optimizes the opera-
tion performed in line [I8] of Algorithm 2] Lines from [7] to [I(] initialize the error
vector & and they correspond to line |§] of Algorithm Whilst, lines 22| from to
are the equivalent of line [I§|of Algorithm[2]in which the special structure of Prob-
lem (I.3) is exploited in such a way that the updating of the j-th component of
vector & only involves the evaluation of L scalar products and L scalar sums, with
L=|L], as opposed to (up to) nL scalar products and nL scalar sums of Algorithm
applied to Problem (1.3).
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Algorithm 3 Solution algorithm for Problem (1.3)).

1: INPUT: initial vector xg, tolerance €, matrices Ay, vectors by for £ € L, vector
a.
OUTPUT: vector x.

2:

3:

4: x:= X0

5: Q=9

6:

7: for all /€ £ do

8  Mpi=Aix+by

9: end for

10: E:=x— A1y

lel

11:

12: forallie{l,...,n} do

13:  if ([§],>¢€) then

14: Q :=Enqueue (Q, (i,*))
15:  end if

16: end for

17:

18: while Q # @ do

19:  (Q,i) :=Dequeue(Q)
20 [x]i=[x]i=[E]i
21:  forall je{l,...,n} suchthatie N'(j) do
22: for all /¢ £ do
23: [W]j = [W]j - [Aé]ji [S]i
24: end for
25 8= [x)j- min[ne),
26: if [£]; > € then
27: Q :=Enqueue (Q, (j,*))
28: end if

29:  end for

30 [E]i=0

31: end while

32:

33: feasible:=x>a

34

35: return x, feasible
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5.3 Convergence speed discussion

In this section, we will compare the convergence speed of various methods for
solving Problem (1.3). First of all, note that Problem (1.3) can be reformulated
as the linear problem (1.4)). Hence, it can be solved with any general method for
linear problems. As we will show, the performance of such methods is poor since
they do not exploit the special stucture of Problem (1.4).

5.3.1 Fixed point iterations

In case hypothesis (5.10) is satisfied, as discussed in Section [5.2] Problem (1.3)
can be solved by Algorithm [I] using either g = g in (5.I1) or g = ¢ in (5.12). In
other words, x* can be computed with one of the following iterations:

x(k+ 1) = g(x(K)) = A {Ax(k) +bg) AU

lel (5.14)
x(0) = xo,
x(k+1)=2g(x(k)) =\ {Agx(k) +l§g} AU

lel (5.15)
x(0) = xo,

where xo € R" is an arbitrary initial condition and A, and b, are defined as in (5.3)).
We can compare the convergence rate of iterations (5.14) and (5.15)). The
speed of convergence of iteration (5.14)) can be measured by the convergence rate:

7= max { HOR{CI }
xeRN

i

XFX
Similarly, we call § the convergence rate of iteration (5.15)). Note that, by Propo-

sition [5.13] ¥ < ¥ and, by Proposition |5.14, }¥ < manec{T:%gﬂ”} < 7. Hence, in
i€y i

general, we have a better upper bound of the convergence rate of iteration (5.15)

than (5.14).

Now, let us assume that matrices {Ay} s, are dominant diagonal, that is, there
exists A€ [0,7) such that, (Vie{l,...,n}) (V/eL)

[A¢i>(1-A)y and ) [As]ij<AY. (5.16)
=1
Recall that in the dynamic programming framework discussed in Chapter []this is
attained when 4 is small enough. In the following theorem, whose proof is proved
in the Appendix, we state that, if A is small enough, iteration (5.15]) has a faster
convergence than iteration (5.3).
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Proposition 5.15. Assume that (5.10) holds and let A € [0, %) be such that matrices
{A}ier satisfy (5.16). Then, if the starting point x is selected in such a way that
X > x*, then the solutions of both (5.14) and (5.13)) satisfy (Vk € N) x(k) > x™.

Moreover; if
Aelo,vl_y;(l_w),

then for any x > x*

18(x) =27 oo < 18(x) =x" | o
Proof. We first remark that x( > x™ implies x; > x* and g(x;) > x* for any k, where
g is defined as in (5.11). Then, we provide a lower bound for [g(x;) —2(x*)| o-

Let A e R™" and b € R" be such that Ax; + b = g(x;). Note that A is obtained by
a combination of the rows of matrices Ay, with ¢ € L. In other words, for each

ie{l,....n}, [A]i* = [Agi]i* for some ¢; € £. Then, in view of x; > x*, x* <Ax* +b
and A >0,

1§(x) —g(x")| o = HAxk+l_9—x+Hoo > HAXk-i‘B— (Ax++15)Hoo = HA(xk—er)Hoo >
> |diag(A) G-, > (1-A)7 -]

where the last inequality follows from (5.16]). Then, the result follows by observ-
ing that

A (1-A)y & Ay<(1-A)y—(1-A)Y <

—(1-4)y
= PA22(1-7)YA-(1-7)y<0 < Aelo, v 1_”;(1_” )

5.3.2 Speed of Algorithm [3|and priority queue policy

As we will see in the numerical experiments section, Algorithm [3| solves Prob-
lem (I.3) more efficiently than iterations (5.14)) and (5.15)).

As we already mentioned in the previous section, the order in which we update
the values of the nodes in the priority queue does not affect the convergence of the
algorithm but impacts heavily on its convergence speed. We implemented four
different queue policies, detailed in the following.

Node variation

The priority associated to an index i is given by the absolute value of the variation
of [x]; in its last update. In this case, in lines of Algorithm 2]and lines
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of Algorithm 3} symbol = is replaced by the corresponding component of & of the
node added to the queue (see Table[S.T)). This can be considered a “greedy” policy,
in fact we update first the components of the solution [x]; associated to a larger
variation [& ];, in order to have a faster convergence of the current solution x to x*.

Node values

The priority associated to an index i in the priority queue is given by —[x];. In
this case, in lines [0} 20] of Algorithm [2]and lines [I4] [27) of Algorithm 3 symbol
* 1s replaced by the opposite of the value of the node added to the queue (see
Table [5.1). The rationale of this policy is the observation that, in Problem (1.4),
components of x with lower values are more likely to appear in active constraints.
This policy mimics Dijkstra’s algorithm, in fact the indexes associated to the so-
lution components with lower values are processed first.

FIFO e LIFO policies

The two remaining policies implement respectively the First In First Out (FIFO)
policy, (i.e., a stack) and the Last In First Out (LIFO) policy (i.e., a queue).
Namely, in case of FIFO, the nodes are updated in the order in which they are
inserted in the queue. In case of LIFO, they are updated in reverse order.

In order to formally implement these two policies in a priority queue, we need
to introduce a counter k initialized to O and incremented every time a node is
added to the priority queue. In lines [I0] [20] of Algorithm 2] and lines [14] 27] of
Algorithm [3] symbol = is replaced by k in case we want to implement a LIFO
policy and by —k for implementing a FIFO policy (see Table[5.1)). These steps are
required to formally represent these two policies in Algorithm [3] As said, these
two policies can be more simply implemened with an unordered queue (for FIFO
policy) or a stack (for LIFO policy). The rationale of this two policies is to avoid
the overhead of managing a priority queue. In fact, inserting an entry into a priority
queue of n elements has a time-cost of O(logn), while the same operation on an
unordered queue or a stack has a cost of O(1). Note that, with these policies, we
increase the efficiency in the management of the set of the indexes that have to be
updated at the expense of a possible less efficient update policy.

5.3.3 Numerical experiments

In this section, we test Algorithm[3]on randomly generated problems of class (L.3)).
We carried out two sets of tests. In the first one, we compared the solution time
of Algorithm [3|with different priority queue policies with a commercial solver for
linear problems (Gurobi). In the second class of tests, we compared the number
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Policy Alg line Alg line Alg line |2 Alg 11ne .
Variation | Q := Enqueue (Q,(i,[£];)) | O:= Enqueue( (7, [E1)
Value | Q:=Enqueue(Q,(i,~[x];)) | Q:= Enqueue(Q,(], [ 1))
FIFO | Q:=Enqueue(Q,(i,k)) Q :=Enqueue (Q, (j,k))
ki=k+1 k:=k+1
LIFO | Q:=Enqueue(Q,(i,—k)); | Q:=Enqueue(Q,(j,-k))

ki=k+1

ki=k+1

Table 5.1: Possible priority queue policies.

of scalar multiplications executed by Algorithm [3| (with different priority queue
policies) with the ones required by the fixed point iteration (5.14)).

Random problems generation

The following procedure allows generating a random problem of class with
n variables. The procedure takes the following input parameters:

U € R*: an upper bound for the problem solution,

My € R*: maximum value for entries of Ay, ...

Mp, € R*: maximum value for entries of by, ...

G1,...,Gr: graphs with n nodes.

7AL’
7bL,

A problem of class (I.3)) is then obtained with the following operations, for

ie{l,...,

L}:

* Set D; as the adiacency matrix of graph G,

* define A; as the matrix obtained from D; by replacing each nonzero entry of
D; with a random number generated from a uniform distribution in interval

[0,M4],

* define b; € R" so that each entry is a random number generated from a uni-
form distribution in interval [0, M, ].

Graphs Gy, ...,

G|, are obtained from standard classes of random graphs, namely:

* the Barabasi-Albert model [4], characterized by a scale-free degree distri-

bution,
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 the Newman-Watts-Strogatz model [38], that originates graphs with small-
world properties,

* the Holm and Kim algorithm [26], that produces scale-free graphs with high
clustering.

In our tests, we used the software NetworkX [22] to generate the random graphs.
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Figure 5.2: A graph with 30 nodes obtained with the Barabasi-Albert model.

Test 1: solution time

We considered random instances of Problem (I.3)) obtained with the following
parameters: U = 10°, My =0.5, M}, = 1, L = 4, using random graphs with a varying
number of nodes obtained with the following models.

e The Barabasi-Albert model (see [4] for more details), in which each new
node is connected to 5 existing nodes.

* The Watts-Strogatz model (see [38]]), in which each node is connected to
its 2 nearest neighbors and with shortcuts created with a probability of 3
divided by the number of nodes in the graph.

* The Holm and Kim algorithm (see [26]), in which 4 random edges are added
for each new node and with a probability of 0.25 of adding an extra random
edge generating a triangle.
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Figure 5.3: A graph with 30 nodes obtained with the Watts-Strogatz model.

Figures [5.5] [5.6] and [5.7| compare the solution times obtained with Algoritm 3|
(using different queue policies) to those obtained with Gurobi. The figures refer to
random graphs generated with Barabdsi-Albert model, Watts-Strogatz model and
Holm and Kim algorithm, respectively. For each figure, the horizontal axis rep-
resents the number of variables (that are logarithmically spaced) and the vertical-
axis represents the solution times (also logarithmically spaced), obtained as the
average of 5 tests. For each graph type, the policies based on FIFO and node vari-
ation appear to be the best performing ones. In particular, for problems obtained
from the Barabasi-Albert model (Figure [5.5)) and Holm and Kim algorithm (Fig-
ure , the solution time obtained with these two policies are more than three
orders of magnitude lower than Gurobi. Moreover, the solution time with FIFO
policy is more than one order of magniture lower than Gurobi for problems ob-
tained from Watts-Strogatz model (Figure [5.6). Note that, in every figure, Gurobi
solution times are almost constant for small numbers of variables. A possible ex-
planation could be that Gurobi performs some dimension-independent operations
which, at small dimensions, are the most time-consuming ones. Note also that,
in Figures [5.5] and [5.7] the solution times for node value and LIFO policies are
missing starting from a certain number of variables. This is due to excessively
high computational times, however, the first collected data points are enough for
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Figure 5.4: A graph with 30 nodes obtained with the Holm and Kim algorithm.

drawing conclusions on the performances of these policies which, as the number
of variables grows, perform far worse than Gurobi.
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Figure 5.5: Solution times for
with Barabdsi-Albert model.

graphs with growing number of nodes generated
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Figure 5.8: Scalar multiplications for different values of tolerance € on a graph
generated with Barabdsi-Albert model.
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Figure 5.9: Scalar multiplications for different values of tolerance € on a graph
generated with Newman-Watts-Strogatz model.
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Figure 5.10: Scalar multiplications for different values of tolerance € on a graph
generated with Holm and Kim algorithm.

Test 2: number of operations

We considered three instances of Problem (1.3])), obtained from the three classes of
random graphs considered in the previous tests, with the same parameters and with
500 nodes. For each instance, we considered 10 logarithmically spaced values of
tolerance € between 10~! and 10~10. We solved each problem with the following
methods:

* the preconditioned fixed point iteration (5.13)),
* Algorithm |§| with FIFO, LIFO, node value and node variation policies.

The results are reported in Figures [5.8] [5.9]and [5.10] These figures show that the
number of product operations required with node variation policy is much lower
(of one order of magnitude) than those required by the fixed point iteration (5.14).
The iteration based on FIFO, even though slightly less performing than the the
node variation policy, also gives comparable results to it. Observe that, even
though the iteration based on node variation requires (slightly) less scalar mul-
tiplications than the one based on FIFO, its solution times are worse than those
obtained with the FIFO policy, since the management of the priority queue based
on node variation is computationally more demanding than a First-In-First-Out
data structure. The iteration based on nodes value provides poor performances
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even with high tolerances. Also, the iteration based on LIFO gives poor compu-
tational results, underperforming the fixed point iteration (5.14) for tolerances
smaller than 107, in Figures and and smaller than 1079, in Figure
Note that, in Figures[5.8] [5.9]and [5.10] below a certain value of the tolerance, the
numbers of scalar multiplications for the priority queue based on node value are
missing due to excessively high computational times. However, the first collected
data points are enough for drawing conclusions on the performances of this policy.

As a concluding remark, we observe that all the experiments confirm our
previous claim about the relevance of the ordering in the priority queue. While
convergence is guaranteed for all the orderings we tested, speed of convergence
and number of scalar multiplications turn out to be rather different between them.
In what follows we give a tentative explanation of such different performances.
The good performance of the node variation policy can be explained with the fact
that such policy guarantees a quick reduction of the variables values. The LIFO
and value orderings seem to update a small subset of variables before proceeding
to update also the other variables. This is particularly evident in the case of
the value policy, where only variables with small values are initially updated.
The FIFO ordering guarantees a more uniform propagation of the updates, thus
avoiding stagnation into small portions of the feasible region.

As a future development we could investigate the performances of probabilistic
orderings, of those presented earlier with random perturbations or a combination
of these in which the ordering policy changes from one to another cyclically.



Chapter 6

A parallel algorithm for
Problem (1.3

In this chapter, our aim is to provide a parallel procedure that allows to reduce
the computational cost of iteration (5.3)) in terms of scalar multiplications. When
applying iteration (5.3), the value of all nodes is updated even though many nodes
values may undergo a negligible variation, hence performing unnecessary mul-
tiplications. The main idea is to update only a specific subset of nodes: we will
consider the nodes which have undergone a sufficiently large variation in their
values in the previous iteration and update in the current one only the neighbors
of these nodes.

In this chapter, which is based on [30]], first, we introduce the updating procedure
and then we present a convergence result. As a closing section, we provide some
numerical experiments.

6.1 The consensus iteration

Given the multigraph G = (V,&, L, @, y) associated to Problem [1.3](recall that, as
we saw in Chapter 4] we can think about set of labels L as a set of controls), and
given a tolerance € > 0, let us define C¢ : R} x R} — R"! as follows:

(Vx,yeR") (VieV)

(g if (3jeV)ieN(j)and |[y];-[x]]>€

6.1
[v]; otherwise, (6.1)

[Ce(xay)]i = {
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where g is defined as in (5.11]) and N (i) is defined as in (L.6)), for each i € V. And
consider the following sequence

Ze(k+2) = Ce(Fe(K), % (k+1))

Te(1) =g(x0) (6.2)
)EE(O) :.X(),
where
max b
(VZ € V) [xo]i = T’y’ (63)

and y < 1 is the Lipschitz constant of g. Note that this choice of xq is such that
(VieV) [xo]; > [x*];, in fact,

I oo = || AN {Ax™ +be}|| <|[VAX|| +||\V be|| <V[x"] o +max by,
el o lteL o e oo teL
from which follows that ™
max | 0¢| o
oo < £
-y

Sequence ([6.2)) represents the procedure described earlier in which a node value
is updated only if at least one of its direct predecessors value has changed more
than the threshold €. In other words, the procedure can be described as follows:

1. Set %¢(0) :=xp, Xe(1) := g(x0) and k = 2.
2. SetI:={ieV||[Xe(k)];—[Fe(k-1)];| > €}.

3. If |I| > 0, then for all i €  update N (i), increment k and go to (2). Otherwise,
stop.

In the following, we will show that sequence (6.2) converges to the same limit
as (5.3) but requiring a lower number of row-column product operations.

In this section we present the algorithms through which one can compute the ap-
proximated fixed point given a certain tolerance € > 0. Algorithm [I] describes the
classical fixed point iteration whilst Algorithm [] illustrates the consensus itera-
tion (6.1))—(6.2) for reducing the number of row-column product operations. Both
algorithms are written in pseudocode.

Now, if we think about G as a communication network, through iteration (6.2),
at each step, we choose a set of nodes which broadcast their value to their direct
successors, whilst all other nodes maintain their value unchanged. We will show
that the network converges to an equilibrium state that is the solution of (5.3).
This method resembles the broadcast-based consensus algorithms presented in
works such as [3] and [20]. This is why, in the following, we call (6.2) consensus
iteration.
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Algorithm 4 Consensus Iteration.

INPUT: initial vector x, tolerance €, matrices Ay, vectors by for £ € L.
OUTPUT: vector x.

X =X0

Xold ‘=X
x:= N\ {Apx+by}
lel

8: & 1= Xolq—X

9:

10: repeat

1: I:={ieV|[§]i>¢€}

122 N():={jeV|@iel) jeN(i)}
13:  forall je V(1) do

AN A o oy

14: [xold]j = [x]j

15: [x]; == Zé\c{[AE]j*“ [be];}
16: [é]j = [xold]j_ [x]j

17:  end for

18: until |§] <€

19:

20: return x

6.2 Convergence discussion

In the following, we will show that for any € > 0, iteration (6.2) is convergent to
a certain X7 € R”. Moreover the choice of a smaller € leads to a value of X7 that is
closer to the fixed point x* of (5.1T)). More formally, the main result of this chapter
is the following one.

Theorem 6.1. If (Yl e L) |A| ., <7V, with Y<1, then the sequence of (6.1)—(6.2)
is such that for any € >0, the limit

kllm .fg (k),
exists finite and, setting Xz := klim Xe(k), it holds that
limx; = x". (6.4)
-0
Moreover, for all € >0, the following inequality holds
2¢e

e =x"lloo < 7—

-y
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In other words, as € — 0, X; tends to x* and the error norm is bounded from above
2¢e

Consider iteration (6.1)—(6.2)) with € = 0, namely, (Vx,y e R?) (Vie V)

)] = {mmi, if 3jev)ieN () and [D]-Bl>0 oo
], otherwise.
#(k+2)=C(x(k),x(k+1))
x(1) =g(xo) (6.6)

)Z(O) =X0-

Lemma 6.2. Sequence {%(k)},.y, defined in (6.6), is bounded from below by
{x(k) }reny defined in (5.3), that is, (Vk e N) X(k) > x(k).

Proof. By the monotonicity of {x(k)},,y and the definition of itera-
tion (6.5)—(6.6). it follow immediately that (VkeN) (Vie V) [%(k)];> [x(k)],. O
Since (Vk € N) x(k) > x*, by Lemmal6.2] we have that (Vk € N) %(k) > x*.
Remark 6.3. (VxeR") x=C(x,x).

Since {X(k) } .y is non-increasing and bounded from below by x*, it has to be con-
vergent. Let ¥* := lim X(k), what we would like to ensure is that £* = x*. Actually,

k— o0

we are about to state a stronger fact.

Proposition 6.4. Sequences {%(k)},y and {x(k)}, .y coincide, that is, (Vk €
N) x(k) = x(k).

Proof. Let us prove the result by induction.
* Base case: %(0) =x(0) and (1) = x(1) by definition.
* Inductive step: let p € N be such that
(VkeN) k< p=x(k)=x(k),

let us prove that ¥(p+1) =x(p+1).
By contradiction, let assume that

F(p+1)=x(p+1), (6.7)
then, by Lemma(6.2]

(FieV) [Z(p+1)];> [x(p+1)];
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This means that [£(p+1)]; = [X(p)]; = [x(p)];, that is,
(VjeV)ieN(j) = [X(p)]; = [X(p-D];-

But this implies, by inductive hypothesis, that

(VjeV)ieN(j) = [x(p)]; = [x(p-1)],
So

[x(p+1)];=[g(x(p))]; = L/\L{Afx(p) ”’f}]. -

=min{ Z [Aé]ij[x(l’)]j+[b€]i}:

L LN (i)
ZY;HEH{ > [Az]ij[X(P—l)]ﬁ[bz]i}:
= Uev )
= [s((p=1)]; = [x(P)];-
This reasoning can be applied to every i € V such that [¥(p+1)]; >
[x(p+1)];, and what we obtain is that ¥(p+ 1) = x(p + 1), which goes

against hypothesis 4. Since assumption led to a contradiction,
itmustbe ¥(p+1)=x(p+1).

Given the arbitrariness of p the thesis holds true for all p € N. 0

The result stated in Proposition @ means that, for the initial condition xg as

in (6.3)), iteration (6.6) converges to the solution of problem (5.11). Let us now
consider the family

{Ce :R"™xR" > R"} ..
of functions defined as in depending on parameter € > 0.

Lemma 6.5. Given sequence {%¢(k)} . as defined in (6.2), it holds that (Ve >
0) (VkeN) Xe(k) >xe(k), where {x¢(k) } o Is defined as follows:
xe (k) =x(k), for k=12, orif (k>2 and ||x(k—1)-x(k-2)| >¢)
xe(k) =x¢(k—1), otherwise.

Proof. The thesis of Lemmal6.5|follows by the same reasoning made for proving
Lemmal6.2]applied to sequences {¥¢ (k) } .y and {xe (k) };cn- O

Since (Fk e N) (Ixz e RY) x¢ (k) = xz, sequence {X¢ (k) },y is non-increasing and
bounded from below by xz, so it has to be convergent.
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Proof of Theorem In order to show we need to provide an upper bound
over the distance between sequences {Xg(k)},  and {xe(k)},y. By definition,
for k € {0,1}, we know that X¢(k) = x¢(k). Now let 7 € N be such that

%e(n) #xe(n1) and (VmeN) m< i = Xe(m) =xe(m).

By Lemmal[6.3]
y emma Ci={ieV | [%(M)];> [xe(i)]} 2.

This means that
(VieC) (VjeV)ie N(j) = |[Fe(i-1)];-[%e(7-2)],| <&.

Now, since
n
(VeeL) (VieV) Y [Ad;<v,
=1
it holds that |%¢(77) —x¢(2)| = ||Ce(xe(1—2),xe(i—1)) —g(xe(A—-1))| < ye =
E(0). This reasoning applies to any X¢(m), with m € N such that m > 71, when
estimating

|Ce(Xe(m—1),%(m)) - g(Xe(m))].
Let us define

m+1 m+2
(VmeN) E(m+1):=E(0)+YE(m)= Y YPE(0) = )  y’e.
p=0 p=1

If we now consider step 71+ 1, we have:

[%e(7i+1) —xe(i+1)] =[%e(i+1) - g(%e (7)) +g(Xe (7)) —xe (A+1)] <
<xe(i+1) —g(Fe()) ] + |8 (e (7)) —xe(A+1)] =
=[Ce(Fe (- 1),%e(7)) - g(%e (7)) ||+

+[g(Fe (7)) - g(xe (7)) <
<E(0)+yE(0)=E(1).

And, for any m € N, it holds that

|Zc(A+m+1)—xe(A+m+1)| <|Ce(Ze(A+m—1),%e(i+m)) —g(Xe(A+m))|+

+]|g(Xe (i +m)) — g(xe(+m))] <
<E(0)+vE(m) = E(m+1).

However, we know that {X¢(k)},. is stationary, in fact, if it were not like that,
there would exists a node i € )V which updates its value an infinite number of times.
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Now, letting d := |[X¢(7i—1)],— [x7],], after at most |d/€e|+ 1 updatings of i, that
component would be smaller that the i-th component of xz, which contradicts
Lemmal6.3] So, since

(Ve>0) (Fi=n(e)eN) (VYmeN)m>i = (fe(m)=%; and x¢(m)=x3),

if we let /1 := i — i, it follows that

m+1 (%) €
(i)~ xe ()| <E(i) = Y, yPe < 3 yre = ——
p=1 p=0 -y

This means that
(Ve>0) ||%; —xz | < ce,
1

with ¢ := . Moreover, li_r}r(l)xg =x* and for any € > 0 it holds that |x} —x*| < c€,
so we can conclude that
lim#xg =x~
e-0
and
%5 = x| < | %5 —xz ] + |xg — x| < 2ce. (6.8)

6.3 Numerical experiments

We considered three instances of Problem (#.10) for the car-like model intro-
duced in[4.2] using the finite state automaton presented in Section 4.2.2] obtained
from three parking scenarios represented in Figure [6.1] in which a maximum
of 10 maneuvers is allowed. The state space of the car-like vehicle is given by
Q=[-0.5,19.5] x[0,7] x[0,27) and the average number of variables used for
discretizing Q associated to these problems is of the order of 7-10%.

6 [
4
>
2+ final state
—— parking area boundaries
0 L | | | | | | | | | |

0 2 4 6 8 10 12 14 16 18
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6 [
final state

= 4 parking area boundaries
-

2 [

0 ] ] ] ] ] ] ] ] ] ]

0 2 4 6 8 10 12 14 16 18
X [m]

6 [
g 40
>

2 final state

—— parking area boundaries
0 L | | | | | | | | | |

Figure 6.1: Parking scenarios.

For each instance, 10 logarithmically spaced values of tolerance € between 10!
and 10719 were considered. Each instance has been solved with the following
methods:

* the preconditioned fixed point iteration (5.13)),
« Algorithm [ (the consensus iteration (6.2)) after preconditioning.

The results are given in Figures [6.2] [6.3] and [6.4] Figure [6.2] shows that the mean
number of product operations required by the consensus iteration (6.2)) with pre-
conditioning is on average 30,8% smaller than the one required by the precondi-
tioned fixed point iteration (5.15)). Figure[6.3|shows the mean infinity norm of the
error given by the iterations used for solving the problem, as expected, the infinity
norm associated to the consensus iteration is on average one order of magnitude
greater that the one associated to the preconditioned fixed point iteration. Note that
the error is computed considering the solution obtained from the fixed point itera-
tion with a precision of 10~10 as the exact one. Figure compares the theoretical
upper bound obtained in (6.8]) with the infinity norm of the consensus iteration er-
ror for different values of tolerance € confirming the theoretical result. Note that,
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out of the three instances of Problem (4.10) considered, the results shown in Fig-
ure [6.4] refer to only one of these, in particular the first one, since (6.8) involves
the Lipschitz constant of g which is obviously problem dependent.

T T 1 T TTTTT T 7 TTTTT T 7 T T T 1T T T 1T T T T T T T T T T T T 1L

109.6 | i

[S—

(e)
o
~
T

Multiplications
>
Nel
[\S]
T

109 | a
—— Consensus iteration
—o— Fixed point iteration
1088 gl v v e e W T e T o
10-Y 1072 103 10* 105 10°% 107 10°% 109 10710

Tolerance

Figure 6.2: Scalar multiplications for different values of tolerance €.
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107
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Figure 6.3: Errors in infinity norm for different values of tolerance €.
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Figure 6.4: Consensus error in infinity norm for different values of tolerance €
compared to the the theoretical upper bound.

As a final observation, we note that the experiments we carried out highlight the
benefit of iteration (5.4)) at reducing the computational cost of iteration (6.2)) by
avoiding unnecessary updates.



Chapter 7

Speed planning for autonomous
vehicles in continuous-time domain

In this chapter we address a speed planning problem similar to the one introduced
in Section [3.1] but we will solve it in the continuous time domain. In particular,
after having introduced the problem in Section|/.1|and discussed the contribution
presented in this chapter, a feasibility condition and an operator for computing
the optimal solution (Theorem are presented in Section along with some
numerical examples given in Section In conclusion, Section [/.5|provides the
proof of the main result.

The results presented in this chapter are based on [13]] and they are a development
of those given in [15,[16].

7.1 Minimum-time velocity planning

Let us consider the following problem

Sf
- -1
vewlgé?o,sf]) O/ v (s)ds (7.1a)
v (s) <v(s) <v(s), s€[0,sr], (7.1b)
a (s) <2V (s)v(s) < a*(s), se[0,s7], (7.1c)
k(s)v(s)* < B(s), se[0,s7], (7.1d)

where W 1. ([O,s f]) is the Sobolev space on [O,s f] of functions with first weak
derivative in L*° ([O,S f]) (see Deﬁnitio. Here, v=, v*, o=, a* are assigned
functions, with v—, v* non-negative. The objective function is the total ma-
neuver time and constraints (7.1b)), (7.1c), (7.1d)) limit velocity and the tangential
and normal components of acceleration.
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Problem (7.1)) belongs to a class of problems that includes optimal velocity plan-
ning for manipulators and has the form

Sf

min f v 1(s)ds

vew == ([0.s7]) ¢
ai(s)v(s)v(s) +bi(s)v(s)> +ci(s) <0, ie{l,....m},

where m is the number of constraints and a;, b;, c; are assigned functions. It is clear
that Problem (7.1)) is a special case of Problem ([7.2)), obtained for a specific choice
of a;, b,’, Ci.

References [15, [16] present an algorithm, with linear-time computational com-
plexity with respect to the number of variables, that provides an optimal solution
of after spatial discretization. Namely, the path is divided into n intervals of
equal length and Problem is approximated with a finite dimensional one in
which the derivative of v is substituted with a finite difference approximation.

In this chapter, we compute directly the exact continuous-time solution of Prob-
lem (/.1)) without performing a finite-dimensional reduction. The main result of
the chapter is presented in Theorem [7.2] It gives a sufficient and necessary condi-
tion for the feasibility of Problem and presents its optimal solution, which is
computed as the pointwise minimum of the solutions of two ODE:s.

The proposed method presents some resemblances with the method of “numer-
ical integration”, introduced for problems of class (7.2). For instance, [43] pro-
poses a method, based on the identification of “characteristic switching points” in
which the maximum velocity is attained. This simplifies the calculation of the op-
timal velocity profile. A related algorithm is presented in [29]. Recent paper [40]
presents various properties of numerical integration methods. Anyway, the method
we propose is simpler and more efficient since it leverages the special structure of
Problem with respect to the more general problem (7.2).

With respect to existing literature, the new contributions provided in what follows
are the undermentioned ones:

(7.2)

* A necessary and sufficient condition for the feasibility of Problem (7.1) is
presented (see part i. of Theorem [7.2).

* A simple operator, based on the solution of two ordinary differential equa-
tions, that computes the optimal solution is proposed (see part ii. of Theo-

rem|/.2)).

Note that these results correspond to the generalization to the continuous-time
case of the results presented in [[16] for the spatially-discretized version of Prob-
lem (7.1). In fact, the work presented in this chapter shares some of its fundamen-
tal ideas with [16]. Namely:
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* The feasible set of Problem ((7.1)) has the algebraic structure of a lattice, if
equipped with the operations of pointwise minimum and maximum.

* The optimal solution of Problem ([7.1)) corresponds to the supremal element
of this lattice.

* The optimal solution of Problem ([7.1)) is obtained with a projection opera-
tion and its optimality is proven by the Knaster-Tarski Fixpoint Theorem.

However, solving the problem in a function space requires various nontrivial tech-
nical extensions to the proofs presented in [[16].

7.2 Problem formulation

Let 7:[0,s7] -~ R? be a C? function such that (VA € [0,s/]) [¥'(1)] = 1. The

image set y([O,sf]) represents the path followed by a vehicle, ¥(0) the initial
configuration and y(ss) the final one. We want to compute the speed-law that
minimizes the overall transfer time while satisfying some kinematic and dynamic
requirements. To this end, let A : [O,tf] - [O,sf] be a differentiable monotone
increasing function that represents the vehicle position as a function of time and
letv: [O,Sf] — [0,+00] be such that, (Vr € [O,tf]) A(t) =v(A(t)). In this way, v(s)
is the vehicle velocity at position s. The position of the vehicle as a function of
time is given by x: [O,If] - R2, x(t) = y(A (1)), the velocity and acceleration are
given by

(1) =Y (A(0))v(A (1)),
(1) =ac ()Y (A1) +an ()Y (A(1)),

where az(t) =v'(A(t))v(A(¢)) and an(¢)(t) = k(A (t))v(A(2))? are, respectively,
the longitudinal and normal components of acceleration. Here k : [0, s f] — R is the
scalar curvature, defined as k(s) = (y"(s), 7 (s)*).

We require to travel the distance sy in minimum-time while satisfying constraints
on the vehicle velocity and on its longitudinal and normal acceleration. The
minimum-time problem can be approached by searching a velocity profile v which
is the solution of Problem ([7.1)).

Let f,g: [ - R, define fAg, fVvg, as, respectively, the pointwise minimum and
maximum operations; moreover let us define the partial order < as follows

f<g <= (Vxel) f(x)<g(x).
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Final configuration

1

Start configuration

Figure 7.1: A path to follow for an autonomous car-like vehicle.

It is convenient to make the change of variables w = v2 (see also [47]]), so that
Problem ([7.1)) takes on the form

Sf
WEWl’rol.}i(I[l()?sf])ofw(s)_st (7.3a)
w(s)<w(s)<u*(s), s€[0,sf],
o (s)<w'(s) <a*(s), s€[0,s7],

where
pr () = (@A B () 0o .4
k(s)
represent the upper bound of w, (depending on the velocity bound v* and the
curvature k) and the lower bound of w, respectively.

In what follows, we actually address the following problem, which is slightly more

general than ((7.3)),

min _ W¥(w)
wew oo ([0,5])
L (s) <w(s) <u*(s), s€[0,sr], (7.5a)
a (s) <w'(s) <a*(s), s€[0,s¢], (7.5b)

where ¥ : W1,» ([O,sf]) — IR is order reversing (i.e., (Vv,w eWhoeo ([O,sf])) V2>
w=>¥(v)<¥(w))and u=, u*, o=, @t € L*® ([O,Sf]) are assigned functions with
u-,a* >0, o= <0. Note that the objective function (7.3a)) is order reversing, so
that Problem has the form ({7.5). Consider the following:

Definition 7.1. Let Q be the subset of W ([0,s7,]) such that u € Q if
sgn(u’'—a*) and sgn (u’ — a~) are Riemann integrable (i.e., in view of the bound-
edness of the sgn function, a. e. continuous), where sgn: R - {-1,0,1} is defined
as
I, if x>0
sgn(x)=40, if x=0
1, if x<0.
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7.3 A feasibility condition and the optimal solution

Define the forward operator F : Q - W' ([0,s/]) such that F (1) = ¢, where ¢
is the solution of the following differential equation

Y _Jor()ap(x), if ¢(x) 2 u(x)
Rt {w(x), if 6 (1) < 1(x) 1.6)
9(0) = (0).
Note that the solution of exists and is unique by Theorem[2.32] since function

f is bounded on [0,s/], the subset of [0,5/] xR in which f is discontinuous has
measure zero and,

(Vxe[0,s7]) (Vu,y €R) (u=y)(f(x,u) - f(x,y)) <O0.

Conversely, define the backward operator B: Q — W 1 ([O, s f]), such that B(u) =
¢, where ¢ is the solution of

o0 - {a—@ VR, OG> k()
o~ (x), if ¢(x) < pu(x) 1.7)
O (sp)=p(sy),

whose existence and uniqueness hold for the same reasons as (7.06)).
Finally, define the meet operator M : Q W1 ([0,s/]) as

M(u)=F(u) AB(p). (7.8)

We claim that the meet operator M allows checking the feasibility of Prob-
lem (7.5)) and that, in case Problem is feasible, function v* = M(u™) rep-
resents its optimal solution.
These statements are formalized in the following theorem which constitutes the
main result of this chapter.

Theorem 7.2. Let u* € Q, then the following statements hold:
i. Problem ([1.3) is feasible if and only if function w* = M (") satisfies
wh>u.
ii. If Problem (7.5) is feasible, then function w* = M(u™) is its optimal solu-
tion.

Proofs of the results. Part i. follows from Proposition [/.11} part ii. follows from

Proposition (see Section|7.5).
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7.4 Numerical examples

7.4.1 Example 1

As a first example consider the path shown in Figure [7.3] whose curvature is de-
fined as

0, if se[0,1;)
ke(s), ifse[l,b]
k(s)={1/R, ifse(l,l) (7.9)
ke(s), ifse[l3,04]
0, if s € (Ig,57]

where k;(s) is the 6-th degree Hermite polynomial used to guarantee the following
interpolation conditions:

k(ly) =k(ls) =0,
k(L) = k(13) = 1/R,
k’(li)Zk"(l,')ZO, iE{l,...,4}.

.1072
5 0
—— curvature k

151 :
E E
i 1 E
3 .
= :

0.5 :

0 | | | | : | | | J
0 60 80 100 120 140 160 180 200

s [m]

Figure 7.2: The curvature function k in of the curve discussed in the first
example.
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100 final point
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Figure 7.3: The black line represents the path, the red circle and the black cross
represent the starting point and, respectively, the end point.

In this example, the total length is sy = 200 and the minimum-time velocity
planning problem is addressed with [l1,05,13,14] = [30, 40, 124.2478, 134.2478],
R = 60. The velocity bounds v* and v~ are set as follows: v*(0) =v=(0) =0,
vt(sy) =v (sy) =22, while, for each s ¢ (O,sf), v=(s) =0 and v (s) = 36.1. The
longitudinal acceleration limits are &~ = —10.5 and o™ = 4, and the maximal nor-
mal acceleration is  =7.

The following results are obtained by numerically solving equations (7.6),
with a standart Runge-Kutta 45 integration scheme. Figure shows the upper-
bound function u* obtained by and the corresponding functions F(u) and
B(u) computed as the solution of equations and (7.7), respectively. Fig-
ure shows the optimal solution w* obtained with (7.8)). In this example, the
vehicle starts with zero velocity and accelerates to the upper bound. Then, it fol-
lows the velocity bound in order to respect the maximum velocity constraint due
to the lateral acceleration on the curve. After that, at the end of the constant bound,
the vehicle accelerates and reaches a second local maximum velocity after which
it decelerates quickly in order to reach the final velocity v*(sy).
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Figure 7.4: Example 1: The red line represents function u* defined in (7.4), the
blue line represents F () and the green line represents B(u).
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Figure 7.5: Example 1: The red line represents pu* defined in (7.4), the black line
represents the optimal solution w* = M (u).
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7.4.2 Example 2

As a second example, consider the same path and constraints as in the
first example, with different initial and final conditions: v=(0) = v*(0) =0 ,
v (sy) = v*(sy) = 35. Figure shows function w* obtained by (7.8). In this
case, Problem is unfeasible by Theorem being w*(s7) <v (s7)?. In
fact, the allowed maximum longitudinal acceleration is not sufficient to reach the
final condition on velocity.

1,400
1,200 |\
1,000 |
£ 800
>
2 600|
()
g +
400 |- —u
B(u)
200 |- — F(u)
O | | | | | | | | | |
0 20 40 60 80 100 120 140 160 180 200

s [m]

Figure 7.6: Example 2. The green line represents the velocity function B(u)(s)
while the black one depicts function w* = M(u). The final velocity condition is
not satisfied: w* (sy) # v7.

As a third example, consider a curve obtained by a quintic polynomial curve
which interpolates coordinates x = [0, 2, 2.60, 1.75, 3], y=[0, -0.5, 0, 2, 3]
(see Figure [1.7). The velocity planning is addressed with v*(0) = v=(0) =0,
v*(sg) =v~(sf) =0 and with v~(s) = 0 and v*(s) = 1.3 for each s € (0,s7). The
longitudinal acceleration limits are &~ = -0.1, a* = 0.1, and the maximal nor-
mal acceleration 8 = 0.05. The resulting optimal velocity profile is plotted in Fig-

ure
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Figure 7.7: A path obtained by quintic-splines interpolation. The black line repre-
sents the path while the circle and the cross represent the start and the end point,
respectively.
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Figure 7.8: The red line represents function u* defined in (7.4)), the black line is
the optimal velocity profile w* = M(u).
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7.5 Proofs

Given the interval I =[0,s7], let P={u e L*(I) | 0 <u(s) < | u*| ,, for almost every
sel}. Note that P(<,A,V), with < defined as in (2.1) on L>([), is a complete
lattice. Hence, for each subset S € P, there exists a unique least upper bound u € P,
such that,

(VveP) (YweS)w<v <= u<w

Given function x : R — {0, 1} defined as follows

1, if s>0
x(s)={

0, otherwise,

let us define for all x,y e/, function A:IxI - R as

AGey) = [ (o (©)x(-x)+a (E)x(x-y)}dE. (7.10)

Define, also, operators F',B,M : P — P, such that, for g€ P, F(u) and B(u) are
given as follows

Fp)(x) = y/é\x{/»t(y) +A(y.x)}
F(1)(0) = u(0),
B()(x) = A {1O)+AG)
B(u)(sr) = u(sy)-
and M(u) =F(u)AB(u). Observe that (Vxel)
M(p)(x) = A{u(y)+A(x)} /\y/z\x{u(y) +A(y,x) } =y/\d{u(y) +A(y,x)}. (7.11)

y<x

As we will show in Proposition the operators we just introduced are exten-
sions of those defined, respectively, in (7.6), (7.7) and (7.8).

Recalling Definitions[2.12)and [2.13} even though we will only use the fact that op-
erators I, B and M are order-preserving, for completeness we state the following
Proposition.

Proposition 7.3. Operators F, B and M are meet preserving and order-
preserving.
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Proof. Letu,ve P, w=unv. We want to show that F'(w) = F (u) A F(v). By defi-
nition of £ we have that £(w)(0) = F(u)(0) AF(v)(0) and (Vxel)

F(w)(x) = A{w(y) +A(yx)} =y/<\x{(uAV)(y) +A(y,x)} =

y<x
=y/<\x{u(y) Av(y) +A(yx)} =y/<\x{u(y) +A(y,x)} Ay/<\x{V(y) +A(y,x)} =
= F(u)(x) AF(v)(x).

The proof that B(uAv) = B(u) AB(v) is analogous. Finally, M(uAv) = F(unv) A
B(unv) =F(u)AF(v)AB(u) AB(v) = F(u) AB(u) NE(v) AB(v) = M(u) AM(v).
Since maps F,B,M are meet preserving, they are also order-preserving (see
Proposition [2.14). O

Proposition 7.4. Function A :1x1 — R defined as in (7.10) is a hemi-metric, that
is, it satisfies the following properties:

i. (Vx,yel)A(x,y)>0,
ii. (Vxel)A(x,x)=0,
iii. (Vx,y,zel) A(x,z) <A(x,y)+A(y,2) (i.e., the triangular inequality holds).
Moreover, equality holds if x>y >zorx<y<z
Proof. i. It holds, since o* is non-negative and ¢~ is non-positive over /.

ii. It holds trivially by definition of A.

iii. Fory>z2>x:

Z

AG2) = [0 @ne-0) +a (Ox(x-2)}d = [ a"(E)dE <

X
y Y

sfoﬁ(é)dégfya+(§)d§—f0‘_(n)dn=

X z
Yy Z

:fa+(§)d§+fa‘(n)dn=

X y

- [ (o @)xlr-x)+ a (E)x(x-y)}dE+

v [ ot mx(e-y)+a (m)x(-2)}dn -
y

:A(xvy) +A(y,z).
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The same reasoning applies also to the case when z>x>y, x>z>y or
y > x > z. Next, let us show that equality holds for any x <y <z:

AG2) = [ (o (@x(e-x)+a (Ex(x-2)}de = [ a*(E)dE -

Yy Z

=fa*(§)d€+fa*(n)dn=

x y

Y
- [ @ (@x0-0+a (©)x(x-y)}dé +

v [ ot )az-y) +a (mx(y-2)}dn -
y

= A(x,y) +A(,2).

The proof that the equality holds also for any x >y > 7z is analogous.

Proposition 7.5. Function M satisfies the following properties, ¥ L € P,
i M(u)<u,
ii. M2(u)=M(u), where M2() stands for M(M(p)).

Proof. i. Itis a consequence of the definition of M.

ii. Let us now show that F(M(u)) = M(u): the fact that F(M(u)) <M(u)
follows by the definition of F whilst, to prove the opposite inequality, note

that, by Proposition[7.4]and (7.T1)),

F(M(u))(x) = A{M () (3) + Ay, %)} = A\ {/\ {u(z) +A(z,p)} +A(m)} 2

y<x y<x \zel

> A\ {u(z) +A(z,x)} = M () (x).

z€el

In the same way it can be proved that B(M(u)) = M(u), from which it
follows that M(M(u)) =M(u).
[

Proposition 7.6.

M(u*)=\{uePlu<M(u),usp}
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Proof. SetU ={ueP |u<pu*}. Note that U(<,A,V) is a sublattice of P(<,A,V),
moreover, by i. of Proposition if u e U, then M(u) € U. Since M is order-
preserving by Proposition by the Knaster-Tarski Fixpoint Theorem (see The-

orem [2.16)
w =\ {ue Pl uM(u),u< 'y

is such that u* is the greatest fixed point of M such that u* € U. Let u=M(u*),
by part ii. of Proposition we know that u is also a fixed point of M, thus,
by definition of u*, u* > u. To prove that u* = u, that is, to prove that u is also
the greatest fixed point, it remains to show that u* < u. To this end, assume, by
contradiction, that u* £ u. Since u* = M(u*), u=M(u*) and the fact that M is
order-preserving, it follows that u* £ u*, which contradicts the definition of u*
7. [

Remark 7.7. Given u,v € P, if u £ v, this does not imply that u>v and u v, as u
and v may not be comparable with respect to partial order <.

Proposition 7.8. The following two statements are equivalent:
i. Set{ueP|u=M(u), 4= <u<pu*} is not empty.
i. M(u*)>u-.

Proof.

ii. = i.) It follows from the fact that u* = M(u*) is such that M (u*) = u* by part ii.
of Proposition

i. = ii.) By contradiction, assume that M(u*) # . Choose any w € P such that w =
M(w) and w < u*. By Proposition[7.6] M(w) < M(u*), hence w < M(u+),
but M(u*) # 1=, so w # u~. Thus, being w any fixed point of M such that
w<ut, set{ueP|u=M(u), u=<u<put*}isempty 5.

[

Proposition 7.9. If i € Q, then F(u),B(u) e Wh° (1) satisfy a. e.

v - [T ARG i F)() > n()
- {a+<x>, FR@@ <) 01
F(u)(0) = u(0),
and
By () = {or(x)vu'(x), if B()(x) 2 p(x)

o (). if B()(x) < p(x) (7.13)
B(u)(s7) = H(sy).
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Proof. LetJ={xel| sgn(u’—oa") is continuous at x}. Note that, since u € Q, J
contains almost all elements of /. Let x € J, then

hlif(f){r F(“)(x+h})l_F(‘u)(X) =hlf(§1+h_1[yg/\+h{“(” +A(y,x+h)}—F(,Ll)(x)] =

- lim h! [(/\{u@) +A<y,x+h>}—F<u><x>) A

0* y<x

(7.14)
A( N {u()+A(y,x+h)} —F(u)(X))]

x<y<x+h

Since A(y,x+h) = A(y,x) + A(x,x+h) by Proposition the first parenthesis
of reduces to

AN{O)+AQx+h)} = F(u)(x) = F(u)(x) +A(x,x+h) = F (@) (x) = ACx,x+h).

y<x

Being sgn(i’ — a*) continuous at x, it is possible to choose h > 0 suffi-
ciently small such that sgn(u’—a™) is constant on interval [x,x+h]. Set J* =
{xeJ:p'(x)—o*(x)>0} and J~ =J \J*. Then, the second parenthesis of
can be rewritten as

N () +AGx+h)}-F(u)(x)=

x<y<x+h

{u(x+h)—F(/.L)(x), if xed-
w(x)+A(x,x+h)-F(u)(x), if xeJ*,

since in the former case the minimum of p(y)+A(y,x+h) over [x,x+h] is attained
at x + h, whilst in the latter is attained at x.
Hence, we have that

L F) (k) - F(u) () _

h—0+ h
. hlir(%h‘l[A(x,x+h)A(u(x+h)—F(u)(x))], if xeJ-
B hlir(r)1+h‘l[A(x,x+h)A(u(x) +A(x,x+h)-F(u)(x))], if xeJ*

. a*(x)Ahlir(%h*1 (u(x+h)-F(u)(x)), if xeJ-
- (X*(x)/\hlir(%h*(/.L(x)+A(x,x+h)—F(u)(x)), if xeJ+
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YAU (x), if xeJ™ and F(u)(x)>pu(x)

YA+oo=at(x), if xeJ™ and F(u)(x)<p(x)
at(x)=oar(x)au/(x), if xeJ* and F(u)(x) > pu(x)

) )

)

)

A+oo=at(x), if xeJ* and F(u)(x)<u(x

{w(x A(R), i F(R) (%) 2 p(x)
ot (%), if F (1) (x) < 1 ().

Note that, by definition of £, (1) (x) < t(x) must hold. In conclusion, we proved
that F'(u) e W1 (I) and satisfies (7.12).
Applying the same reasoning it can be proved that B(u) € W1*°(I) and satis-

fies (7.13). ]

Proposition 7.10. Assume that u* € Q and let w € P, then w is feasible for Prob-

lem (7.5) (i.e., it satisfies constraints (7.5a) and (1.5D)), if and only if u= <w<u*
and M(w) = w.

Proof. =) Assume that w is feasible for Problem ([7.3), then w satisfies a. e.
w’ < a*. Thus, ¢ = w is the solution of (7.6) for u = w, which implies that
F(w) =w. Analogously B(w) = w, so that M(w) = w. Moreover, since w
satisfies the bounds of Problem (7.3), it follows that = <w< u*.

<) Condition holds by hypothesis. Since M(w) = w, then it must be
F(w) =w. In fact, if by contradiction F(w) <w, M(w) < F(w) < w, which
contradicts the assumption 4. Then F'(w) = w, implies that, a. e., F'(w)’ = w/
which by definition of F(w)’ in (7.6), implies that, a. e., w’ < a*. Analo-
gously, it must be B(w) = w which implies that, a. e. w’ > o~ and condi-

tion holds.
0

Proposition 7.11. Assume that u* € Q. Then, Problem ((1.9) is feasible if and only

ifM(ut)>p .

Proof. =) Let w be a feasible solution of Problem (7.5)). Then, by Propo-
sition [7.10, M(w) = w < u*. Hence, being M order-preserving, M(u*) >
M(w)>pu~.

<) w=M(u*) satisfies M(w) = w (by part ii. of Proposition[7.5) and p* <w <

1~ (by hypothesis). Hence, by Proposition [7.10, w is a feasible solution of
Problem ([7.5).

O]

Proposition 7.12. If u* € Q and Problem (7.3) is feasible, then w* = M(u™") is its
optimal solution.
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Proof. By contradiction, assume that there exists a feasible w such that W (W) <
Y (w*). Since w is feasible, Proposition implies that M (W) = W. Moreover,
since W is order reversing, w £ w*. This is not possible since w* = \/{weP | w <
M(w),w < u*} >w, by Proposition 7.6 . O
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