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A.8 TDDFT Calculations for BFC T-P dimers at 7.3 Å . . . . . . . . . 147
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Preface

Study of molecular functional materials is an active field of research, investigat-

ing for several applications as lightweight and environment-friendly materials with

highly customizable properties. Of particular interest for the works presented in

this thesis are materials for non-linear optical applications, and more specifically

for two-photon absorption. These works have been performed in the framework

of a collaborative project Nanochemistry of molecular materials for 2-photon func-

tional application (Nano2Fun), funded by the EU Commission. The main aim of

Nano2Fun is to develop optimized materials and methods for specific applications

of two-photon absorption towards bioimaging and nanofabrication. Within this

framework, the contribution of this thesis is to help the experimentalists rationalize

linear and non-linear spectral properties of organic dyes and of their aggregates,

offering a sound theoretical analysis.

Dyes for NLO applications have been investigated for a very long time and fairly

reliable structure-property relationships are available for several families of dyes.

However, the dyes of interest for NLO applications are structurally characterized

by large polarizability and hyperpolarizabilities, making them extremely sensitive

to perturbations from the environment. Understanding the behaviour of molecular

materials therefore becomes challenging and calls for the development of reliable

relationships that relate the supramolecular structure of the molecular material

and its NLO properties.

Dye aggregates are the most ambitious target of this work, as systems that
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have been the subject of intensive theoretical and experimental research in the past

decades. The most appealing specialities of dye aggregates are their emerging new

functionalities, i.e. functionalities that are not obvious in the individual molecule

but makes a prominent mark upon aggregation due to intermolecular electrostatic

interactions. Understanding of the structural and functional properties of dye aggre-

gates, and thereby their important applications in the areas of photonics, molecular

engineering and biomedical studies became popular after the serendipitous discovery

of J -aggregates of cyanine dyes in the beginning of 1930s.

Systems formed by π linkage between electron donor (D) and acceptor (A) func-

tional groups make up the basic backbone of dyes for innovative applications. In

this regard, dipolar (D-π-A) molecules, and further elongations with either donor or

acceptor groups forming quadrupolar (D-π-A-π-D), and octupolar dyes have promi-

nent applications as non-linear optical materials. In this thesis, we have studied a

few of these dipolar and quadrupolar dyes (or chromophores) to understand and

rationalize their linear and non-linear spectroscopic behaviour, their aggregates and

organic nanoparticles. To achieve this aim we have combined parametric Hamiltoni-

ans (Essential State Models, ESM), with first principle calculations, mainly Density

Functional Theory (DFT) and Time-Dependent DFT (TDDFT), and Density Ma-

trix Renormalization Group (DMRG) theory.

Chapter 1 is an introductory chapter were we discuss the different types of

chromophores, their properties and applications, and present the fundamentals of

linear and non-linear optical spectroscopy. Then we introduce models and methods

we have exploited in our works, discussing in detail the ESMs for dipolar and

quadrupolar dyes (Two State and Three State Models, respectively) and give a

flavour of Density Functional Theory and Density Matrix Renormalization Group

theory, explaining the working strategy.

Chapter 2 presents an extensive study of aggregates of quadrupolar dyes. We

have combined the DFT and TDDFT calculations to validate ESMs on dimers

of curcumin-based dyes. Considering the fact that DFT calculations suffer from

the limitation of handling a large number atom system, and having validated the

ESM for quadrupolar dyes against a theoretical approach having a wider accep-

tance in the scientific community, we have studied bigger aggregates of curcumin

dyes, to approach the limit of organic nanoparticles, thereby successfully explaining
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the experimental results. The most interesting results are obtained however for the

aggregates of squaraine dyes, a family of molecules with large TPA responses and

a highly polarizable structure. Several puzzling experimental results for squaraine

aggregates, that include large aggregation effects on 2PA spectra and the obser-

vation of non-fluorescent J-aggregates are quantitatively understood within our

approach towards aggregates that exploits essential state models, and are rational-

ized in terms of the large and non-linear response of the squaraine molecules to

intermolecular electrostatic interactions.

In Chapter 3, taking inspiration from a paper recently published work on

the Hyper-Rayleigh Scattering of dipolar chromophores encapsulated inside car-

bon nanotubes, we propose a model to rationalize and quantitatively estimate the

cooperative effect dominating hyperpolarizabilities. We made use of DFT for find-

ing the optimized geometries and the particular electric field strength required to

transform the molecule from a neutral to zwitterionic state. This has been further

used for calculation of intermolecular interactions in the neutral and zwitterionic

state. Using this information as input for ESM, we reached the impressive result

of a superlinear amplification of the first hypopolarizability of the dimension of the

linear aggregate. This result is used to reinterpret experimental data and sheds

light on the importance of developing specific models for aggregates of polarizable

dyes, where the approximations of the exciton model are bound to fail.

Chapter 4, written in tight collaboration with experimentalists, deals with a

biphenyl based CT dye. An extensive analysis of linear and pump and probe spectra

of the dye in different solvents lead to quite puzzling results that were rationalized

based on semi-empirical ZINDO calculations running up to high energy excited

states, in order to identify families of charge transfer and local-excited states that

are disjoined as for their spectral properties.

In Chapter 5 we have focused on squaraine dyes. For this family of dyes,

failure of TDDFT has been extensively discussed in the literature, mainly due to

the biradicaloid nature of the squaraine ground states. To analyze this problem

we exploited finite size symmetrized DMRG calculations to solve the corresponding

Pariser-Parr-Pople Hamiltonian. Preliminary results fully support the biradicaloid

character of the squaraine ground state and will be extended to model linear and

non-linear optical spectra of the very interesting family of squaraine dyes.
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Chapter 1

Chromophores and Spectroscopy

1.1 Introduction

A chromophore usually defines a group of atoms or possibly a whole molecule,

which is responsible for imparting colour. In this thesis, we will use the word chro-

mophore frequently, referring to a molecule, often also called a dye. Organic dyes

are characterized by an extended delocalized π-electron system possibly connecting

electron donor (D) and/or acceptor (A) group. In these systems, electronic exci-

tation are at low energy ranging from the visible to the near-infrared region [1].

Organic chromophores not only are interesting for basic applications as dyes for

e.g. textiles and food, but also they find important usage as fluorescent markers in

biomedicine [2], they are used as active media in CD-ROMs [3], etc. In recent years,

much effort has been put on studying organic dyes for non-linear optical (NLO)

applications exploiting the large non-linearity of the response of π-conjugated sys-

tems to applied electric fields. Dyes for NLO can be used for second-harmonic

generation, all-optical switching, two-photon absorption (TPA) applications in bio-

imaging [4, 5], nanofabrication [6–8] or photodynamic therapy [9–11], to name just

a few examples. In this chapter we will briefly describe linear and non-linear optical

properties of molecular materials, then we will address the theoretical models and

5
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methods to study different dyes, which will be exploited in next chapters. Two fam-

ilies of dyes will be addressed in this thesis, dipolar D-π-A dyes and quadrupolar

D-π-A-π-D or A-π-D-π-A.

We have shown some typical NLO molecules in Fig. 1.1.

Figure 1.1: Chemical structures of NLO chromophores: (1) Nile Red, (2) p,p-
dimethylaminonitro-stilbene (DANS), (3) Phenol Blue, (4) Distyrylbenzene
derivative [12], (5) Fluorene derivative [13], and (6) Squaraine derivative [13].
Molecules 1-3 are dipolar chromophores and molecules 4-6 are quadrupolar
chromophores.

Dipolar dyes are extensively studied as solvation probes, exploiting the large

solvatochromism, characteristic of these molecules, to extract information on the

complex phenomenon of solvation using simple spectrometric data. Highly fluores-

cent dipolar dyes are used as laser dyes and recently they are also used as active

molecules in tunable organic light-emitting diodes [14–16]. These molecules are

also the molecules of choice for second-order non-linear optics (NLO) [17–20] and

the first class of rectifiers belong to this group [21, 22]. Over the last 50 years,

several donor and acceptor chromophores have been examined in the context of

their propensity to form charge transfer (CT) complexes and intramolecular CT

taking place between the electron-rich D moiety and the electron-poor A moiety,
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linked with the π-bridge, has paved the way to investigate the electron-transfer

process, in supramolecular networks and aqueous solutions etc. [23–25] In dipolar

chromophores consisting of heteroaromatic rings (which are either electron-rich or

poor, like pyrrole, furan, pyridine etc.), even partial charge delocalization converts

the aromatic nature of the whole system into quinonoid one, with some loss in

aromatization energy. This loss is much higher for benzenoid systems than het-

eroaromatics, which are known for possessing aromatic stabilization energy lower

than benzenoids. Thus, heteroaromatic dipolar dyes will have considerably lower en-

ergy cost of charge delocalization, making the delocalized structures more favoured.

Hence, these zwitterions with heteroaromatic groups as charge bearing units show

considerable promise in the field of linear and nonlinear optics.

Besides, the tunable polarization of the π-scaffolds by donor and acceptor end

groups proved to be important for providing suitable electronic structures for sec-

ond or third harmonic generation NLO [9, 26], as well as for the effective designing

of photorefractive materials, for example, heterocyclic thiazolidenemalononitrile ac-

ceptor unit, combined with the proper electron donor unit and effective conjugation

length [27, 28]. Thus, obtaining electro-optic organic materials with high second-

order susceptibility, χ(2), is an on-going dynamic area of research [29–32].

Quadrupolar dyes or dyes having D-A-D or A-D-A structure, have been intro-

duced as particularly interesting for TPA applications [33–36]. Indeed the TPA

cross section increases, as a rule of thumb, by an order of magnitude when going

from dipolar to quadrupolar dyes. Dyes with large TPA cross sections are in de-

mand for two-photon excited fluorescence (TPEF) microscopy [37–42], two-photon

induced biological caging studies [43], optical data storage [44–46], optical limiting

[47, 48] etc. Quadrupolar dyes were designed specifically as two-photon absorber

systems [36, 49–52] and lots of work has already been done in this field. Since these

molecules are symmetric in nature, they have no permanent dipole and the verti-

cally excited states are non-dipolar in nature [13]. Experimental data, for many of

these systems, suggest the presence of polar excited states showing strong fluores-

cence solvatochromism [12, 53–56]. The quadrupolar chromophore family is made

up of some of the most exciting chromophores like squaraines [13, 57–61], the dis-

tyrylbenzene family [12, 62, 63], curcuminoid dyes [64, 65], triphenylamine based

dyes [66], etc.
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Due to their large (hyper)polarizability, organic dyes for NLO applications are

extremely sensitive to perturbation from the environment. As for solvated dyes, a

quite impressive solvatochromism of polar and of some quadrupolar dyes are well

known and fairly well understood [13, 60, 67, 68]. More subtle is the role of inter-

molecular interactions in aggregates, crystals, films or nanoparticles made of dyes.

The exciton model is the reference picture to deal for intermolecular interactions in

these materials [69, 70], but, as it stands, it only applies to linear spectral properties.

The worse part is that the exciton model completely neglects the molecular polar-

izabity and as such it does not apply to aggregates of dyes for NLO applications

[71, 72]. Since important effects from intermolecular interactions are expected in

NLO properties of aggregates, a deeper understanding of the relationship between

the supramolecular structure in aggregates and the NLO responses is important.

This also acts as a guide for the synthesis of optimized materials for specific appli-

cations. Validating models for molecular aggregates, as applied to NLO properties,

is one of the main goals of this work.

1.2 Linear and Non-Linear Optical Spectroscopy

When light interacts with matter, several phenomena may occur depending on

the light intensity and, of course, on the nature of the investigated sample. For

weak light intensity, matter responds linearly to the applied electric field and three

phenomena can be observed: (a) the absorption of a photon, (b) the emission

of a photon, and (c) the photon dispersion. The first two phenomena are active

processes, where energy is exchanged between light and matter, while the third

phenomenon, that describes the deflection of a light beam inside a material, is a

passive process, where light and matter do not exchange energy [73].

With the advent of laser sources, the interaction of matter with intense light

fields [74] became a very active field of research, both in terms of spectroscopic

studies as well as for innovative applications. It is useful to classify the phenomena

to different order in the applied field [75, 76]. As stated above, at the linear order,

only absorption of a single photon and the photon dispersion are possible (emission

of a photon is also possible, provided one starts from an excited, non-equilibrium

state). At the second order only passive processes are allowed, i.e. processes where
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there is no exchange of energy between matter and the electromagnetic field. The

possible processes are therefore sum frequency generation, where two photons are

combined in the material to generate a new photon whose frequency is the sum

(or the difference) of the frequency of the two incoming photons. Particularly

interesting for our work is the “special case” when the two incoming photons are

equal, so that one observes a frequency-doubling effect, also called second harmonic

generation (SHG). Quite interestingly, second-order phenomena (as all even-order

phenomena) are only allowed in asymmetric material media, or more precisely in

media without an inversion center.

The third order processes [75, 76] include a variety of phenomena encompassing

both active and passive processes. Among passive processes, four-wave mixing

phenomena can be mentioned, where three incoming photons mix to give rise to

a fourth photon. Of course, in the case of three equivalent photons as input, the

process reduces to third harmonic generation (THG). Among active processes, we

can enlist inelastic scattering (Raman) and, of particular relevance for our work, the

TPA, that describes the simultaneous absorption of two photons by the material.

1.2.1 Linear Processes: Absorption and Fluorescence

Linear absorption implies an exponential decrease of the light intensity inside

the material, and is usually measured in terms of the absorbance [77]:

A = − log
I

I0
= ϵdC (1.1)

where I0 is the light intensity before crossing the sample, I is the light intensity

after an optical path d inside a sample is traversed, with a dye concentration C.

Finally ϵ is the molar extinction coefficient.

The extinction coefficient (ϵ in M−1 cm−1) can be calculated as the imaginary

part of the linear response, according to:

ϵ(ν̃) =
10πNAν̃

3ln10ℏcϵ0
1√
2πσ

∑
n

µ2
gnexp

[
−1

2

(
ν̃gn − ν̃

σ

)]
(1.2)

The emission intensity (in arbitrary units) is calculated from the fluorescent
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state as:

I(ν̃) ∝ ν̃3
1√
2πσ

∑
n

µ2
fnexp

[
−1

2

(
ν̃fn − ν̃

σ

)]
(1.3)

In Eqn. 1.2, NA denotes the Avogadro constant, c is the speed of light, ϵ0

stands for vacuum permittivity, ν̃gn and µgn are the transition wavenumber and

dipole moment for g → n transition, respectively, from ground state (g) to generic

excited state (n), while the summation runs over all vibronic excited states. In

case of fluorescence, Eqn. 1.3 combines the terms ν̃fn and µgn for the transition

wavenumber and dipole moment (for f → n transition) where f is the fluorescent

state. The summation here runs over all states having lower energy with respect to

f state.

1.2.2 Measuring Second Order NLO responses in solution

and Hyper Rayleigh Scattering

As stated above, second order NLO responses, usually referred to as β-responses,

are only observable in non-centrosymmetric media, so that, irrespective of the dye

symmetry, direct measurements of β are impossible in solution. However it is possi-

ble to get information about the β response of non-centrosymmetric dyes in solution,

exploiting the Hyper Rayleigh scattering (HRS) technique that measures the inco-

herent second-harmonic light scattering in solution, as related to fluctuations locally

breaking the symmetry of the system [78, 79]. In HRS measurement a focused laser

beam is shone on a solution and the intensity of the second-harmonic generated

frequency is recorded as a function of the frequency of the incoming light. The

calibrated HRS signal SHRS, per dye molecule, is obtained with reference to the

response of the pure solvent as [80]:

SHRS =
Nsolvent

Nmolecule

(
SHRS
composite − SHRS

solvent

SHRS
solvent

)
β2
solvent (1.4)

Here, N is the number density, SHRS
composite is the calibrated β-response of the solute-

solvent-associated system.

The calibrated S signal is an intensive quantity (much as the molar extinction
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coefficient defined above), that is related to the β tensor, or better to the orien-

tational average of its square. Since we will only discuss β responses for linear

molecules, where a single component of the β tensor survives, we only give the

explicit expression relating SHRS to β for this specific case, as follows [81]:

SHRS = |β2
xxx| (1.5)

where,

βxxx(−2ω;ω, ω) =
1

3ℏ2
∑
m,n

[
⟨g|µx|m⟩⟨m|µ̄x|n⟩⟨n|µx|g⟩

(Ωmg − 2ω)(Ωng − ω)
+

⟨g|µx|m⟩⟨m|µ̄x|n⟩⟨n|µx|g⟩
(Ω∗

mg + ω)(Ωng − ω)
+

⟨g|µx|m⟩⟨m|µ̄x|n⟩⟨n|µx|g⟩
(Ω∗

mg + ω)(Ω∗
ng + 2ω)

] (1.6)

In Eqn. 1.6, ω denotes the laser frequency and Ωmg = ωmg − iγmg, where ωmg

denotes the excitation energy of state m and g is the ground state. γmg stands for

the inverse lifetime of each state. The m and n indices run over all the excited

states, such that the summation includes not only non-degenerate (m ̸= n), but

also degenerate (m = n) level terms. The relative weight of the individual terms

is ascertained by the transition dipole moments (µx is the dipole moment operator

along molecular x axis) between the different levels. Also, ⟨m|µ̄|n⟩ = ⟨m|µ|n⟩ −
⟨g|µ|g⟩δmn.

1.2.3 Third Order NLO Response - Two Photon Absorp-

tion

The theory of simultaneous absorption of two photons by the same molecule

was first studied by Nobel Laureate Maria Göppert-Mayer in her PhD thesis in the

1930s [82, 83]. The unit of TPA, GM, is named after her. In 1961, after about 30

years, the experimental evidence could be achieved after the advent of laser [84].

TPA studies became much easier in the ’90s as the availability of sub-picosecond

laser came widely, particularly the Ti:sapphire laser. Subsequently, the invention

of two-photon fluorescence microscopy by Denk et al. and its rapid acceptance by

confocal microscope manufacturers, led to a splurge in the researches in the field of
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Figure 1.2: OPA (blue) and TPA (red) transitions between molecular energy levels. Ap-
preciably excited regions are shown in green. TPA-related processes are more
localized in space, into a volume called voxel, where the intensity is high-
est. Reprinted with permission from Ref. [87]. Copyright (2009) American
Chemical Society.

multiphoton spectroscopy [11, 37, 38, 85, 86].

TPA involves simultaneous interaction of the molecule with two-photons, hence

the probability of TPA increases with the square of the light intensity (I2). This

accounts for the fact that TPA process is observed only in intense light beams

(focussed pulsed lasers) which produces very high instantaneous photon density, of-

fering intrinsic 3D resolution to TPA-initiated processes with enormous implications

in the field of microscopy [37–40], two-photon induced biological caging studies [43],

optical data storage [44–46], optical limiting [47, 48] etc.

In a sample where light is only absorbed by two photons, the decrease of the

light intensity I inside the medium is proportional to the square of the intensity as:

∂I/∂z = −NσI2/ℏω (1.7)

In Eqn. 1.7, z is the optical path inside the medium, N is the number of molecules

per unit volume and ω is the frequency of the light. σ denotes the TPA cross

section, usually reported in GM units (1GM ≡ 10−50 cm4 s photon−1 molecule−1).

The TPA cross-section is obtained from the imaginary part of the third order
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non-linear response γ, accounting for solution samples of orientational averages, as

follows:

σ2(ω) = 1058 ℏω2

4ϵ20c
2
Im⟨γijkl(−ω;ω, ω,−ω)⟩IJKL (1.8)

where c is the speed of light, ⟨γ⟩ the orientationally averaged second hyperpolariz-

ability, IJKL run over the laboratory axis, while ijkl run on the molecular reference

frame axis.

Tensor elements γijkl(−ω;ω, ω,−ω) are given by the following sum-over-states

(SOS) expressions [88, 89]:

γijkl(−ω;ω, ω,−ω) =
1

ℏ3
∑
lmn

(
⟨g|µi|l⟩⟨l|µ̄j|m⟩⟨m|µ̄k|n⟩⟨n|µl|g⟩
(Ωlg − ω)(Ωmg − 2ω)(Ωng − ω)

+

⟨g|µj|l⟩⟨l|µ̄i|m⟩⟨m|µ̄k|n⟩⟨n|µl|g⟩
(Ω∗

lg − ω)(Ωmg − 2ω)(Ωng − ω)
+

⟨g|µi|l⟩⟨l|µ̄j|m⟩⟨m|µ̄l|n⟩⟨n|µk|g⟩
(Ωlg − ω)(Ωmg − 2ω)(Ωng − ω)

+

⟨g|µj|l⟩⟨l|µ̄i|m⟩⟨m|µ̄l|n⟩⟨n|µk|g⟩
(Ω∗

lg − ω)(Ωmg − 2ω)(Ωng − ω)

)
(1.9)

where only two-photon resonant terms are retained. g is the ground state and

summations run over all excited states; Ωlg = ωlg − iγlg (γlg = γ is set according

to the width of the Gaussian bandshape defined above, for all transitions) and all

other symbols have the same meaning as in Eqn. 1.6.

1.3 Theoretical Models and Methods

From the above brief description of NLO responses, it is obvious that all proper-

ties of interest may be calculated if a detailed knowledge of the system eigenstates

and eigenvalues is available. In the following section, we will briefly address the

three main theoretical approaches adopted in this thesis to describe NLO proper-

ties of dyes in solution and their aggregates.
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1.3.1 Essential State Models

Essential State Models (ESMs) are semi-empirical approaches, developed in the

host laboratory in the past two decades. The concept is to describe simply but

effectively the electronic structure of the dyes, where a limited diabatic basis set

is considered, consisting of a few essential states defined by the main resonating

structures needed to describe the dye. The model also accounts for molecular

vibrations, and for the coupling to polar solvation coordinates or, in aggregates, for

electrostatic interchromophore interactions.

ESMs offer clear and simplified views of quite complex phenomena, thereby

allowing to unravel the fundamental low-energy physics lying underneath. The

models make use of a handful of parameters extracted mostly from experimental

data. The resonance hybrids of the chromophores are considered as the basis states

and thereby the Two-State, Three-State and Four-State models were developed for

dipolar, quadrupolar, octupolar and cyanine family of dyes. In this thesis, works

have been carried out on dipolar and quadrupolar dyes, hence, we will concentrate

on the first two models.

1.3.1.1 Two State Model for Dipolar Chromophores

The ESM for DA dyes shares the main concept, or at least the description of

the electronic structure, with well known models, including the Oudar and Chemla

model [90] or the Mulliken-Hush model [91]. The electronic structure is described

in terms of two orthogonal basis states, namely a neutral |N⟩ or |DA⟩ state and

zwitterionic |Z⟩ or |D+A−⟩ state, with the gap between the states set to 2z, and

the mixing element as -τ [92, 93] (Fig. 1.3).

The electronic Hamiltonian and the eigenstates are thus written as:

H = 2zρ̂− τ σ̂ =

(
0 −τ
−τ 2z

)
(1.10)

|g⟩ =
√

1 − ρ|DA⟩ +
√
ρ|D+A−⟩

|e⟩ =
√
ρ|DA⟩ −

√
1 − ρ|D+A−⟩

(1.11)
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Figure 1.3: Schematic diagram showing the two-state model and energy levels of transition
from ground |g⟩ to excited state |e⟩

where the σ̂ and ρ̂ operators are:

σ̂ =

(
0 1

1 0

)
(1.12a)

ρ̂ =

(
0 0

0 1

)
(1.12b)

ρ̂ is called ionicity operator and its expectation value in the ground state (ρ) is a

measure of the degree of charge transferred from D to A (hence ionicity). It depends

only on z/τ ratio as:

ρ =
1

2

(
1 − z√

z2 + τ 2

)
(1.13)

If ρ< 0.5, the molecule is neutral, if ρ> 0.5 it is zwitterionic and when ρ =

0.5 both the neutral and zwitterionic basis states exhibit degeneracy, called the

“Cyanine-limit” [94, 95]. As it has been explained above, following Mulliken model,

we neglect all matrix elements of the dipole moment operator except the dipole

moment of the zwitterionic state. Accordingly, the dipole moment operator is µ̂ =
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µ0ρ̂ (µ0 being dipole moment of |D+A−⟩ state). We can now express the transition

dipole moment, transition energy and the dipole moment of the states, important

for a CT transition, as:

ℏωge =
τ√

ρ (1 − ρ)
µge = µ0

√
ρ (1 − ρ) (1.14)

µg = µ0ρ

µe = µ0 (1 − ρ)
(1.15)

In Eqn. 1.14, µge and ℏωge are the transition dipole moment and transition

energy for transition from |g⟩ to |e⟩ state, and in Eqn. 1.15 µg and µe are the

permanent dipole moments of the two eigenstates, respectively.

The coupling between electronic and vibrational degrees of freedom is quite

important to reproduce spectral bandshapes and the model must be extended in

this direction. Accordingly, we introduce an effective vibrational coordinate q, that

accounts for the different equilibrium geometry associated with the two electronic

basis states. The coupled Hamiltonian is written as [93, 96, 97]:

Hvib = −
√

2ωvgq̂ρ̂+
1

2

(
ωv

2q̂2 + p̂2
)

(1.16)

Here g =
√
ωvϵv is the electron-phonon coupling constant, ωv is the vibrational

frequency and ϵv is the vibrational relaxation energy corresponding to small po-

laron binding energy according to Holstein Model. q̂ and p̂ are the position and

momentum operator of the harmonic oscillator.

The coupled electronic and vibrational problem is then solved in a truly non-

adiabatic approach. In short, the Hamiltonian matrix is written on the basis ob-

tained as the direct product of the electronic states times the eigenstates of the

harmonic oscillator described by the last term in Eqn. 1.16, and then diagonal-

ized to get numerically exact non-adiabatic eigenstates. Of course the infinite basis

of the harmonic oscillator is truncated to the first M state, with M being large

enough to reach convergence. The non-adiabatic eigenstates are then inserted into

the expressions for linear and non-linear spectral properties are as described above.

Another important aspect to be taken into account are the effects of solvents on

the DA molecules and to account for it reaction-field approach is employed. Polar
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solute molecules polarize the surrounding medium and thus feel a reaction field F .

The electronic component (Fel) of the reaction field, related to the distortion of

the electronic charge distribution in the surrounding environment made of solvent

molecules, corresponds to a fast motion with respect to the relevant degrees of

freedom of the solute. This effect is taken inside the model with a renormalization

of model parameters that acquire a dependence on the solvent refractive index

[93, 96]. In view of the marginal variability of the refractive index of common

organic solvents, we usually assume that model parameters are solvent independent.

On the other hand, the orientational component (For) of the reaction field ac-

counts for the re-orientation of polar solvent molecules around the DA molecules

and the dynamics is slow compared to the electronic or vibrational counterparts.

For is linearly proportional to the dipole moment of the solute as For = ror⟨µ⟩,
where ror is dependent on both refractive index of the solvent and static dielectric

constant, and vanishes for non-polar solvents. Assuming that the solvent behaves

as an elastic medium, the Hamiltonian for the polar solvation can be written as

[93, 96, 98]:

Hor = −Forµ̂+
µ2
0F

2
or

4ϵor
(1.17)

Here, polar solvent medium plays the same role as vibrational coordinate which

is treated adiabatically because its dynamics is slower than the vibrational one (ne-

glecting the kinetic energy aspect). The solvent relaxation energy ϵor = rorµ
2
0/2 has

the same meaning as ϵrel for vibrations and is fixed to reproduce solvatochromism

(considering it increases with solvent polarity). A positive solvatochromic behaviour

is shown by the DA molecule with a neutral ground state (ρ < 0.5) both in ab-

sorption and fluorescence. On the opposite, a negative solvatochromism is expected

both in absorption and fluorescence for zwitterionic molecules (ρ > 0.5).

1.3.1.2 Three State Model for Quadrupolar Chromophores

To model a DAD (or equivalently an ADA) dye three orthogonal electronic basis

states are considered, based on the resonating structures of the quadrupolar dye,

namely |DAD⟩, |DA−D+⟩ and |D+A−D⟩. We will consider here only symmetric

dyes, extensions of the model to asymmetric DAD’ or ADA’ dyes having been
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discussed in Ref. [60]. For symmetric dyes, |DA−D+⟩ and |D+A−D⟩ states are

degenerate. The energy gap is set between the neutral and these zwitterionic states

to 2z, while -
√

2τ is the mixing element between them. |DA−D+⟩ and |D+A−D⟩
states can be combined in a symmetric (gerade) and an anti-symmetric (ungerade)

state as follows [13]:

|N⟩ = |DAD⟩ (1.18a)

|Z+⟩ =
1√
2

(|D+A−D⟩ + |DA−D+⟩) (1.18b)

|Z−⟩ =
1√
2

(|D+A−D⟩ − |DA−D+⟩) (1.18c)

Further, three operators are defined, ρ̂, σ̂ and δ̂, where ρ̂ and δ̂ stands for the

charge distribution of the molecule. ρ̂ (=ρ̂1 + ρ̂2) is the average charge on the

central A moiety, and δ̂ (=ρ̂1− ρ̂2) stands for the unbalanced charge on the external

D moieties (for DAD system). σ̂ denotes the mixing operator between the gerade

states. These three operators are written in matrix notation on the symmetrized

basis as:

ρ̂ =

0 0 0

0 1 0

0 0 1

 (1.19a)

σ̂ =

0 1 0

1 0 0

0 0 0

 (1.19b)

δ̂ =

0 0 0

0 0 1

0 1 0

 (1.19c)
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Figure 1.4: Schematic diagram showing the three-state model and energy levels of transi-
tion from ground |g⟩ to excited state |e⟩, with the virtual state |c⟩ in between.

Therefore, the electronic Hamiltonian on the symmetrized basis is:

H = 2zρ̂−
√

2τ σ̂ =

 0 −
√

2τ 0

−
√

2τ 2z 0

0 0 2z

 (1.20)

Moving along the same lines as the two-state model, the eigen states |g⟩, |c⟩ and

|e⟩ are given as:

|g⟩ =
√

1 − ρ|N⟩ +
√
ρ|Z+⟩

|c⟩ = |Z−⟩

|e⟩ =
√
ρ|N⟩ −

√
1 − ρ|Z+⟩

(1.21)

where the expectation value of ρ̂, which measures the amount of charge separa-

tion in the ground state, and thereby the quadrupolar moment of the molecule, is

a function of z/
√

2τ :

ρ =
1

2

(
1 − z√

z2 + 2τ 2

)
(1.22)

In Eqn. 1.21, we can see that |Z−⟩ remains unmixed with the other basis states

owing to its different parity. Here we also assume that the only non-negligible con-

tribution to the dipole moment comes from |DA−D+⟩ and |D+A−D⟩ states, having
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same dipole moment µ0 aligned along the molecular axis (in opposite directions).

Finally, the relevant terms for spectral calculations, namely, transition frequen-

cies and transition dipole moments, for a linear molecule become:

ℏωgc = 2t

√
1 − ρ

ρ
µgc = µ0

√
ρ

ℏωge = 2t

√
1

ρ (1 − ρ)
µge = 0

ℏωce = 2t

√
ρ

1 − ρ
µce = −µ0

√
1 − ρ

(1.23)

For linear quadrupolar dyes, the |c⟩ state is OPA allowed and |e⟩ state having

µge = 0, is dark and TPA allowed. For large values of z, the ground state is mostly

neutral (ρ→0) making both OPA and TPA transitions degenerate. For z = 0 and ρ

= 0.5, the TPA allowed |g⟩ → |e⟩ transition is exactly twice the energy of |g⟩ → |c⟩
transition, while when ρ →1, |g⟩ and |c⟩ states become degenerate. The intensity

of OPA transition increases linearly with ρ and the TPA transition diverges when

ρ ∼ 0.5, due to pre-resonance with OPA state.

We have not considered molecular vibrations and solvation effects for DAD

molecules, using three-state model, in the works pertaining to this thesis and hence

not discussed here.

1.3.2 Study of Interacting Chromophores

Self-aggregation of dyes in solution or at the solid-liquid interface is a frequently

observed phenomenon in the chemistry of chromophores due to the presence of

strong intermolecular interactions. The aggregates exhibit noticeable changes in

the absorption band in solution, compared to monomeric species. Depending on the

spectral shifts, various aggregation patterns in different media have been suggested.

According to the Exciton Theory [69], a dye molecule is visualized as a point dipole

and, as exemplified in Fig. 1.5 for a dimer, the excitonic level of the dye aggregate

divides into two states and the gap (J) between the splitted states is a result of the

electrostatic interaction of the transition dipole moments (Fig. 1.5).

When the absorption spectra is red-shifted (bathochromic shift) with respect

to the monomer, the aggregate is named as J-band (J stands for the name of
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Figure 1.5: The excitonic model transitions for a monomer dye and its dimer, in J - and
H -aggregates. Red arrows indicate the transitions and black arrows indicate
the orientation of the transition dipoles.

E.E. Jelley who discovered the phenomenon in 1936) [99], while if it is blue-shifted

(hypsochromic shift) compared to the monomer, it is called H-band (H comes from

Hypsochromic). Since the lowest excited state is optically allowed in J-aggregates,

while it is forbidden in H-aggregates, the two families of aggregates have different

properties with respect to fluorescence; J-aggregates are usually fluorescent, while

fluorescence is suppressed in H-aggregates.

As have been discussed in Refs. [72] and [71], the exciton model fails for aggre-

gates of polarizable molecules, like DA or DAD dyes, and ESM offers a powerful

alternative approach to rationalize optical spectra of interacting dyes. In this thesis,

Chapter 2 will be devoted to develop and validate models for aggregated quadrupo-

lar dyes, while in Chapter 3 we will discuss aggregates of dipolar dyes.

1.3.3 Density Functional Theory (DFT)

Density functional theory (DFT) furnishes a powerful tool for computations of

the quantum state of atoms, molecules and solids, and also for ab-initio molecu-

lar dynamics. The approximation was first conceived by Thomas [100] and Fermi

[101] immediately after the foundation of quantum mechanics, in 1927. Around mid

sixties, Hohenberg, Kohn and Sham established a rigorous DFT for ground state

properties of a quantum system and introduced an approximate explicit theory for
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the density, called the local-density approximation (LDA). LDA proved to be su-

perior to both Thomas-Fermi and Hartree-Fock theories for the computation of the

quantum ground state of many-particle systems. Since then, DFT has grown vastly

in terms of popularity and applicability, and a flood gate has opened in the field of

computational studies in molecular and solid state physics - from molecules to bulk

systems, from insulators to metals, from diamagnetic to ferromagnetic materials.

Motivated by its success, there lied always a tendency to widen the scope of appli-

cation of DFT, and in these developments, some points which were left somewhat

cryptic in the fundamental theory has come up from time to time.

DFT treats electronic degrees of freedom and it is rooted in the adiabatic or

Born-Oppenheimer (BO) approximation which takes care of the number of degrees

of freedom needed to be reduced.

1.3.3.1 Born-Oppenheimer (BO) Approximation

We may write the non-relativistic Hamiltonian for a molecule as a sum of five

terms:

Ĥ = T̂N(R) + T̂e(r) + V̂eN(r,R) + V̂NN(R) + V̂ee(r) (1.24)

where R is the set of nuclear coordinates and r is the set of electronic coordinates.

T̂N/e is the kinetic energy of nuclei/electrons, V̂NN and V̂ee are the potentials for the

repulsion among nuclei and electrons, respectively, and V̂eN is the attraction between

electrons and nuclei. This last term prevents from separating Ĥ into nuclear and

electronic components, to write the molecular wavefunction as product of nuclear

and electronic terms. The BO approximation is based on the fact that the nuclei

are much more massive than the electrons, which allows us to say that the position

of nuclei are nearly fixed with respect to electron motion. Thus when solving the

electronic problem R, the nuclear configuration, is maintained constant and the

electronic wavefunction Ψ(r;R), acquires a parametric dependence on R. Since

V̂NN(R) is a constant, and shifts the eigenvalues only by some constant amount, it

is neglected and the electronic Hamiltonian simplifies into:

Ĥe = T̂e(r) + V̂eN(r;R) + V̂ee(r) (1.25)
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and the corresponding electronic Schrödinger equation becomes:

ĤeΨ(r,R) = Ee(R)Ψe(r,R) (1.26)

In DFT, the energy as well as other ground state properties, are expressed

as functionals (function of a function) of the electron-density, which, in turn, is a

function of space and time. It is the most fundamental property, at variance with the

Hartree-Fock model, which explicitly deals with the electronic wavefunction. Using

the electron density significantly speeds up the calculation. Whereas the electronic

wavefunction is a function of 3N variables (the coordinates of all N electrons in the

system), the electron density is only a function of the spatial x, y, and z coordinates.

For sure, simply doing any calculation just fast is not good enough, we also need to

be sure that we are able to derive something significant from the results. It was in

1964 that Hohenburg and Kohn [102] stated two theorems, which tell us that the

ground state electron density ρ0(r) is very useful and can be produced by at most

one external one-body potential, and determines all ground-state properties of the

system.

Figure 1.6: Dependence of the ground state wavefunction on ρ0(r) from Hohenberg-Kohn
(HK) theorems and Kohn-Sham (KS) equation perspective

To utilize the power of DFT, without sacrificing accuracy (i.e., inclusion of

exchange and correlation effects), the Kohn-Sham equations [103] came to the rescue

in 1965. The equations map the problem of the system of interacting electrons onto a

fictitious system of non-interacting “electrons”. Following from BO approximation,

the Coulomb potential arising from the nuclei is treated as a static external potential

Vext(r). Thus the variational problem of Hohenberg-Kohn density-functional is

written introducing a Lagrange multiplier µ to constrain the number of electrons
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to N , as:

δ[F [ρ] +

∫
drVext(r)ρ(r) − µ(

∫
drρ(r) −N)] = 0 (1.27)

Kohn and Sham separated F [ρ] (universal functional which is independent of

the external potential) into three parts:

F [ρ] = Ts[ρ] +
1

2

∫
drdr′

ρ(r)ρ(r′)

| r − r′ |
+ Exc[ρ] (1.28)

In Eqn. 1.28, Ts[ρ] is defined as the kinetic energy of a non-interacting gas with

density ρ(r), the second term stands for the classical electrostatic (Hartree) energy

and the last term is an implicit definition of the exchange-correlation energy that

includes the non-classical electrostatic interaction energy and the difference between

the kinetic energies of the interacting and non-interacting systems. This separation

was aimed for the fact that the first two terms can be dealt with easily and the last

term is a small fraction of the total energy and can be approximated appreciably

well. Thus, using Eqn. 1.28, Eqn. 1.27 is written as:

δTs[ρ]

δρ(r)
+ VKS(r) = µ (1.29)

where VKS(r) is given as:

VKS(r) =

∫
dr′

ρ(r′)

| r − r′ |
+ Vxc(r) + Vext(r) (1.30)

The exchange-correlation potential Vxc(r) used in the above equations, thus is:

Vxc(r) =
δExc[ρ]

δρ(r)
(1.31)

Hence, to find the ground state density ρ0(r), it is needed to solve the one-

electron Schrödinger equations of a non-interacting system, which is:[
−1

2
∇2 + VKS(r)

]
ψi(r) = ϵiψi(r) (1.32)

The density ρ(r) can thus be constructed from,
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ρ(r) =
N∑
i=1

fi| ψi(r) |2 (1.33)

fi being the occupation number of ith orbital. Since the Kohn-Sham potential

VKS(r) depends upon ρ(r) it is crucial to solve these equations “self-consistently”

i.e. having made a guess about the form of ρ, the Schrödinger equation is solved to

obtain a set of orbitals ψi(r) and a new density is constructed. The process repeated

until the input and output densities are the same, this being popularly known as

the “self-consistency cycle” or SCF. In effect there is no problem converging to

the ground-state minimum because of the convex nature of the density-functional

[104, 105]. Since Vxc is not known exactly and has to be approximated, following

approximations are put to use:

1. Local Density Approximation (LDA):

Local Density Approximation (LDA) [106] assumes that the electron density

is a smooth function in space and is the first approximation to Vxc, defined

as:

Vxc
LDA =

∫
d3rϵxc(ρ(r)) · ρ(r) (1.34)

ϵxc(ρ(r)) stands for the exchange and correlation energy per electron of the

homogeneous electron gas with density ρ(r). Any region of space can then

be locally seen as a homogeneous electron gas of density ρ(r) and the to-

tal exchange-correlation energy is then obtained by summing sum over all

electrons in every region of space of the local exchange-correlation energy.

Over the years, this functional has become quite popular, by combining lim-

iting information with accurate quantum Monte Carlo data for the uniform

gas. However, pure LDA shows poor performance whenever there is an odd

number of electrons, because it makes no distinction between polarized and

unpolarized densities.

2. Generalized Gradient Approximation (GGA): As mentioned above,

LDA fails in situations where the density undergoes rapid changes such as in

molecules, so an improved version to LDA was made considering the gradient
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of the electron density, called Generalized Gradient Approximation (GGA).

These are formulas that use both the density and its gradient at each point

and with this added information (and cost of computing it), these are typically

more accurate than LDA. Most important point being they greatly reduce the

bond dissociation energy error, and generally improve transition-state barriers

[105]. It is written as:

Vxc
GGA = Vxc [ρ(r),∇ρ(r)] (1.35)

Use of GGA has resulted in very good results for molecular geometries and

ground-state energies [107]. There are three categories of GGA functionals,

namely:

(i) Atom Based GGA functionals, for example Beckes GGA for exchange [108]

and and Lee Yang and Parr (LYP) functional for correlation [109]

(ii) Ab initio GGA, for example PBE (Perdew-Burke-Ernzerhof) [110] or

PW91 (Perdew-Wang 1991) [111, 112]

(iii) Empirical GGA, for example HCTH (Hamprecht-Cohen-Tozer-Handy)

functionals [113, 114]

More accurate than the GGA functionals are the meta-GGA functionals, de-

veloped after the GGA. Meta-GGA DFT functional in its original form includes

the second derivative of the electron density (the Laplacian) unlike GGA which in-

cludes only the density and its first derivative in the exchange-correlation potential.

Examples of meta-GGA functionals are Minnesota functionals, developed by the

group of Prof. Donald Truhlar at the University of Minnesota [115–117].

1.3.4 Time-Dependent Density Functional Theory (TDDFT)

Under certain general conditions, a one-to-one correspondence can be estab-

lished between time-dependent densities [ρ(r,t)] and potentials Vext(r, t) for a given

initial state. This implies, a given evolution of the density can be generated by at
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most one time-dependent potential, the time-dependent analog of the Hohenberg-

Kohn theorem, and is called the Runge-Gross theorem [118]. Then a fictitious

system of non-interacting electrons moving in a Kohn-Sham potential can be de-

fined, whose density is precisely that of the real system. The exchange-correlation

potential thereby (defined in the usual way) is then a functional of the entire

history of the density, ρ(x), the initial interacting wavefunction Ψ0, and the ini-

tial Kohn-Sham wavefunction, ψ0. This functional is a very complex one, more

than the ground-state case and the knowledge of it implies solution of all time-

dependent Coulomb-interacting problems. A simple approximation is the adiabatic

LDA (ALDA), sometimes called time-dependent LDA, where the ground-state po-

tential of the uniform gas is used with that of instantaneous and local density,

i.e., Vxc[ρ](x) equivalent to V uniform
xc [ρ(x)] . This provides a working Kohn-Sham

scheme, similar to the ground state. This DFT methodology can be applied to all

problems of time-dependent electrons and the applications fall into three general

categories: (i) non-perturbative regimes, (ii) linear (and higher-order) response, and

(iii) ground-state applications. Previously, only one and two electron systems could

be tackled computationally, since the full time-dependent wavefunction calculations

are pretty demanding. Thus, crude and unreliable approximations had to be made

to tackle larger systems. But with the advent of TDDFT, which has become very

popular in the community of chemists and physicists alike, much larger systems

with more electrons can now be dealt with.

If the perturbing field is weak, in case of normal spectroscopic experiments, per-

turbation theory is applicable. Then, instead of needing knowledge of Vxc for densi-

ties that are changing significantly with time, only the knowledge of this potential in

the vicinity of the initial state, taken to be a non-degenerate ground-state, are suf-

ficient. These changes are described by a new functional, the exchange-correlation

kernel. While still a more complex beast than the ground-state exchange-correlation

potential, the exchange-correlation kernel can be more easily handled than the full

time-dependent exchange-correlation potential, because it is a functional of the ρ0

only. Linear response analysis shows that it is generally dominated by the re-

sponse of the ground-state Kohn-Sham system, but is corrected by TDDFT via

matrix elements of the exchange-correlation kernel. However, in the absence of

Hartree-exchange-correlation effects, the allowed transitions are exactly those of
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the ground-state KS potential, while presence of the kernel shifts the transition

frequencies away from the KS values to the actual ones.

Physicists and chemists have adopted separate techniques for extracting excita-

tions from TDDFT for atoms, molecules, and clusters. The chemists’ approach is ef-

ficiently converting the search for poles of response functions into a large eigenvalue

problem, in a space of the single-excitations of the system. The eigenvalues give

transition frequencies while the eigenvectors yield oscillator strengths (designated

generally as f). This concedes the use of many existing fast algorithms to extract

a few of the lowest energy transitions. TDDFT has thus been programmed into

large number of quantum chemical (QM) packages, which are used today amongst

the scientific community, where after a molecule’s structure has been determined,

extracting its low-lying spectrum isn’t much expensive. TDDFT response calcula-

tions are being used enormously nowadays for transition frequencies with fairly good

accuracy, but there are existing problems for the application of TDDFT to solids,

because the present generation of approximate functionals (local and semi-local)

lose important effects in the thermodynamic limit.

1.3.5 ZINDO Model

The semi-empirical approach of intermediate neglect of differential overlap for

spectroscopy (INDO/S) was developed nearly 50 years ago, in order to treat excited

state properties of π-conjugated organic molecular systems, particularly with H, C,

N and O atoms [119, 120]. In recent times, the method is widely used for calculat-

ing UVvis spectra, ionization potentials (IPs), polarizabilities, charge distribution,

electron-transfer parameters, and various other properties of extended organic, in-

organic, and biomolecules. Study of excited states are quite fascinating and also

modern experimental technique gives the chance to study photophysical processes

on a femtosecond time scale. However, despite enormous advancement in numeri-

cal methods and computational resources, the accurate description of electronically

excited states is still a problem to tackle. This arises mostly due to molecular size

which restricts till the calculations of the ground-state properties and various precise

methods like MS-CASPT2, CAS-SCF, TDDFT are good till about 50 atoms con-

taining molecules. On the other hand, QM semi-emperical approaches are much less

computationally demanding than the high-level ab initio methods and these have
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been proved to be very beneficial in modeling ground- and excited-state properties

of molecular systems. Even though an accurate and robust family of semi-emperical

approach was developed by Pople, called Neglect of Diatomic Differential Overlap

(NDDO) [121, 122] is in use, the INDO/S method suggested by Zerner and Ridley

(ZINDO) is still widely used to explore electronic transitions in large molecular

systems.

The ZINDO method relies on the INDO approximation [123], and Zerner and

Ridley suggested a set of semiempirical parameters to calculate electronic spectra

of organic molecules [124]. The Fock matrix for a closed shell system is given by:

Fµµ =Uµµ +
∑
A ̸=B

Vµµ,B +
∑
ν∈A

Pµµ

(
γµν −

1

2
hµν

)
∑
B ̸=A

∑
λ∈B

Pλλ(µµ|λλ), (µ, ν ∈ A, λ ∈ B)
(1.36a)

Fµν =
1

2
Pµν (3hµν − γµν) , (µ, ν ∈ A) (1.36b)

Fµλ = βµλ −
1

2
Pµλ(µµ|λλ), (µ ∈ A, λ ∈ B) (1.36c)

where, µ, ν stands for atomic orbitals (AOs) of an atom A, and λ refers to

AOs of another atom B. The “one centre one electron” energy is Uµµ and γµν and

hµν are “1centre” Coulomb and exchange integrals, respectively. In Ridley and

Zerner’s modified INDO method, γµν ’s are set to be equal for s and p orbitals,

such that γss = γsp = γpp = γAA and γAA is estimated as the difference between

the ionization potential (IP) and electron affinity (EA) of atom A. The exchange

integrals hsp and hpp are written using SlaterCondon parameters, hsp = (1/3)G1
sp

and hpp = (3/25)F 2
pp, derived from atomic spectral nature. The average energy of

an atomic configuration skpm is thereby given as:

E(skpm) = kUss +mUpp +
1

2
k(k − 1)γ̄ss +

1

2
m(m− 1)γ̄pp + kmγ̄sp (1.37)

Since, energy difference of two atomic configurations and the experimental ion-

ization energy Iµ gives Uµµ, and Is = E(sk−1pm) − E(skpm) and Ip = E(skpm−1) −
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E(skpm), Uss and Upp are thereby calculated. The relation between resonance inte-

gral (βµλ) and overlap integral Sµλ is therefore given as,

βµλ = fµλ (βµ + βµ)Sµλ (1.38)

and, fµλ is taken as 1.267 and 0.585 for σ and π orbital overlaps, respectively.

In ZINDO calculations of triplet excited states, recommended value of fππ = 0.680

(instead of fππ = 0.585) is considered.

In the beginning, the ZINDO scheme was parameterized for elements H, C, N,

and O atoms and the original parameterization scheme considered Ip and β for

O atom to be equal to 17.28 and 34 eV. Later on, the values were replaced by

15.88 and 54 eV, respectively. Owing to the fact that some of the integrals are

neglected within the INDO scheme, the other integrals should be averaged in order

to retain the rotational invariance of the method. Recent advancement in higher-

level ab initio computations of excited state properties has opened the door for

development of a modified method of higher predictive accuracy. ZINDO method

is presently implemented in various quantum chemical software packages in order

to calculate vertical excitation energies and properties of molecules having large

number of atoms and cannot be applied to optimize molecular geometries or to

search for transition-state structures, for which we need to rely on QM or molecular

mechanics (MM) methods. The INDO/S scheme is not recommended for calculation

of the ground-state energetics including heats of formation, relative energies of

isomers and conformers, activation barriers, and intermolecular interactions and

it is to be noted that like other semiempirical methods, INDO/S also suffers from

occasional drawbacks, and therefore, it is necessary for preliminary test calculations

to understand reliability for a particular system.

In this thesis, we have also presented works using ZINDO calculations to under-

stand the manifold of excited states in a dipolar chromophore (Chapter 4).
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1.3.6 Model Hamiltonians and Density Matrix

Renormalization Group (DMRG) Theory

1.3.6.1 Second Quantization

Taking the clue from Eqn. 1.25, a model Hamiltonian can be constructed for

the π-electrons only. In general terms it can be separated into a one-electron and a

two-electron part, as below:

Ĥπ = Ĥ1elec + Ĥ2elec (1.39)

The formalism of second quantization, also called canonical quantization, is used

to describe and analyze quantum many-body systems. The idea, first introduced

by Dirac and developed later by Fock and Jordan, deals with fields (typically as

the wave functions of matter) which are thought of as field operators, in a manner

similar to how the physical quantities (position, momentum, etc.) are thought

of as operators in first quantization. This introduces the concept of creation and

annihilation operators to construct and handle Fock states. In Eqn. 1.39, the “1elec”

part is assumed such that the π electrons move in an effective field of nuclear

attraction and the electron repulsion of all σ electrons. The “2elec” part denotes

the e-e repulsion felt by the π electrons due to the other π electrons. If the “1elec”

part is represented by the Hamiltonian matrix hµν and the “2elec” part includes all

possible repulsion integrals [125], the total Hamiltonian becomes:

Ĥπ =
∑
µν

hµνÊµν +
1

2

∑
µνµ′ν′

[µν|µ′
ν

′
](ÊµνÊµ

′
ν
′ − δνµ′ Êµν

′ ) (1.40a)

Êµν =
∑
σ

â†µ,σâν,σ (1.40b)

In Eqn. 1.40b â†µ,σ is the creation operator (the basic object of second quantiza-

tion) and âµ,σ is the annihilation operator, of an electron with spin σ in the µth π

orbital, while, [µν|µ′
ν

′
] is the “2elec” integral given in cloud charge notation.
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1.3.6.2 Zero Differential Overlap (ZDO) to Hubbard Model

The Hubbard Model, though can be derived from Eqn. 1.40a, was put on paper

independently by Kanamori [126], Gutzwiller [127] and Hubbard [128, 129] in the

1960s, on a different context of ferromagnetism in metals. The ZDO approximation

[130] curbs the non-zero electron repulsion integrals to those of the form [µµ|νν],

which means that the “2elec” integrals are non-zero only when charge density of

one electron is present fully in an orbital µ and for the other electron in ν. Since

the Hubbard Model too restricts the non-vanishing “2elec” integrals to the type

[µµ|µµ], it is thus written as:

ĤHubbard =
∑
µσ

αµâ
†
µσâµσ +

∑
⟨µν⟩σ

tµν

(
Êµν + h.c.

)
+
U

2

∑
µ

n̂µ (n̂µ − 1) (1.41)

The Hubbard Hamiltonian therefore includes αµ which is the orbital or site

energy at site µ, tµν which is the resonance or transfer integral between the bonded

sites, h.c. which is the Hermitian conjugate, n̂µ which is the number operator at

site µ. It also includes the on-site repulsion integral (U), which is taken to be the

absolute difference of the ionization potential (IP) and electron affinity (EA) of the

atom. The first two terms of Eqn. 1.41 makes up the Hückel Hamiltonian where the

“2elec” integrals are completely neglected and the Hamiltonian matrix of the “1elec”

part is considered to have non zero elements along the diagonal and for the pair of

π orbitals µ, ν, located on atoms connected by a σ-bond. The Hückel Hamiltonian

has been widely used earlier for its simplicity and the physical interpretation it

provides [131, 132].

In its simplest form the Hubbard model is a one-parameter model involving U

for the fact that all the energies can be scaled in units of t. It is the simplest model

that incorporates the essence of electron correlations and has been widely studied

over decades.

1.3.6.3 Pariser-Parr-Pople (PPP) Model

Almost a decade earlier than Hubbard model was derived, Pariser and Parr [133],

and Pople [134] independently derived another Hamiltonian from Eqn. 1.40a, using
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ZDO approximation. This model has been since used for the study of electronic

states of conjugated systems and here a site chemical potential is used in the intersite

interaction part so that all the Carbon sites remain electrically neutral when they

are singly occupied. This can be possible when zµ is considered equal to 1 in

Eqn. 1.42 as given by:

ĤPPP = ĤHubbard +
∑
µ>ν

Vµν (n̂µ − zµ) (n̂ν − zν) (1.42)

Here, the off-site electron repulsion integrals Vµν are interpolated smoothly be-

tween U for zero intersite separation and e2/r12 for intersite separation leading to

infinity, thereby by-passing explicit calculation of repulsion integrals. In the Ohno

interpolation scheme, developed by Ohno [135] and Klopman [136], Vµν is expressed

as:

Vµν = 14.397

(
28.794

(Uµ + Uν)2
+ r2µν

)−0.5

(1.43)

where, rµν is the distance between µ and ν sites and is in Å unit, while, U and V

are in eV.

The PPP model hasn’t been solved analytically, unlike Hubbard model in 1D

and the numerical exact solutions are restricted to systems with about 16 orbitals

at half-filling. The model has been successful for studying low-energy excitation

spectrum of many conjugated systems of interest and the parameters for C and N

atoms are fairly well standardized. The results obtained with PPP model are in

good agreement with the experimental results.

1.3.6.4 Density Matrix Renormalization Group

Density matrix renormalization group (DMRG) [137, 138] is a numerical algo-

rithm for the efficient truncation of the Hilbert-space of low-dimensional strongly

correlated quantum systems, based on a general decimation rule. This has been

accepted as having unprecedented precision in describing 1-dimensional quantum

systems. It relies on the concept of reduced density matrix and was introduced by

Steven R. White in 1992. DMRG is used for a variety of problems; for example,

to treat very large systems with hundreds of spins, to provide accurate results for
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ground state energies and gaps for low-dimensional system, etc.

� Infinite System DMRG

In the infinite system DMRG, one starts with a small number of sites, which

is called Superblock (see Fig. 1.7(a)). Using ED, one creates the Hamiltonian

of the superblock, then by diagonalization of this Hamiltonian matrix we can

get the wavefunction |ψ⟩ =
∑

LR CLR|L⟩|R⟩. This helps to obtain the reduced

density matrix (ρLL′) of the left block: ρLL′ =
∑

R C
∗
LRC

∗
LR.

Figure 1.7: (a) Schematic diagram for superblock showing left (L) and right (R) blocks,
(b) Superblock structure with left and right block in the density matrix basis
(µ, µ

′
) and two new sites in site basis (σ, σ

′
)

.

Diagonalization of ρLL′ gives a set of eigenvalues and eigenvectors, from which

m eigenvalues corresponding to m largest eigenvectors are kept. Then a trans-

formation matrix On,m is formed, where n is the actual dimension while m is

the cutoff dimension. Using On,m the Hamiltonian is renormalized, along with

the required operators of the left and right blocks into density matrix eigen-

vectors (DMEV) basis, such that: Âm×m = O†
m×nAn×mOn×m. Now, adding

two sites in the middle (see Fig. 1.7(b)) the Hamiltonian matrix of the su-

perblock is constructed in the basis |µ, σ, σ′
, µ

′⟩, after which the Hamiltonian
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matrix is diagonalized to get the ground state wave function ψ(µ, σ, σ
′
, µ

′
).

This process is repeated again by forming half block reduced density matrix,

transformation matrix, half block Hamiltonian operators and the other opera-

tors. Further, two new sites are added and the same methodology is repeated

till thermodynamic limit is achieved or the energy converges. If the finite

DMRG is of one’s interest, the infinite DMRG scheme is adopted till that

particular system size is achieved and then one proceeds for finite-DMRG

method.

� Finite System DMRG

To improve the accuracy achieved using Infinite size DMRG method, Finite

size DMRG is done. Once the desired system size (say, N) is reached, the L

and R block operators are stored, and the length of the L block is increased

by adding one site from the R block, keeping N fixed (see Fig. 1.8). Thus the

superblock structure now has L+ 1 on left and R− 1 on right, with two sites

in between. The superblock Hamiltonian is then diagonalized following the

same routine as the Infinite size, till one reaches N −3 sites on L block and R

block has one remaining site. Then the size of the L block starts decreasing,

with increase in R block size, such that at the end there are N
2

− 1 sites on

both L and R blocks. This marks the completion of one interation or one full

sweep, called finite size sweeping. Similar to the case of Infinite size again,

here too one obtains now the ground state wave-function ψ(µ, σ, σ
′
, µ

′
) and the

desired properties are calculated, like bondorder, charge density, correlation,

spin density, etc.

If the L and R block operators are denoted by OL
i and OR

j , respectively, the

basis sets for L block is |α⟩ = |µσ⟩ or ⟨α′ | = ⟨ντ |, and for the R block is

|β⟩ = |µ′
σ

′⟩ or ⟨β ′| = ⟨ν ′
τ

′|. Thus the ground state wave-function in the

DMRG basis is:

|ψ⟩ =
∑
αβ

Cαβ|αβ⟩ (1.44)

Hence, the expectation value of any operator OL
i , like spin density or charge
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Figure 1.8: One finite size sweeping of Finite System Size DMRG, for system size N

.

density, is given as:

⟨ψ|OL
i |ψ⟩ =

∑
αβ,α

′

C∗
α′β
Cαβ⟨α|OL

i |α
′⟩ (1.45)

And, the corresponding correlation functions of L and R block is thus written

as:

⟨ψ|OL
i O

R
j |ψ⟩ =

∑
αβ,α′β′

C∗
α
′
β
′Cαβ⟨α|OL

i |α
′⟩⟨β|OR

j |β
′⟩ (1.46)

To find four-point correlation function, or correlation function from same

block corresponding product operators renormalized in every infinite and fi-

nite DMRG steps are required to be kept.
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[82] M. Göppert-Mayer, Annalen der Physik 401, 273 (1931).



1.3. THEORETICAL MODELS AND METHODS 43
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Chapter 2

Study of Aggregates of Quadrupolar

Chromophores�

2.1 Introduction

Energy transfer and energy delocalization are two very important phenomena in

the definition of properties, and particularly of the spectral properties of molecular

functional materials. Both these phenomena are driven by intermolecular electro-

static interactions. Energy transfer involves two different molecules, an energy-

donor and an energy-acceptor. Upon excitation of the donor molecule, the energy

can be transferred to a nearby acceptor, by an incoherent process [1–3]. Electro-

static interactions driven energy transfer are capable of going to quite large distances

(∼ 100 Å), but energy transfer requires an energy matching (resonance) between

the de-excitation energy of donor from the relaxed to excited state and the ab-

sorption energy of the acceptor. On the other hand, energy delocalization occurs

when electrostatic interactions are larger than the difference between the energies

of nearby excited molecules, thereby giving rise to Frenkel excitons [4, 5]. Energy

delocalization governs the spectral properties of molecular crystals and aggregates,

�Works reported in this chapter are published in: S. Sanyal, A. Painelli, S. K. Pati, F. Terenziani
and C. Sissa, Phys. Chem. Chem. Phys., 2016, 18, 28198.
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where intermolecular distances are comparable to or even smaller than the sum

of van der Waals radii. The point dipole approximation is used as the simplest

approach to model intermolecular electrostatic interaction in both energy transfer

and delocalization and to explain their measurable effects. In this approximation,

the probability of Förster resonance energy transfer (FRET) is proportional to the

squared transition dipole moments of relevant transitions of the energy-donor and

acceptor molecules, while the exciton splitting for a dimeric aggregate is propor-

tional to the inner product of the transition dipole moments of nearby molecules

[4–7]. Hence, in case of dipolar approximation, only bright states (i.e the opti-

cally allowed states, having a sizeable transition dipole moment from the ground

state) are of relevance for both energy-transfer processes and exciton delocaliza-

tion. However the dipolar approximation fails whenever intermolecular distances

are comparable to or smaller than the molecular dimensions, a fairly common sit-

uation, in molecular aggregates and crystals. The involvement of dark (optically

forbidden) states in energy transfer processes has also been widely studied [8–14].

Another usually adopted approximation amounts to neglect the molecular polar-

izability; assuming that the charge distribution of each molecule remains unaffected

(in the ground or excited state) by the presence of other molecules nearby. Hence,

it is a fairly poor approximation for largely polarizable molecules in molecular ag-

gregates and crystals where intermolecular distances are considerably small [15, 16].

Aggregates of quadrupolar chromophores have been theoretically investigated in

the host laboratory several years ago [14], suggesting quite impressive effects of the

TPA spectra. In view of the large TPA cross section of quadrupolar dyes, their ag-

gregates and more specifically their nanoparticles are worthy of a detailed study. In

this work we will address two families of quadrupolar compounds, Boron-difluoride

Curcumin (or BFC as we will call them hereafter) and squaraines (SQ), see Fig. 2.1.

Curcumin-based materials are very interesting because of the large amount of data

available for solvated dyes, crystals and organic nanoparticles (ONPs). These data

allow us to do a detailed analysis, also supported by TDDFT calculations, in order

to validate ESM models for aggregates of quadrupolar dyes. Squaraine dyes are

extremely interesting for TPA applications in view of their huge TPA cross-section,

and the study of their aggregates helps to illustrate the limitations of the standard

exciton model for this class of highly polarizable dyes.
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Figure 2.1: Investigated molecules (1) Boron-difluoride curcumin (BFC), (2) commer-
cially available squaraine (SQ0) and (3) PySQ.

2.2 Computational Details

All quantum chemical calculations were carried out using Density Functional

Theory (DFT), as implemented in Gaussian 09 [17] software package using the

6-31+g(d) basis set for all atoms. We confirmed the stability of the obtained ge-

ometries by ruling out the presence of any unstable vibrational modes. The ground-

state geometry of the isolated BFC molecule (Fig. 2.1, molecule 1) was optimized

in gas phase using B3LYP (Becke, three parameter, LeeYangParr) [18, 19] hybrid

exchange and correlation energy functional, while the long-range dispersion cor-

rected non-local energy functional, ωB97XD [20], was employed for the geometry

optimizations of dimeric structures to account for dispersion corrections. The sol-

vation effects for dichloromethane (DCM) were taken into account adopting the

polarizable continuum model (PCM) [21].

Time Dependent Density Functional Theory (TDDFT) calculations were car-

ried out using Long-Range Corrected (LRC) version of B3LYP, which is Coulomb

Attenuated Method (CAM-B3LYP) [22] and 6-31+g(d) basis set for all atoms. The

LRC functional was used to describe the CT states better. For BFC, TDDFT calcu-

lations were done for both gasphase and DCM solvent. We extracted two different

geometries twisted (T) and planar (P) (see Fig. 2.2 and explained in Section 2.3.2)
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of the dimeric structure of BFC from the crystal structure reported [23] and the

spectral properties were investigated with increasing the intermolecular distance for

both the geometries.

Figure 2.2: Two different dimer conformations BFC can be identified from X-ray data
of crystal [Ref. [23]]: a twisted structure (T) and a planar (P) struc-
ture. In the crystal structure, a tetramer of the kind T-P-P-T can be sin-
gled out. [Grey=Carbon, White=Hydrogen, Cyan=Fluorine, Pink=Boron,
Red=Oxygen]

For the linear or One-Photon Absorption (OPA), the transition intensity is ex-

pressed in terms of the oscillator strength, a dimensionless quantity, calculated for

a v → v′ transition as:

fosc =
2m

e2ℏ2
(ϵv′ − ϵv)|µvv′|2 (2.1)

where, ϵv′ − ϵv is the excitation frequency from the |0⟩th state v to the |n⟩th state

v′ and µvv′ denotes the electric dipole moment operator.

TPA cross-section calculations are done using the DALTON 2015 package [24]

for BFC in gasphase for the monomer and dimer in gasphase, as well as for monomer

in solvent. We have maintained the same level of theory as for OPA calculations

within G09. The TPA intensity or δTPA for a linearly polarized monochromatic

beam of light is expressed as [25–27] :

δTPA(ω) =
∑
k,l

2Skk(ω)Sll(ω) + 4Skl(ω)Skl(ω) (2.2)



2.2. COMPUTATIONAL DETAILS 51

Here, S(ω) denotes the TPA tensor [24] and the TPA cross-section assumes a

Lorentzian bandshape, and is expressed as:

σTPA(ω) =
4π3αω2a50

15cΓ
δTPA(ω) (2.3)

where, α, a0 and c refer to the fine structure constant, Bohr radius and speed of

light in vacuum, respectively, while Γ is the full-width half-maximum (FWHM) of

the bandshape and is typically set to 0.1 eV.

2.2.1 ESM Study for Aggregates of Quadrupolar Dyes

As discussed in Ref. [14], ESMs for aggregates of CT dyes can be built easily

starting from the few electronic essential states that describe a monomer (discussed

in Section 1.3.1.2) and thereby constructing the basis for the aggregate as the direct

product of the monomer basis states. For an aggregate of quadrupolar dyes, where

3 basis states are needed to describe a monomer, an N-molecule aggregate requires

3N states, making it possible to do calculations on fairly large systems.

In bottom-up modeling strategy, the Hamiltonian for the aggregate is con-

structed as the sum of the molecular Hamiltonians. The only additional terms

introduced are the electrostatic interactions among molecules (see Fig. 2.3). Along

the same lines as the Mulliken approximation, only interactions among zwitterionic

basis states are considered.

Here we estimate relevant interactions based on an extended dipole approxima-

tion, i.e., putting a positive/negative poing charge at the location of the D+ and

A− sites, respectively. In these conditions relevant interactions are fully defined by

geometrical parameters, as described below for slipped and fan geometries (see also

Figs. 2.4 and 2.5).

V1 =
e2

4πϵ0

 2√
d2 + r2

− 1√d+ l
2

+ r2
− 1√l − d

2

+ r2

 (2.4)
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Figure 2.3: Panel (a): Sketch of Three state model for quadrupolar dye. Panel (b): Ex-
citon picture for a dimer (made up of monomers a and b). Panel (c): ESM
for a dimer. Interaction terms V1, V2 and V3 for a linear dye are explained
in Eqns. 2.4, 2.5 and 2.6.

V2 =
e2

4πϵ0

 1√
d2 + r2

+
1√− d+ 2l
2

+ r2
− 1√l − d

2

+ r2

 (2.5)

V3 =
e2

4πϵ0

 1√
d2 + r2

+
1√d+ 2l
2

+ r2
− 1√l + d

2

+ r2

 (2.6)

V4 = V1 (2.7)

For the angled or “Japanese-fan type” geometry for the squaraines studied,
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Figure 2.4: Point charge interactions in the dimer arranged in face-to-face of J -type ge-
ometry

another parameter is introduced based on the acute angle created while moving

from an aligned J -type aggregation, (α) (see Fig. 2.5). The interactions are as

follows:

V1fan =
e2

4πϵ0

1

r
+

1r + 2lcosα
 − 2√lsinα2

+
d+ lcosα

2

 (2.8)

V2fan =
e2

4πϵ0

 1

r + 2lcosα
+

1r + 4lcosα
 − 2√lsinα2

+
d+ 3lcosα

2


(2.9)

V3fan =
e2

4πϵ0

 1

r + 2lcosα
+

1√2lsinα
2

+
r + 2lcosα

2
− 1√lsinα2

+
r + lcosα

2
− 1√lsinα2

+
r + 3lcosα

2


(2.10)

V4fan = V3fan (2.11)
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Figure 2.5: Point charge interactions in the “fan” geometry

Once the electronic Hamiltonian is set up for the aggregate, it can be diagonal-

ized and relevant eigenstates are used to calculate spectral properties, using general

expressions discussed in Chapter 1. The dipole moment operator of the aggregate

is the vectorial sum of the dipole moment operators of each dye.

2.3 Curcumin Dyes and their Aggregates

Boron-difluoride curcumins (BFC) and their spectral properties have been stud-

ied by D’Aleo et al. [23] recently with interesting results. Curcuminoid dyes,

in general, show marginal solvatochromic behaviour in absorption spectra and a

marked solvatochromism in emission [28, 29], in line with the behaviour of Class I

quadrupolar dyes [30]. BFC is from a family of π-conjugated chromophores con-

taining a centrally located β-diketone unit. The presence of the central dioxaborine

ring as a strong electron acceptor unit with the two electron donors as the terminal

groups ends marks it as a strong TPA active chromophore [31–33]. Hence, they can

be put into the category of Class I quadrupolar dyes [15] and the weak absorption

solvatochromic behaviour can be attributed to the V-shaped nature of the complex

[34, 35].

In case of ONPs based on BFC, OPA spectra shows a hypsochromic shift and

is broadened in comparison to the spectra in solution, while in case of emission a

considerable redshift is observed. Similar nature of emission spectra is also visible

for crystals. There is a marginal effect on the spectral position of TPA band with

a comparatively weaker enhancement in intensity for ONPs. This kind of spectral
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behaviour of the aggregation for BFC dyes can be rationalized in line with the

Exciton picture, also the strong suppression in fluorescence intensity is consistent

with the definition of H -aggregation [23]. Furthermore, the marginal aggregation

effects in TPA are consistent with the exciton picture too.

2.3.1 Modeling the isolated BFC

2.3.1.1 The ESM for BFC

As discussed in the Section 1.3.1.2, the three state electronic model for quadrupo-

lar dyes is fully described in terms of two parameters, z and τ , which can be fixed

against the experimental values for the frequency of the OPA and TPA transitions,

ωgc and ωge, respectively, based on expressions in Eqn. 1.23.

Experimental results in Ref. [28] has been fixed as ℏωgc = 2.54 eV and ℏωge =

3.22 eV, leading to z=0.94 eV and τ=0.93 eV, corresponding to ρ = 0.21. In the

following paragraphs we will not introduce any coupling with vibrational modes,

so that the only additional parameters needed for the calculation of optical spectra

are the dipole moment µ0 associated with the charge-separated state (D-A−-D+)

and the intrinsic linewidth for optical transitions. These two numbers are fixed as

µ0= 20 D and Γ = 0.28 eV to reproduce the experimental intensity and linewidth of

the linear absorption. A more extensive analysis also including electron-vibration

coupling and polar solvation could allow us to describe in detail the solvatochromism

of BFC. However, here we only use ESM as a basis to investigate aggregation effects,

so we have not undertaken a complete modeling of BFCs. The exciton model leads

to a reasonable picture for BFC aggregates, suggesting a moderate polarizability

of the curcumin structure. However it is useful to investigate how ESM approach

performs on these systems.

For future reference, we also undertook a detailed TDDFT study of BFC molecule

in the gas phase and in solution. Tables 2.1 and 2.2 tabulate the main experimental

and TDDFT results, respectively. In the visible range, two transitions are seen, the

lowest-energy transition (at 2.54 eV in DCM) corresponds to the |c⟩ state and is

strongly allowed in OPA and has just a weak TPA intensity, while the second tran-

sition (3.22 eV in DCM) is assigned to the |e⟩ state and is strongly TPA-allowed

but with weak OPA intensity.
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Table 2.1: Experimental Data from Ref. [23] for BFC in DCM.

Transitions Transition Molar extinction σTPA

wavelength(eV) coefficient (M−1 cm−1) (GM)

g → c 488 nm (2.54 eV) 75480 < 10
g → e 385 nm (3.22 eV) ∼10000 155

Table 2.2: TDDFT Calculations for BFC at CAM-B3LYP/6-31+g(d)level of theory
in for T and P monomer Gasphase and DCM.

System Transitions Transition Oscillator Nature of σTPA

wavelength Strength Transitions (GM)
nm (eV)

Gasphase of g → c 378 nm (3.28 eV) 2.11 h → l (90%) 17
P crystal g → e 304 nm (4.08 eV) 0.08 h-1 → l (90%) 2030
geometry

Gasphase of g → c 372 nm (3.33 eV) 2.04 h → l (90%) 21.5
T crystal g → e 302 nm (4.10 eV) 0.10 h-1 → l (90%) 1950
geometry

Optimised g → c 391 nm (3.17 eV) 2.15 h → l (91%) 15
in Gasphase g → e 312 nm (3.98 eV) 0.07 h-1 → l (89%) 2170

Optimised g → c 437 nm (2.84 eV) 2.34 h → l (90%) 31.2
in DCM g → e 335 nm (3.69 eV) 0.09 h-1 → l (88%) 4930

Table 2.2 lists the spectral properties calculated in the gasphase for BFC dye in

the two crystallographically inequivalent geometries T and P (Fig. 2.2) and its opti-

mized geometry in gasphase and DCM solvent. In Figs. 2.6 and 2.7 the KS orbital

plots and energy levels for the two inequivalent (twisted and planar) monomer units

geometry, for the optimized geometry for the gasphase and solvent, the variations in

the orbital structure being minimal. In all cases, in line with experimental results,

the lowest transition (g → c) has a large oscillator strength, but a very weak TPA

cross-section, while the second transition (g → e) is partially allowed in OPA and
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shows a strong TPA activity. Note here, that the Dalton estimate of σTPA assumes

a linewidth Γ = 0.1 eV as mentioned before. Hence, to account for the broader

experimental linewidth the estimated σTPA value should be reduced by a factor of

3. When compared with the experiment, TDDFT transition energies are found to

be over-estimated by ∼0.8 eV. As expected, TDDFT results in solvent agree better

with experimental results than gas-phase results (see Table 2.2).

Figure 2.6: FMO plots for (a) the twisted and (b) the planar monomers (crystallographic
geometry, gas phase).

Figure 2.7: FMO plots for curcumin monomer for optimized geometry in (a) gas phase
and (b) DCM solvent.
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2.3.2 Modeling BFC Dimers

ESMs can be easily set up and diagonalized to describe fairly large aggregates of

quadrupolar dyes, the relevant basis set increasing with 3N , where N is the number

of molecules in the aggregate. On the other hand, doing TDDFT calculations on

large aggregates is has a limitation, thus to validate ESMs against TDDFT we

compare in this chapter results obtained by the two methods for dimeric structures.

The reported crystal stucture of BFC in Ref. [23] highlights the existence of

two monomer conformations (see Fig. 2.2), namely a planar (P) and twisted (T),

and they form a tetrameric arrangement T-P-P-T (see Fig. 3.9). We performed

TDDFT calculation for both T-P and P-P dimers. Further calculations were also

done at some artificial geometries where the intermolecular distance (l) has been

steadily increased in each step by 1 Å, upto 9 Å. In the Fig. 2.8 the relevant

Kohn-Sham Frontier Molecular Orbitals (FMO) are shown for two intermolecular

distances, the crystallographic geometry of 3.74 Å and an increased 6.74 Å. The

transition energies for these distances are also tabulated in Table 2.3. Analogous

results for the T-P dimer can be found in Appendix A.

For the sake of clarity, we have denoted the FMOs for monomer with lowercase

letters h and l, referring to the HOMO and LUMO, respectively. Dimer orbitals are

instead referred to with uppercase letters H or L. Here, each pair of equivalent MOs

gives rise to two dimer orbitals and they are degenerate at large distances, while

being weakly interactive at the crystal geometry (3.74 Å). The splitting calculated

in this geometry is ∼0.2 eV. As shown in Fig. 2.8, the h→l or c transition of the

monomer gives rise to four transitions in the dimer, corresponding to two local c

transitions on each monomer (ca and cb in Fig. 2.8) and two intermolecular charge

transfer or CT transitions. The two local transitions combine into the C1 and C2

dimer exciton states. Also, the h-1→l or e transition of each monomer gives rise to

E1 and E2 dimer exciton states and the CT . We have mapped the main transitions

for the dimers into the linear combinations of MO transitions to ca, cb and ea, eb

transitions and of the CT transitions in Fig. 2.8 and Table 2.3.
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Figure 2.8: (a) FMO of BFC monomer, (b) sketch of the transitions expected for the
dimer based on the monomer FMO, (c) FMO for the dimer at r = 6.74 Å,
and (d) FMO of the dimer in the crystallographic geometry, at r = 3.74 Å.
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For larger intermolecular distances, the CT contribution to low energy excitons

is nominal and the first four excited states for the dimer can be safely mapped

to the C1, C2, E1 and E2 states (refer to Table 2.3). At shorter distances, the

energy of the CT states decrease and this makes the excitation spectrum pretty

crowded. The two lowest energy states arising from the monomer c-excitations can

be assigned to C1 and C2, while the one arising from monomer e-excitation can

be assigned to E1 and E2. A similar analysis for varying intermolecular distances

has been put in Appendix A , allowing to estimate the energies of the four excition

states (see Fig. 2.9).

To compare with ESM, having already parametrized the 3-state model for the

monomer in the previous section, we needed the geometrical parameters. The length

of the molecular arm has been set to 6.5 Å and for the P-P dimer the lateral shift d

has been fixed to 3.05 Å. The intermolecular distance (r) has been varied from 3.74

Å upto 7.74 Å, increasing by 1 Å in each step (as discussed earlier). The first four

excited states of the dimer are relevant to spectroscopy, corresponding to the low

and high-energy state of the exciton-splitted c-state and of the high-energy state of

the exciton-splitted e-state. Relevant energies are reported in Table 2.4. Higher

energy states correspond to the states where both molecules are excited and are

irrelevant to spectroscopy.

The first two excited states arise from the exciton splitting of the molecular c

states, the lowest energy state C1 being dark, and the spectral intensity from the

two molecules is shifted to the second excited state C2, as happens in case of H -

aggregates. The second pair of states E1 and E2 arise from the e molecular states.

Beyond the dipolar approximation, the splitting arises due to excitonic effects,

indeed both the states are dark in OPA. The TPA intensity from the molecular

e state is found on E2, while we cannot see E1 in either OPA or TPA spectra.

The C2-C1 and E2-E1 splittings both decrease with the increasing intermolecular

distance (r) and the E2-E1 gap decreases faster than C2-C1. As expected, the

dipolar approximation improves upon increasing r.

In Fig. 2.9 comparison has been drawn for the energies of the four exciton states

as obtained from TDDFT and ESM. The absolute energy of course needs renor-

malization, but the r dependence of the energies and the energy gap or splittings

corroborate well. Inspite of the fact that ESM is quite simple, it offers a reliable



62 Chapter 2.

Table 2.4: ESM results for BFC monomer and dimer. Essential-state parameters
for BFC: z = 0.94 eV; τ = 0.93 eV, µ0 = 20 D, Γ = 0.28 eV.

System States Transition Oscillator δTPA (a.u.)
wavelength (eV) Strength (σTPA (GM))

Monomer
c 2.56 0.8 0
e 3.23 0.0 4.4x105

(1100)

Dimer at

r=3.74 Å

C1 2.35 0.0 0
C2 2.79 1.6 0
E1 3.21 0.0 0
E2 3.34 0.0 2.9x105

(830)

Dimer at

r=6.74 Å

C1 2.48 0.0 0
C2 2.68 1.6 0
E1 3.22 0.0 0
E2 3.28 0.0 4.8x105

(1360)

Figure 2.9: OPA (red) and TPA (black) transition energies calculated for the P-P cur-
cumin dimer at variable intermolecular distance. ESM results (circles) are
compared with TDDFT results (crosses). To facilitate the comparison,
TDDFT results are rigidly downshifted by 0.83 eV for TPA and by 0.69 eV
for OPA.
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description of the spectroscopic effects of intermolecular interactions, both allowed

as well as dark states. This suggests that though the CT states enter into play at

quite close distances, their effect on the spectral properties can be neglected to a

first approximation.

Figure 2.10: OPA (red) and TPA (black) transition energies calculated for the T-P cur-
cumin dimer at variable intermolecular distance. ESM results (circles) are
compared with TDDFT results (crosses).

On similar lines, results were obtained for the T-P dimer too (see Fig. 2.10). To

facilitate the comparison in Fig. 2.10, TDDFT results are rigidly downshifted by

0.83 eV for TPA and by 0.69 eV for OPA.

2.3.3 Bigger Aggregates of BFC

After validating ESMs against TDDFT on the dimers of BFC, bigger aggregates

were focussed on, which are otherwise difficult to handle with TDDFT due to the

increasing number of atoms. In this section, one-dimensional arrays are considered,

consisting of equivalent molecules. For the sake of simplicity, we have only ac-

counted for nearest neighbour interactions (see Fig. 2.11). Though this presents an

oversimplified view of the system, most part of the experimentally obtained results

have been explained well. The experimental geometry has been modeled fixing the

intermolecular distance r = 4 Å and the lateral shift d = 3 Å. The results in the
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top panel of Fig. 2.11 show a marked blueshift in OPA spectra with respect to the

monomer, as expected for H -aggregates. Furthermore, the presence of a dark state

(marked by ⋆ in the figure) at low energy supports the suppressed fluorescence in

the aggregate. In the lower panel, a comparison has been drawn for a different

geometry, corresponding to a J -aggregate, and in this case the OPA spectra is red-

shifted with respect to the monomer, and being the lowest energy state supports

the fluorescence properties for the J -aggregates.

Figure 2.11: Left panel shows the sketch of geometrical arrangements of aggregates of
curcumins and geometrical parameters. Right panel depicts the calculated
spectra for selected geometries of BFC aggregation. n is the number of
monomers. Continuous and dashed lines refer to OPA and TPA spectra,
respectively. The star (⋆) marks the position of the lowest energy dark state
(C1). In order to compare the results obtained for systems of different dimen-
sions, OPA and TPA intensities were divided by the number of molecules.

The ESM results obtained in the top panel of Fig. 2.11 modeled on the ba-

sis of the crystallographic geometry (most probably similar geometry exists in the

ONPs) predicts the H -aggregates and agrees with the experimental results too. In

the experimental spectra the OPA of the ONPs are blueshifted with respect to the

solvated dye and the fluorescence of both powders and nanoparticles is largely sup-

pressed (the residual redshifted fluorescence observed in powders and nanoparticles
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can be ascribed to the activation of dark state in the top panel of Fig. 2.11, due to

molecular vibrations or to minor deviations from perfect alignment). The experi-

mental TPA of ONPs is marginally affected by intermolecular interactions and the

ESM predicts minor spectral shift in TPA bands, in agreement with the experiment.

2.4 Modeling Aggregates of Squaraine Dyes

Squaraines are quite popular in the field of non-linear optical applications for

their large TPA cross-section [36–43]. These molecules are characterized by a large

mixing of the N and Z+ states (see Section 1.3.1.2), and they belong to the Class

II quadrupolar chromophores due to their marginal solvatochromic nature both in

absorption and emission spectra [30]. The OPA active state of squaraines is located

at approximately half of the energy of the TPA active state, and this causes the

large (pre)-amplification of the TPA intensity [40]. Due to the large mixing of the

diabatic states in squaraines, they are highly polarizable and hence, large deviations

from the Exciton Model is expected.

As discussed in the literature, TDDFT offers unreliable results for squaraines,

mainly due to the biradicaloid character of the chromophore [44–46]. Symmetry

Adapted Cluster/Configuration Interaction (SAC-CI) methods have been shown to

be more reliable compared to TDDFT for this class of systems, mainly because of the

fact that the charge depletion regions are localized on the central C4 or squaraic

acid ring of squaraines. These studies have shown the biradicaloid character of

these dyes and it has been found that the orbital interactions and the C-C-C angle

in the central ring of squaraines play a dominant role in their near infrared (NIR)

absorption rather than D-A-D phenomenon. Here, therefore, ESMs have been used,

where though the model is oversimplified, does not suffer from the drawback of the

biradicaloid nature of the central ring, unlike TDDFT. ESMs do not account for the

localized excitations, including excitations involving oxyallyl ring [44], but captures

the fundamentals of the low-energy transitions of this family of chromophores [30,

34, 47], thereby offering a simple strategy to account for the subtle role of molecular

polarizability in aggregates.
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2.4.1 H -Aggregates of SQ and ESM Study

In this section, we have analyzed the behaviour of squaraine dimers in con-

trolled geometry, with reference to the experimental work in Ref. [48], carried

out on squaraine dimers, in controlled geometry (see Fig. 2.12). Three different

geometries have been explored, namely (a) rigid doubly bridged squaraine dimer

in a face-to-face arrangement CSqmX, (b) series of bissquaraines connected by

simple polymethylene spacers SqMnSq (n=2-10), and (c) restricted xylyl-bridged

squaraines, SqXxSq (x= o-, m-, p-).

Figure 2.12: Squaraines studied as dimer aggregates in controlled geometry. [Reprinted
(adapted) with permission from Liang et al. J. Am. Chem. Soc. 1997, 119,
830 [Ref. [48]]. Copyright (1997) American Chemical Society.]

CSqmX shows a blueshifted band with respect to the monomer and is non-

fluorescent, which is characteristic of H -aggregates. For the SqMnSq series, two

absorption bands have been observed, at the same energy as the monomer - a

blueshifted band and an intense redshifted band with respect to the monomer.

For n=10, however, a single band is observed as for the monomer, which shows

negligible interchromophoric interactions. Also a redshift in fluorescence is observed,

compared to the monomer, where the intensity gets strongly suppressed for smaller

n values. Similar behaviour is also found in case of SqXxSq.
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Figure 2.13: Calculated spectra for selected geometries of dimers of squaraine 1 [Ref.
[48]]. The ⋆ indicates the spectral position of the lowest dark c state (⋆ is
not shown in panels d and e, since both c-states are bright). ESM parameters
are: z = 0.44 eV and τ = 1.05 eV. The length of the molecular arm is fixed
to 5 Å. In left panels the distance between the two molecular axis is 5 Å. In
right panels, the distance between the closest D groups is 5 Å.

This observation of an intense bathochromic shift in the OPA spectra and side

by side a suppressed fluorescence for SqMnSq as well as SqXxSq, is difficult to

rationalize from Exciton picture point of view. The Exciton model predicts a J -

aggregation for bathochromic shift in the absorption spectra, with respect to the

monomer, and also increased fluorescence properties. This result can be rational-

ized under the realm of ESMs, as shown in Figs. 2.13 and 2.14. The isolated

chromophores is parameterized against experimental data, fixing z = 0.44 eV and

τ = 1.05 eV [47]. In the face to face geometry (see Fig. 2.13(a)), the OPA active

state for monomer divides into a bright state to the blue and a dark to the red, ex-

plaining the complete suppression of fluorescence for CSqmX observed in Ref. [48].

For SqMnSq a “Japanese-fan” geometry (as was explained in the Computational
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Details) has been assumed (see Fig. 2.13 (d) and (e)). In this case, both exciton

states originate from c-state of the monomer and are OPA active, with relative

intensities dependent on the angle. For α > 45° the blueshifted state gives rise to

a more intense transition (suppression of fluorescence) and for α < 45° redshifted

state is prominent in the OPA spectra. However, neither of these cases agree con-

sistently with the experimental results. For a ladder type geometry (Fig. 2.13(c)),

ESM anticipates an intense redshifted absorption band, simultaneously a suppres-

sion in fluorescence, with the dark state being present further to the red. Though

the model does not infer the presence of a hypsochromically shifted absorption

band, the experimental data has been rationalized suggesting the presence of the

geometries shown in Fig. 2.13(c) and (e), and they coexist in solution.

Figure 2.14: Top panel shows dimer geometries and definition of relevant parameters.
Middle panels shows the color maps for OPA intensity of the dimer of dye
in Ref. [48] (intensity shown per chromophore, normalized to the intensity
of the monomer). Continuous lines report the transition energy of the first
(black), second (red), third (magenta), etc. excited states. Dashed lines
denote the transition energy of the first (black) and second (red) excited
state of the monomer. Bottom panel shows the color maps for TPA intensity
of the dimer (intensity shown per chromophore, normalized to the intensity
of the monomer).
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In case of the xylyl-bridged dimers of SqXxSq, two OPA bands to the red

and blue shifted regions, with respect to the monomer, are observed. They have

similiar fluorescence quantum yield as the monomer. When x = p−, the fluorescence

quantum yield is highest, and for x = o− and m− the factor decreases by 2.5 and

1.5, respectively. Based on the experimentally observed data, when x = o−,m−
and p−, i.e., SqXoSq, SqXmSq and SqXpSq geometries can be described as in

Fig. 2.13(d), (e) and (f), respectively. For the para isomer second absorption band is

dark in the calculated results, but it can gain some intensity if molecular vibrations

are introduced, which has been negated here.

2.4.2 “Non-Fluorescent J -aggregates” Explained by ESM

Recently, Belfield and co-workers investigated another dye from the squaraine

family and it’s aggregates (see Fig. 2.1 molecule 3, PySQ) [38]. In the following

sections we will call this dye PySQ. For the aggregates in water, a blue-shifted

absorption band and strong quenching of fluorescence intensity, confirming the ex-

perimentally suggested H -aggregation. On the other hand, they reported the for-

mation of J -aggregates of the water-soluble cationic squaraine dye (molecule 3, 4-

(pyridinium-1-yl)butylbenzothiazolium squaraine), using poly(acrylic acid) sodium

salt (PAA-Na) as a template. The addition of PAA-Na to the PySQ solution leads

to strong redshifted absorption and fully quenched fluorescence, the phenomenon

leading to “non-fluorescent J -aggregates”.

However, from Fig. 2.15, we can see the TPA signal for the monomer and H -

aggregate is negligible in 400-500nm region, while an intense TPA absorption (∼460

GM) is observed in the presence of PAA-Na. Unfortunately, the full shape of TPA

band is not experimentally accessible due to resonance effects. These two contrast-

ing observations from Exciton picture point of view, i.e., suppressed fluorescence

and sizeable TPA effects, can be explained within the realm of ESM. A model

for PySQ had been set up, fixing the model parameters as z = 0.164 eV and τ

= 1.2 eV. In Fig. 2.16, the OPA and TPA spectra for the ladder geometry has

been shown, with a large lateral shift of 6.5 Å. As seen in Fig. 2.13(c), here too

the dimer states originating from the OPA-active monomer states are red-shifted

in wavelength, in comparison to the monomer, and the lowest energy state is a

dark state. This anomalous behaviour is on account of the large polarizability of
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Figure 2.15: Experimental OPA spectra (in the figure as 1PA, lower x-axis and left y-
axis) of PySQ, 10−3 M, in water (solid blue line), PAA-Na templated J -
aggregate,10−4 M, (solid red line), and corresponding TPA (in the figure
as 2PA) cross section (upper x-axis and right y-axis, half-filled symbols).
Reprinted (adapted) with permission from Zhang et al. Langmuir 2013, 29,
11005. Copyright (2013) American Chemical Society.

squaraines, and due to this fact of electrostatic interactions with the neighbouring

molecules, a squaraine molecule readjusts its charge distribution. This leads to the

variation in transition frequency of each chromophore in the aggregate. Indeed, the

aggregation system shown in Fig. 2.16 has also been studied with the mean-field ap-

proximation for a molecule experiencing the electric field generated by surrounding

molecules (see Fig. 2.17) for the absorption spectrum, and a very large redshift of

the absorption band with respect to the monomer, in gasphase, has been observed.

The exciton splitting with respect to mean-field absorption leads to a blue-

shifted intense absorption and a red-shifted dark state, as in case of classical H -

aggregates, even though, when compared to the isolated chromophore, both the

transitions are red-shifted. In other words, the “non-Fluorescent J -aggregates” in

Ref. 2.15 can be better explained as H -aggregates, with all states red-shifted due

to molecular polarizability. With this model the experimental TPA data can also

be explained. Indeed, from Fig. 2.16, the TPA cross-section is negligible in the 400-

500 nm spectral window, for both monomer and dimer, while it increases for larger
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Figure 2.16: Left panel shows ESM calculation for aggregates of PySQ (parameters fixed
at z = 0.064 eV and τ = 1.2 eV). n is the number of monomers. Continuous
and dashed lines refer to OPA and TPA spectra, respectively. The ⋆s refers
to the lowest energy dark state. Right panel shows sketch of geometrical
arrangements of aggregates and geometrical parameters

Figure 2.17: Absorption spectra of SQ dyes studied. Dashed lines refer to the monomer
and continuous lines refer to dimers (intensity per molecule) in the geomet-
rical arrangement shown on the right. Red lines refer to the ESM results
and green lines show results obtained in the mean-field approximation
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aggregates. In Fig. 2.18 ESM results for a brickwork arrangement in aggregates has

been shown, fixing the parameters z and τ at 1.34 and 0.67 eV, respectively, for

2by2 and 3by3 structures.

Figure 2.18: OPA and TPA calculated using ESM for a brickwork arrangement in aggre-
gation. Red lines refer to 4 molecules formed by 2by2 aggregation and green
lines refer to 9 molecules formed by 3by3 aggregation.

2.5 Conclusions

The elaborate analysis of experimental results on several families of quadrupolar

dyes and their aggregates, supported by TDDFT calculations on dimers, laid out

the possibility to reliably model and explain the properties of aggregates, accounting

fully for the molecular polarizability and relaxing of the dipolar approximation. The

aim of ESMs lie in this direction, thereby offering a flexible alternate pathway to

Exciton Model in dealing with aggregations.

Quadrupolar dyes (D-A-D or A-D-A), are quite interesting for TPA applications

and controlled aggregation phenomenon in smaller aggregates or ONPs are impor-

tant for two-photon microscopy field of applications. Hence, it is quite important to

understand the aggregation effects on the TPA spectra and fluorescence quantum

yield (since the two-photon brilliance from microscopy point of view is defined as the
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product of TPA intensity and fluorescence quantum yield). The results presented in

this chapter shows, for one-dimensional aggregates, that the TPA intensity can be

amplified remarkably if the dyes are set in an aligned geometry, or in a face to face

geometry with increased lateral shift (the ladder geometry). On an interesting note

along this line, the aligned geometry leads to brightly fluorescent aggregates, while

for the ladder one a suppressed fluorescence is expected. Amplified TPA response

as well as good fluorescence properties can be obtained in a 2-dimensional brick-

work arrangement (shown here for 2by2 and 3by3) and the results are in agreement

with experimental data. This kind of brickwork arrangement, however, needs more

study in order to fully understand the structure-property relationship.

In this chapter, the frequent observation of “non-Fluorescent J -aggregates” has

been addressed and it has been shown that it calls for explanation beyond the Exci-

ton Model. Few recent studies have also ascribed this observation to intermolecular

CT interactions [49], and this can be true for some systems; however, ESMs could

rationalize this aspect even in the absence of CT interactions and predicts the reason

as the molecular polarizability of squaraine dyes. For highly polarizable systems,

not only does the Exciton model becomes non-applicable, but also the definition of

H and J becomes ambiguous.
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Chapter 3

Hyper-Rayleigh Scattering of Linear

Aggregates of Dipolar Dyes: Amplified

Response from Electrostatic Interactions�

3.1 Introduction

Donor-acceptor (DA) or “push-pull” chromophores are the simplest family of

charge transfer (CT) dyes and have been investigated till date [1–8] for their promis-

ing non linear optical (NLO) responses, ensured by the presence of delocalized elec-

trons and low-energy charge-transfer degrees of freedom. The polar nature of DA

dyes makes them extremely responsive to the polarity of the environment, indeed

the solvatochromism of DA dyes is well known and well understood [9], and DA

dyes are quite extensively used as polarity sensors [9–12]. The standard theory for

the solvatochromic response of DA dyes only accounts for their polarity and for

its large variation upon photoexcitation towards a CT state, but fully disregards

the molecular polarizability, neglecting the variation of the molecular polarity in

response to the polarity of the local molecular environment. Essential state models

(ESMs) were proposed for DA dyes 20 years back [13, 14] and were subsequently

�Manuscript under preparation
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refined [15–18] as a comparatively simple yet powerful and accurate approach to

fully account for the effects of molecular polarity and polarizability on spectral

properties of DA dyes. Subtle spectroscopic phenomena, including the variation of

the absorption and fluorescence bandshape with the solvent polarity [15–17], the

progressive narrowing of fluorescence bands observed in time-resolved fluorescence

experiments [19], the blue-shift of the TPA band with respect to the OPA band [20]

etc., were rationalized and quantitatively addressed in ESMs.

Due to their asymmetric structures, DA dyes are molecules of choice for second

order (or β) NLO responses and have been quite extensively investigated in this

respect [21–28]. A major issue hindering the successful development of materials

for second order NLO based on DA dyes is the requirement that the asymmetry is

maintained at the material level. Apart from a few notable exceptions, DA dyes

organize themselves to minimize electrostatic interactions forming centrosymmetric

structures. To overcome this problem different strategies have been proposed. The

most popular strategy consists in loading a polymeric matrix with DA dye and then

using an electric field to partly orient the molecules inside the matrix [29]. The

results of this poling strategy however are not fully satisfactory, also in view of the

limited temporal stability of poled samples. More sophisticated strategies imply the

controlled growth of layer of DA dyes on surfaces via e.g. the Langmuir-Blodgett

technique [30, 31], or the insertion of the dyes inside the preformed channels of

specific materials [32–37]. But again the promise of DA dyes as building blocks for

molecular materials for second order NLO response was not fulfilled.

When designing materials based on DA dyes most often additive behaviour was

assumed [26, 29, 36], that for sure holds true for very dilute samples where inter-

molecular interactions are marginal. However DA dyes are polar and polarizable

molecules and in dense samples quite impressive cooperative and collective effects

can be driven by electrostatic intermolecular interactions, as extensively discussed

in 2003 by Painelli and Terenziani [4, 38] with reference to static NLO responses.

Specifically, depending on the relative orientation of the molecules, largely ampli-

fied or suppressed responses can be expected making supramolecular chemistry a

powerful tool to affect the material properties. Important aggregation effects were

also recognized in linear and non-linear spectral properties of dimers of DA dyes in

controlled geometry [3, 21, 37, 39–43].
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In this chapter, we will address a recent experimental work were p,p
′
-dimethylamino-

nitrostilbene (DANS) molecules, a well known and widely used DA dye, were en-

capsulated inside single wall carbon nanotubes (SWCNT) of various diameters [36].

The electrostatic forces acting among the dyes favour a head-to-tail arrangement

leading to a polar structure, important for second order NLO response. Frequency

resolved Hyper-Rayleigh Scattering (HRS) spectra collected for solution samples al-

low to measure the β responses for the resulting structures and demonstrate a large

amplification of the response that is ascribed to the presence of well ordered chains

of dyes containing up to 69 molecules [36]. This large (and somewhat difficult to

believe) number of aligned molecules is however estimated in the assumption of a

purely additive behaviour of the β response with the number of dyes. This assump-

tion is difficult to reconcile with the observation of a large red-shift (> 100 nm) in the

linear absorption spectrum of DANS when going from a non-polar solvent (similar

to the CNT environment) to the DANS encapsulated inside CNT (DANS@CNT).

The absorption spectrum of DANS@CNT is indeed redshifted by ∼ 50 nm with

respect to that of DANS in the highly polar DMSO solvent. This simple observa-

tion points to large intermolecular interactions, that for sure affect in a complex

way the NLO response of the material. Based on 2003 results from Painelli and

Terenziani [4, 38], we can predict a wildly non-additive behaviour in these condi-

tions with a large collective amplification of the β response. Accounting for this

amplification of the response will definitely reduce the estimate of the number of

aligned dye needed to reproduce the observed response. As we will demonstrate

in the following sections, based on a combination of ESM and Density Functional

Theory (DFT) results, the number of aligned molecules needed to reproduce the

experimental behaviour of DANS@CNT is reduced by one order of magnitude if

collective effects are accounted for, with respect to the estimate obtained in Ref.

[36], obtained under the assumption of additive behaviour. In the process, we also

quantitatively address some of experimental features left unaddressed in the original

paper, giving us confidence in the proposed interpretation.

The work discussed in this chapter is important and had a much wider relevance

that a reinterpretation of results of Ref. [36] is needed. Indeed, our work suggests

to experimentalists that in order to obtain materials with huge β responses it is

enough to align a modest number of DA dyes (2-10) and there is no need to go
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Figure 3.1: The (n,m) naming scheme in nanotubes and the figure shows how a graphene
sheet should be rolled up to get the desired nanotube.

for large ordered arrays containing several tens of molecules, which would be much

more difficult to obtain.

3.2 Brief Introduction to CNT and a Review of

the Experiment

CNTs are an allotropic form of carbon discovered in the early years of 1950s,

but they became a subject of extensive studies only in the early 1990s [44–46]. The

structure of a SWCNT can be conceptualized by wrapping a one-atom-thick layer

of graphene into a seamless cylinder. The way the graphene sheet is wrapped is

defined by two indices (n,m); n and m indicate the number of unit vectors along

two directions in the honeycomb crystal lattice of graphene (see Fig. 3.1). If m = 0,

it indicates zigzag CNTs, if n = m, it indicates armchair CNTs and in general,

(n, 0) SWCNTs are semiconducting while (n, n) SWCNTs are metallic in nature.

[45–48]
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In Ref. [36], the encapsulation of DANS molecules in different SWCNT sam-

ples was convincingly demonstrated via a careful spectroscopic analysis, including

Raman and fluorescence excitation maps of an extensive set of samples, including

control experiments run on open and closed CNT samples. The data unambigu-

ously demonstrate optimal encapsulation in CNT with a diameter d ≥ 1.1 nm and

marginal encapsulation for 1.02 < d < 1.08 nm.

3.3 ESM: Bottom-up Modeling of DANS@CNT

ESMs, originally developed for solvated dyes, proved extremely useful to un-

derstand the role of intermolecular interactions in multichromophoric assemblies

[3, 43, 49], aggregates [50, 51], films [31] or crystals [52]. In this respect, a bottom-

up modeling strategy [2] was developed and successfully applied to different sys-

tems. The concept is very simple yet effective. In the first step, analysis of spectral

properties of solvated dyes allows to build and reliably parametrize the molecular

ESM model. The same model is then transferred to describe a material where sev-

eral dyes interact together via electrostatic interaction, i.e. in the hypothesis of

negligible overlap between the frontier orbitals of different molecules. In this hy-

pothesis, the diabatic basis needed to describe the multichromophoric species is the

direct product of the diabatic basis states for the isolated (or solvated) dye. The

relevant Hamiltonian is the sum of the molecular Hamiltonian and intermolecular

electrostatic interactions, that enter as diagonal energies on the diabatic states,

and specifically affect the energies of states where more than a single species is in a

zwitterionic state. Along these lines, in the following subsection, we will derive the

molecular ESM for the DANS molecule, based on a careful analysis of its optical

spectra. In the subsection to follow later, based on the molecular model, we will

build the model for the linear aggregate.

3.3.1 Modeling DANS in solution

Experimental absorption and fluorescence spectra for DANS in different solvents

are shown in Fig. 3.2 (upper panel, spectra were collected in the guest laboratory).

With increasing solvent polarity from cyclohexane to DMSO both absorption and

emission spectra show an important normal solvatochromic behaviour, with more
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impressive effects in emission spectra (please notice that the fluorescence quantum

yield of the system decreases in polar solvents, as expected based on its cubic depen-

dence on the emission frequency, which makes it impossible to collect fluorescence

spectra in the most polar solvent, DMSO). The observed solvatochromic behaviour

suggests that DANS has a neutral ground state, but with a sizeable contribution

from the zwitterionic state, making the molecule not just polar but strongly polariz-

able as well. More quantitative information is obtained by setting up a microscopic

model.

Figure 3.2: Upper panel: Normalized absorption (continuous lines) and fluorescence
(dashed lines) spectra of DANS in different solvents. Lower panel: Calcu-
lated spectra using molecular model parameters in Table 3.1 and mimicking
the solvent polarity effect by varying ϵor as in shown in the figure legend.

Table 3.1: ESM Parameters used for calculation of spectra (all values in eV)

z τ ϵv ωv Γ

1.32 0.72 0.30 0.17 0.07

In the realm of ESM (Section 1.3.1.1), we consider only two electronic states,

corresponding to the neutral and zwitterionic resonating structures of DANS, |N⟩ =
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|DA⟩ and |Z⟩ = |D+A−⟩. As already discussed in Chapter 1, we also introduce the

coupling to a molecular vibration q and to polar sovations, leading to the following

Hamiltonian [15, 16, 53]:

H = 2zρ̂− τ σ̂ −
√

2ϵvωv q̂ρ̂+
1

2

(
ω2
v q̂

2 + p̂2
)
− Forµ̂+

µ2
0F

2
or

4ϵor
(3.1)

where ρ̂ = |Z⟩⟨Z|, σ̂ = |Z⟩⟨N | + |N⟩⟨Z|, ωv is the vibrational frequency of the

effective molecular mode with coordinate q and momentum p, ϵv is the vibrational

relaxation energy, measuring the strength of the vibrational coupling, For is the

orientational component of the reaction field, µ̂ = µ0ρ̂ is the dipole moment operator

and ϵor is the solvent relaxation energy, a parameter that increases with the solvent

polarity [14].

The reaction field is associated with the very slow orientational motion of the sol-

vent molecules around the solute. Accordingly, it is treated as a classical coordinate

in the adiabatic approximation. Therefore the coupled electronic and vibrational

Hamiltonian is solved on a grid of For values to get For-dependent eigenstates. The

coupled electronic and vibrational Hamiltonian is solved instead in a non-adiabatic

approach, where we define the non-diabatic basis as the direct product of the two

electronic states and he M lowest eigenstates of the harmonic oscillator associated

with q. The resulting Hamiltonian matrix is then numerically diagonalized to get

numerically exact vibronic eigenstates. Of course M is chosen large enough as to

reach convergence on relevant results (M = 10 is a typical value). Once the eigen-

states are known, we use them to calculate transition energies and dipole moments

as needed for the calculation of linear and non-linear spectra, as described in Sec-

tion 3.3. The only additional parameter entering the equations being the intrinsic

linewidth associated to each vibronic line, Γ. Once the non-adiabatic spectra are

calculated on each point of the For grid, the complete spectra are finally obtained

summing up results obtained for the different For, weighing each spectrum by the

corresponding Boltzmann population. Of course populations are calculated based

on the energy of the ground state as long as linear and non-linear absorption spectra

or HRS spectra are concerned, while we use the energy of the fluorescent state to

calculate the Boltzmann distribution relevant to fluorescence spectra [16, 53].

Along these lines, we were able to quantitatively reproduce the experimental

absorption and fluorescence spectra and their evolution with solvent polarity, fixing
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model parameters in Table 3.1. The agreement with the experiment (see Fig. 3.2)

is impressive, particularly considering that only the 5 molecular parameters in Ta-

ble 3.1 enter the calculation of the spectra, and that the solvent evolution is repro-

duced by only tuning ϵor as shown in the figure. Finally, the experimental maximum

extincton coefficient ϵ =28,000 mol−1cm−1 measured in CHCl3 fixes µ0 at 31 D.

Figure 3.3: Calculated OPA and TPA spectra for DANS in different solvents, using the
model parameters in Table 3.1.

With these parameters we are now in the position to calculate other spectral

properties for DANS in solution. Fig. 3.3 shows calculated TPA spectra. These

spectra quantitatively agree with experimental results in Ref. [54] in terms of

spectral position and intensity.

HRS spectra in Fig. 3.4 are calculated with ϵor=0.9 eV as relevant to in CHCl3

and to directly compare with experimental data and we have adopted the same

definitions as in Ref. [36], showing the calibrated HRS signal SHRS, an intensive
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quantity, experimentally estimated as:

SHRS =
Nsolv

NDANS

(
SHRS
hybrid − SHRS

solvent

SHRS
solvent

)
β2
solvent (3.2)

where SHRS is given as SHRS = |β2
xxx|, where x is directed along the molecular D-A

axis. The explicit expression for βxxx can be found in Chapter 1.

Our model underestimates SHRS by a factor of ∼ 2, in line with the previously

published results for different molecules [55]. As discussed in Ref. [55], the most

probable reason behind this discrepancy may be ascribed to a systematic error in

experimental results due to the calibration process for β.

Figure 3.4: The black line in both panels shows the linear absorption spectrum calculated
in CHCl3 for model parameters in Table 3.1. The red lines refer to the HRS
signal (scale on the right); upper panel shows the calibrated S signal,and the
bottom panel shows its square root.
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3.3.2 Linear Aggregates of DANS Molecules

We consider a linear chain of perfectly aligned DANS molecules, neglecting the

interactions of DANS molecules and the CNT. Electrostatic intermolecular inter-

actions are introduced only accounting for nearest neighbour interactions, so that,

in the chosen diabatic electronic basis, a single parameter V enters the aggregate

model, measuring the attractive interaction between two nearby dyes in the zwit-

terionic state. For the time being this parameter will be considered an adjustable

parameter. In the next Section we will validate the estimate via quantum chemical

calculations.

For each DANS molecule, the coupled electronic and vibrational Hamiltonian is

defined by a basis whose dimensions are given by the number of electronic states

(two for our model) multiplied by the number of states of the harmonic oscillator

needed for convergence (M ∼10). Having neglected any intermolecular charge

transfer, the number of states needed to describe a chain of N DANS molecules

increases with (2M)N . This makes the calculation extremely difficult for large N .

However, if intermolecular interactions are large enough, we do expect delocalized

excitation, and in this limit it is useful to combine the coordinates that define

the coupled molecular vibrations on each site, qi, into the corresponding linear

combinations in the k-space. We are interested in optical spectroscopy, and hence

we just introduce k=0 linear combination, defined as:

q =
1√
N

N∑
i

qi (3.3)

This approximation makes for a huge reduction in the number of states in com-

parison with the complete basis, making it 2NM . In order to validate this approxi-

mation, we compared in Fig. 3.5 the absorption and HRS spectra for DANS dimer,

calculated using both the full basis and the reduced basis. Results are shown for

V = -1.35 eV, the value that we have used below to reproduce the experimental

results for DANS@CNT. It turns out that the reduced basis approximation works

very well already for a dimer, and it is expected to improve with increasing the

chain length, as delocalization increases.

Apart from validating our approch that limits vibrational modes to the k = 0

mode, Fig.3.5 shows another interesting result. When moving from monomer to
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Figure 3.5: The absorption and HRS spectra calculated for an isolated DANS molecule
(N=1) and a dimer (N=2), with molecular parameters in Table 3.1 and set-
ting V = -1.35 eV for the dimer. The continuous black line refers to the
monomer, the blue and green lines refer to the dimer, comparing results ob-
tained with the reduced basis (blue) and with the complete model (green
dashed).

dimer geometry, the linear absorption spectrum is red-shifted, as expected in view

of the attractive intermolecular interactions, but its intensity, when reported on a

per-molecule basis is marginally affected by aggregation. The calibrated SHRS is by

itself an intensive quantity, and in a disordered system it would be independent of

the concentration or, equivalently, of the number of molecules in solution. However,

as explained in detail in Ref. [36], for a linear array of non-interacting molecules

S is expected to linearly increase with N . For this reason in Fig. 3.5 we report

SHRS/N , which in the hypothesis of additive behaviour should be independent of

N . Results in Fig. 3.5 tell a different story, with SHRS/N amplified by a factor > 2

with respect to what is expected for non-interacting aligned molecules. This result,

in line with predictions in Ref. [38] obtained in the static limit, already suggests

that the interpretation of experimental data in Ref. [36], relying on the hypothesis
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of additive HRS response, is untenable.

While the reduced basis allows to address larger systems than the complete ba-

sis, the calculation becomes demanding for large N . However in the strong coupling

regime we expect that the exciton delocalization leads to a reduction of the effec-

tive electron-vibration coupling, so that it should be possible to be progressively

reducing with increasing N the number of vibrational states introduced in the cal-

culation, without lowering the quality of the results. Fig. 3.6 shows results obtained

for for linear DANS aggregates with V = -1.35 eV and increasing N . For each N

two different results are compared corresponding to different number of vibrational

states, showing that 8 phonon states are indeed enough to reach convergence on

N = 2 and this number can be reduced to 4 for N = 14.

Results in Fig. 3.6 also tell us what happens upon increasing the aggregate

size. As expected for attractive interactions, both the linear absorption and the

HRS spectra shift to the red with increasing N . Moreover for both spectra the vi-

bronic band-shape evolves with increasing N , confirming a decrease of the effective

strength of electron-vibration coupling, a well-known effect owing to the exciton

delocalization [56]. The extinction coefficient in Fig. 3.6 increases with N as a re-

sult of the narrowing of the absorption band, due to the reduced electron-vibration

coupling effect, but the area below the absorption bands in Fig. 3.6, when prop-

erly calculated on the energy axis, stays almost constant increasing by ∼ 7% from

the monomer to N=14. The HRS signal instead deviates wildly from the addic-

tive behaviour with SHRS/N , that should be N independent in a linear chain of

non-interacting chromophores, increasing by at least an order of magnitude when

going from 1 to 12 molecules. Quite interestingly the spectral evolution with N of

both absorption and HRS spectra is almost complete at N=12, suggesting that the

exciton delocalizes over ∼ 12 molecules for the chosen V = −1.35 eV interactons.

The wildly superlinear dependence of SHRS on the dimension of the aggregates

immediately suggests that the analysis of experimental data in Ref. [36], based on

the hypothesis of a linear dependence, leads to a largely overestimated number of

aligned molecules in the sample. Even though Fig. 3.6 is quite informative, it cannot

be directly compared with experimental results. In fact, the experimental spectra

for DANS@CNT are quite broad and featureless due to the large inhomogeneous

broadening owing to the presence of different CNT species. We will consider here
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Figure 3.6: The extinction coefficient (top panel) and SHRS/N (bottom panel) calculated
for a linear aggregates with N aligned molecules. Results are reported for
different N and varying the number of vibrational states introduced in the
calculation (M) as shown in the legend.

the simplest model for inhomogeneous broadening, as a mixture of large aggregates

of N molecules, each aggregate being characterized by a specific interaction V ,

distributed as a Gaussian centered at Vm and having a width characterized by

σV . These two parameters are then fixed to reproduce the position and the shape

of the linear absorption and HRS spectra, choosing N to reproduce the observed

amplification (by a factor ∼35) of the SHRS while moving from chloroform solutions

to DANS@CNT [36]. We obtained the best results in Fig. 3.7 for an aggregate of

7 molecules (having Vm = -1.35 eV and σ = 0.27 and 0.30 eV for the two samples,

DANS@oARC and DANS@oHiPco discussed in Ref. [36]).

Fig. 3.7 compares well with experimental data, with the linear absorption band

centered at ∼500 nm and the HRS peak displaced to ∼520 nm. The red-shift
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Figure 3.7: Extinction coefficient (black) and SHRS (red), for 7 aligned molecules having
Vm = -1.35 eV. Left panel results are obtained assuming a Gaussian distribu-
tion around Vm with σ = 0.3 eV and the right panel results are obtained for
σ = 0.27 eV. To enable the comparison with experimental data in Ref. [36]
the ratios of the scales for calibrated S in this figure and in Fig. 3.4, relevant
to the solvated dye, are fixed to the same value.

of 20 nm of the HRS signal with respect to the linear absorption was correctly

ascribed in Ref. [36] to inhomogeneous broadening, but the authors were not able

to reproduce it, and were forced to introduce ad hoc a rigid shift of the spectra.

On the contrary, this shift is quite naturally and quantitavely reproduced in our

calculation, giving further confidence on the proposed model and to our estimate

that ∼ 7 aligned molecules are responsible for the observed amplification of the

HRS signal of DANS@CNT.

3.4 Validating the ESM model for DANS

Aggregates

The bottom-up modeling of DANS aggregates proposed above is fairly convinc-

ing as it leads to a coherent and very accurate description of spectral properties of

solvated DANS as well as of DANS@CNT. Molecular model parameters are vali-

dated extensively against experiment, indeed they reproduce linear and two-photon

absorption as well as fluorescence spectra of DANS dissolved in different solvents,

as well as HRS spectra of DANS in CHCl3. However, the adopted value for the

intermolecular interaction V ∼ -1.35 eV need to be validated. In the following we
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will discuss an extensive series of DFT calculations towards the validation of the

intermolecular interaction model.

3.4.1 Computational Details

First-principles calculations using spin-unrestricted and restricted DFT are car-

ried out, with BeckeLeeYangParr (BLYP) GGA [57, 58] exchange-correlation func-

tional along with Grimme
′
s DFT-D2 dispersion correction, as implemented in the

QUICKSTEP [59] module of the CP2K package[60]. Norm-conserving Goedecker-

Teter-Hutter (GTH) [61–63] pseudopotentials have been used, which have been

optimized in the CP2K package for using along with the BLYP functional. CP2K

uses a hybrid Gaussian and plane-wave method for the electronic representation

of the structure. We have expanded Kohn-Sham valence orbitals using double-

ζ valence polarized basis sets that are optimized for the GTH pseudopotentials

(DZVP-MOLOPT-GTH). Together with the NN50 smoothing method, a 480 Ry

density cutoff for the auxiliary basis set of plane waves has been used. The gen-

eralized gradient approximation (GGA) [57] in the PerdewBurkeErnzerhof (PBE)

form and double zeta polarized (DZP) basis set have been chosen for the spin-

polarized DFT calculations. Gas phase geometry optimizations of the composite

systems (DANS@CNT)have been performed using BFGS method, and systems are

optimized until the force on each atom is <0.0001 Hartree/Bohr. The coordinates

of the CNT are kept frozen (CNTs are built using nanotube builder integrated in-

side VMD [64]), while the DANS molecules are made to relax to their equilibrium

geometries.

3.4.2 Geometry Analysis

To model the experimental system reported in Ref. [36], we have chosen various

CNTs, of differing chirality and diameters, to encapsulate a linear arrangement of

DANS molecules. The choice of CNT is guided by the experimental observation

that the optimized diameter reported in experiment is d ≥ 1.02 nm, otherwise the

DANS molecules are not encapsulated. In our list of CNTs, we have only one,

i.e., CNT(10,0) which has diameter below that of the threshold limit. To have

information about the aggregate structure we put two DANS molecule inside each
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nanotube, and in order to ensure the interaction between the the DANS2@CNT

composite system with the adjacent supercell is negligible, a lateral separation of 10

Å in x and y direction is maintained. The optimized geometry of each DANS2@CNT

composite system is shown in Fig. 3.8.

Figure 3.8: Optimized geometries of the DANS dimer inside CNTs of different chirality
and diameter (dia in figure). [Colour code: Cyan = Carbon, Red = Oxygen,
Blue = Nitrogen, Grey = Hydrogen]

In case of CNT(8,8), the monomers are non-coplanar, unlike in the other CNTs.

Whereas, in case of CNT(12,4) one of the DANS molecules is planar in conforma-

tion, while the other takes a twisted form after optimization. In Table 3.2, for each

investigated structure we collect geometrical information showing the intramolecu-

lar N-N distance, (i.e., the distance between nitro N and dimethyl amino N in the

same molecule) roughly corresponding to the D-A length in the ESM; and inter-

molecular N-N distance, i.e. the distance between nitro N and dimethyl amino N

in adjacent molecules. Results are ordered in terms of increasing CNT-diameter.

We notice that for some CNT the two DANS molecules have a slightly inequivalent
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structure and for this reason two different values of the intramolecular N-N dis-

tances are given. A fairly wide variation of the intermolecular distances is observed

for different CNTs, ranging from 4.7 to 8.5 Å, suggesting a sizable dispersion of

intermolecular interactions.

Figure 3.9: Optimized geometries of only the DANS dimer as inside CNTs of different
chirality and diameter, the same as in Fig. 3.8 but with the CNT structure
removed for clarity. [Colour code: Grey = Carbon, Red = Oxygen, Blue =
Nitrogen, White = Hydrogen]

Table 3.2: Intra and Intermolecular N-N distances, for the DANS2@CNT in Fig. 3.9, CNT
diameters and interactions calculated in the extended dipole approximation
(Ved)

CNT Type Diameter Intra N-N Inter N-N Ved
(nm) (Å) (Å) (eV)

CNT(10,0) 0.79 12.36 12.35 4.72 -1.85
CNT(13,0) 1.03 12.34 5.41 -1.52
CNT(12,3) 1.09 12.20 12.30 4.71 -1.85
CNT(8,8) 1.10 12.31 12.27 8.01 -0.82
CNT(12,4) 1.14 12.77 12.26 8.54 -0.75
CNT(9,9) 1.24 12.30 4.72 -2.14

The geometrical parameters in Table 3.2 allows a first estimate of V , the elec-

trostatic interaction between two nearby molecules in the zwitterionic state, as
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entering the ESM for the DANS aggregate. D site being located on the N atom of

the dimethyl amino group and the A site on the N atom of the nitro group, the

DANS dimer can be described in the ESM according to Fig. 3.10. l is set as the

molecular length i.e. intramolecular N-N distance and d is the the intermolecular

N-N distance. The interactions between two zwitterions are then easily calculated

in the extended dipole approximation [65, 66] as the sum of two (equal) repulsive

interactions (1 and 2 in the figure) minus two attractive interactions (3 and 4) as:

Vpd =
e2

4πϵ0

(
2

l + d
− 1

d
+

1

2l + d

)
(3.4)

Results are reported in the fifth column of Table 3.2. When two inequivalent

molecules are present we take the molecular length l as the average of the two values.

Calculated results show a wide variability for the different CNT, in line with the

large variability of the intermolecular distances. The obtained values are of course

negative, corresponding to attractive intermolecular interactions and lie between

-0.75 eV and -2.14 eV, suggesting that the effective average value V = −1.35 eV,

extracted above (from the analysis of spectroscopic data) is a reasonable choice.

Figure 3.10: Interaction terms for intermolecular interactions in the extended dipole ap-
proximation.

3.4.3 Intermolecular Interactions: A More Detailed

Picture

The extended dipole approximation for intermolecular interactions, though suc-

cessful, is based on an oversimplified description of the charge distribution on the
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zwitterionic DANS molecule. A more accurate estimation can be obtained based

on a strategy first proposed in Ref. [52]. Specifically, if the charge distribution is

known in the zwitterionic and neutral molecule in terms of atomic charges, V can

be estimated as V = VZ−VN where VZ (VN) is the electrostatic interaction between

two zwitterionic (neutral) nolecules, calculated as sum of the interactions between

atomic charges. The atomic charges in the neutral structure can be easily evalu-

ated from a gas phase calculation, but to estimate the charges on the zwitterionic

structure we must force DANS to be in a zwitterionic state. As in Ref. [52], we

apply an electric field to the molecule to favour charge separation, but, at variance

with Ref. [52] where we were working on a radical DA species, DANS is a closed

shell system, and this makes the calculation complex.

For a DA dye we expect that the ground state dipole moment µ changes fairly

abruptly from a low value typical of the neutral state to a large value, typical of the

zwitterionic state. Indeed for the radical species investigated in Ref. [52], the two

plateau in the µ(E) curve allowed to recognize clearly the neutral and zwitterionc

regimes. Result for DANS as shown in Fig. 3.11 are somewhat not the obvious ones.

In this figure we report results obtained for a DANS molecule (specifically in the

geometry calculated inside the CNT(13,0), but similar results are obtained for other

geometries as well), under an applied electric field directed along the axis joining

the two N atoms in the molecule. The figure shows the dependence of the ground

state dipole moment (more precisely of its component along the applied field) µx

vs the field.

Quite irrespective of the level of theory the obtained µx does not show any sign

of two distinct plateau corresponding to the two neutral and zwitterionic states.

Following Geskin et al. [67], we have carried out several calculations using BS-UHF

(Broken-Shell Unrestricted Hartree-Fock), PO-UHF (permuted-orbital unrestricted

Hartree-Fock, occupied and unoccupied orbitals permuted for one spin), Restricted

Hartree-Fock (RHF), long range coulomb attenuated functional (CAMB3LYP), CIS

(keyword requesting a calculation on excited states using single-excitation Config-

uration Interaction), ROHF (Restricted Open-shell Hartree-Fock, for open-shell

ground state), along with the semi-emperical ZINDO/S methods for singlet DANS

molecule(13,0). However, we failed to get an expected one-step nature for one-

electron transfer with the application of external electric field. Fig. 3.11 shows the
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results for a selected model, at a few of these levels of theory.

Figure 3.11: The molecular dipole moment evolution with an applied electric field directed
along the x-direction that joins the two N atoms inside the DANS. Only the
component of the dipole along the field direction is shown. Results obtained
for the singlet states of DANS in the geometry calculated inside CNT(13,0)
are shown for different levels of theory.

The reason for this strange result is that the zwitterionic state has a biradical

character that is hard to capture. Therefore we chose a different strategy and

repeated the calculation, in precisely the same geometry, for a triplet ground state.

As it can be seen in the right panel of Fig. 3.12 (using CAM-B3LYP functional),

at large value of electric field the ground state switches from a singlet to a triplet

state. We assume that this switching corresponds to the switching from a globally

neutral closed shell ground state (DA) to biradicaloid zwitterionic (D+A−) ground

state. The two plateaus, relevant to the two states, can therefore be reconstructed

from the µx(E) dependence calculated for the singlet and triplet states, as shown

in the right panel of Fig. 3.12.

Thus, having identified the neutral and zwitterionic states, we calculated the

corresponding ESP charges (those that best mimic electrostatic potential). Fig. 3.13

shows the charges calculate for the DANS in the N state, arbitrarily set as the singlet
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Figure 3.12: (a) Energy for singlet and triplet ground states of a DANS molecule (ge-
ometry inside CNT(13,0)) plotted as a function of an applied electric field
E, and (b) applied field dependence of the dipole moment µx calculated for
the singlet and triplet states. The green dashed line in (b) indicates the
two-plateau curve reconstructon of the µx vs. E.

state, calculated in the absence of field (E = 0), and for the Z state, set as the triplet

state calculated at field strength E = 0.66V/Å). Results in the figure refer to the

geometry of DANS inside CNT(13,0). In the N state, cumulative charge of the

donor fragment is +0.128 and on the acceptor is -0.13, while for the Z state the

sum of charges in donor fragment is +0.875 and on the acceptor is -0.875, showing

approximately one electron is transferred in the Z state. The results are marginally

affected by the geometry and by the specific choice of the electric fields used to

identify the N and Z states.

Based on the ESP atomic charges calculated for DANS forced in the N and Z

state, we can estimate corresponding intermolecular interactions as follows:

VN/Z = Σi,j

ρiN/Zρ
j
N/Z

rij
(3.5)

where, i and j count the atomic sites in each one of the two DANS molecules

within the dimer, rij stands for the interatomic distances, ρiN/Z is the ESP charge

calculated for atom i for the N/I state. Results are collected in Table 3.3. While

the results are marginally affected by the adopted geometry, we recalculated ESP

charges accounting for the specific geometry of each DANS2@CNT.

The agreement between the extended dipole estimate of the interaction with the
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Figure 3.13: ESP atomic charges calculated for DANS inside CNT(13,0) in the (a) N (in
singlet state) and (b) Z state (E = 0.66 V/Å, triplet state). Numbers in red
indicate acceptor fragment and green for donor fragment.

Table 3.3: Intermolecular interactions calculated for the zwitterionic and neutral dimer,
and their difference Veff , corresponding to the DFT estimate of the V inter-
action, for the sake of comparison, the last column shows the extended dipole
estimate of V

CNT Type Diameter VZ VN Veff Ved
(nm) (eV) (eV) (eV) (eV)

CNT(10,0) 0.79 -2.52 -0.092 -2.43 -1.85
CNT(13,0) 1.03 -1.62 -0.099 -1.52 -1.52
CNT(12,3) 1.09 -1.96 -0.132 -1.83 -1.85
CNT(8,8) 1.10 -0.80 -0.035 -0.76 -0.82
CNT(12,4) 1.14 -0.76 -0.038 -0.74 -0.75
CNT(9,9) 1.24 -2.04 -0.136 -1.90 -2.14

estimate based on ESP charges is extremely good and fully supports the value of

the average V ∼ 1.35 eV as estimated from the analysis of experimental results.
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3.5 Conclusions

A bottom-up modeling strategy was successfully adopted to rationalize the ob-

served amplification of HRS signals in DANS@CNT solutions, as reported in Ref.

[36]. The proposed approach starts from a detailed analysis of spectroscopic prop-

erties of DANS in solution. The developed ESM is able to reproduce based on a

handful of molecular model parameters linear, two-photon absorption spectra and

fluorescence spectra of DANS in different solvents, as well as the HRS spectra col-

lected in chloroform. The same model is then used to build a model for linear

DANS aggregates. The aggregate model requires an estimate of the intermolecular

interaction among zwitterionic DANS molecule that is set to V = −1.35 eV in

order to reproduce the observed position of the linear absorption spectrum, to ac-

count for the disorder, we impose a gaussian distribution around the average V and

this ad hoc choice of the intermolecular interactions is nicely validated by DFT re-

sults. The proposed model quantitatively reproduces observed features in terms of

band positions, bandshapes and intensities accounting for linear DANS aggregates

containing 7 molecules. This is in striking contrast with the interpretation of ex-

perimental data given in the original paper Ref. [36], where, under the assumption

of additive HRS response, the authors concluded that 69 molecules are aligned in-

side the CNT. Additive HRS response is however only expected for non-interacting

dyes, while important intermolecular interactions are demonstrated experimentally

by the huge red-shift of the linear absoprtion band when going from solution to

the aggregate. As originally discussed in Ref. [4, 38] a huge amplification of the β

response is expected for aggregates of aligned DA dyes with a neutral ground state,

accordingly huge HRS responses can be obtained upon aligning a reasonably small

number of dyes. We feel this is an important result, as it may suggest experimen-

talists the possibility to achieve large β responses in systems where just a few (2-3)

dyes are aligned, a much more easy task, with respect to the alignment of tens of

molecules.
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Chapter 4

Study of the Charge-Transfer and

Locally-Excited States’ Manifold in a

Biphenyl-Based Push-Pull Chromophore�

4.1 Introduction

Molecules having an elongated π-conjugation are very interesting building blocks

for molecular functional materials due to the presence of a large number of delo-

calized electrons, which favours long distance electron transfer. Thus, they have

received huge attention as potential candidates in emerging research studies, for

example, as molecular rectifiers [1], in molecular electronics [2], photovoltaics [3–5]

or light-emitting systems [6].

Biphenyl systems are molecules composed of two adjacent benzene rings as indi-

vidual π systems and are ideal model systems for investigating electronic transport

�Works reported in this chapter are in collaboration with experimentalists, Prof. M. Blanchard-
Desce from University of Bordeaux who synthesized the molecule, Dr. M. Di Donato of LENS,
Florence, who collected non-linear time-resolved spectra , and Dr. Elisa Campioli and Prof.
Francesca Terenziani working with the linear spectroscopic characterization. Manuscript under
preparation
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properties [7–11]. Various “push-push” and “push-pull” systems have been synthe-

sized by functionalizing biphenyl cores [7, 12], which find applications in two-photon

absorption studies, non-linear optical property studies among others. The extent

of π overlap in the two benzene rings and thus the overall extent of electron delo-

calization over the entire π system dictates the electronic interaction through the

synthon. This varies with the torsional angle between the planes of the two phenyl

rings. Particularly, a large conjugation is expected for a biphenyl system with both

phenyl rings in the same plane. On the other hand, delocalization is disrupted

in compounds where the two rings are perpendicular to each other. The electron

cloud density over the phenyl rings is altered by different substituents influencing

the expected torsional angles, as well as thermal motion which leads to variation in

the torsional angles of simple biphenyl systems formed by a C-C single bond link

between the two phenyl rings.

Photophysical properties of biphenyl-based fluorescent dyes are sensitive to local

steric factors [7]. Fluorescence phenomena that involve energy transfer, partial

charge transfer or pure electron transfer, excimer/exciplex formation and J- or H-

aggregations are affected by the relative distance/orientation of fluorophores, the

conformation of individual fluorophores and their transfer mobility. Biphenyl-based

fluorophores are not only well-known versatile reporters for steric environments at

mesoscopic and microscopic scales, but are also expected to be a motifs of novel

functional molecules because certain steric restrictions or well-ordered arrangement

of fluorophores may activate unprecedented photophysical properties [8].

In this chapter, we have worked with a biphenyl “push-pull” chromophore, hav-

ing an extended π-conjugated system. We have analyzed the locally-excited (LE)

and charge transfer (CT) state interplay in this chromphore using ZINDO calcula-

tions.

4.2 Computational Details

All the quantum chemical calculations for CVA07 in gasphase and solvents

have been carried out using Density Functional Theory (DFT) and Time Depen-

dent DFT (TDDFT) as implemented in the Gaussian 09 package [13]. Long-range
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Coulomb attenuated functional CAM-B3LYP [14] has been used for the optimiza-

tion of the molecule and the spectral properties of the excited state. The optimized

ground state (S0) geometries have been confirmed to be in local minimum energy

structures by analyzing the vibrational frequencies in the ground state. We have

used 6-31+g(d) basis set for all the calculations and to mimic dichloromethane

(DCM), cyclohexane and toluene solvents, polarizable continuum model (PCM)[15]

as implemented in Gaussian 09 package. To look into the excited state geometry in

gasphase for CVA07, optimization of the first charge transfer (CT) state and the

first local excited state (LE) were carried out using the above mentioned level of

theory. We tried to look into the optimized geometry of the excited state even in

solvent, but due to computational limitations and heavy nature of the calculations,

it could not be achieved. Since we are interested to the calculation of high energy

excited states, a task that becomes too expensive in TDDFT, we have resorted to

the semi-empirical ZINDO calculations, as implemented in G09, to look into the

nature of the transitions.

4.3 System Under Study

The chromophore studied here, hereafter referred to as CVA07, is a dipolar

chromophore (D-A) where the amine donor group and the cyano acceptor group

are connected through a substituted biphenyl moiety (Fig. 4.1). In particular, the

2-2
′

and 6-6
′

positions of the biphenyl are substituted by methyl groups and the

steric hindrance of these methyl groups exerts a strong twist of the two phenyl rings,

their planes being almost perpendicular to one another in the ground state. The

twisted biphenyl structure strongly reduces the conjugation between the donor and

acceptor side of the molecule, so that we expect the charge-transfer (CT) transition

to be only weakly allowed in absorption.



110 Chapter 4.

Figure 4.1: The substituted biphenyl core chromophore (CVA07) under study.

4.4 Results and Discussions

4.4.1 Experimental Results

The absorption and emission spectra of CVA07 were measured in solvents of dif-

ferent polarity, namely cyclohexane, toluene, diethyl ether, tetrahydrofuran (THF),

2-methyltetrahydrofuran (2-MeTHF) and dichloromethane (DCM), and we have

tabulated the spectral properties in Table 4.1. Fig. 4.2 shows the relevant spectral

curves.

Table 4.1: Main spectral properties of CVA07 in solvents of different polarity.

Solvent λabs λem ϵmax Φ τa kr knr
(nm) (nm) (M−1cm−1) (ns) 108s−1 108s−1

Cyclohexane 327 367 73000 0.650 0.70 9.28 5.00
Toluene 329 409 - 0.470 4.08 1.15 1.30

Diethyl ether 326 484 - 0.150 11.7 0.13 0.72
2-Me THF 327 560 - 0.056 9.32 0.06 1.01

THF 328 592 64000 0.024 6.00 0.04 1.63
DCM 331 625 - 0.005 2.06 (95%) 0.01 3.68

9.39 (5%)
ameasured at the frequency of the maximum of the fluorescence band.

The absorption spectrum is centered at ∼325 nm and is composed by a few

partly overlapping bands. When increasing the solvent polarity, no appreciable

shift of the bands is observed, while the bands broaden in particular when going

from the completely apolar solvent cyclohexane to any of the other solvents. The

oscillator strength associated to the absorption band amounts to 2.2, corresponding
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Figure 4.2: Absorption and emission spectra of CVA07 in solvents of different polarity.
Solid line indicates absorption and dashed line indicates emission.

to a transition dipole moment of about 7.2 D. Such an intense transition cannot

be associated to the charge transfer from the donor to the acceptor moiety, since

the CT transition is almost hindered by the twisted structure. We then assign this

group of partly overlapping bands to transitions to locally-excited (LE) states.

A very interesting behavior was observed for emission. In the apolar solvent cy-

clohexane, a strong emission is detected, having a quantum yield of 0.65 and located

in the blue region of the visible spectrum, partly overlapped with the absorption

band. When the solvent polarity is increased, the emission band progressively shifts

to the red and loses intensity, the quantum yield becoming <1% in DCM. More po-

lar solvents (such as CH3CN and DMSO) were tested, but no fluorescence could be

detected. Moreover, in medium-high polarity solvents a dual emission is observed,

with the main band located at longer wavelengths in a position depending on the

solvent polarity, and another, less intense band in the same position as the emission
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band recorded in cyclohexane.

This behavior can be interpreted by assigning the emission in cyclohexane as

emerging from an LE state. The residual emission in the same spectral position

observed in polar solvents is assigned to the same LE state, while the solvatochromic

emission band observed is clearly associated to a CT transition. Since fluorescence

emission typically stems from the lowest-energy excited state, this behavior suggests

that the lowest-energy excited state has an LE nature in apolar solvents, while in

polar solvents the relaxed CT state is stabilized, becoming lower in energy than the

LE state. The residual emission still observed from the LE state in polar solvents

can be ascribed to a small population still residing on the LE state and is justified

by the very different radiative emission rates associated to the LE and CT states

(Table 4.1).

Using the Weisskopf-Wigner equation [16, 17] for the radiative decay rate, we

can estimate the transition dipole moment associated to the emission and we obtain

values of ∼12 D in cyclohexane, ∼5 D in toluene, decreasing down to ∼1 D in DCM.

These values are in agreement with the interpretation of the emission arising from

a strongly allowed LE state in the apolar solvent, while corresponding to an almost

forbidden CT transition in polar solvents. Toluene seems to be an intermediate

case, where the excited-state population could be distributed on both types of

states, suggesting that the relaxed LE and CT states are almost degenerate in this

solvent.

This LE/CT interplay is interesting. In particular, while in the apolar solvent

absorption and emission involve the same LE state, in polar solvents excitation

still populates the LE state(s), while the emission data suggest that the popula-

tion relaxes (almost completely) towards a lower-energy CT state. This relaxation

should be solvent-driven, since solvation is responsible for the stabilization of the

CT excited state.

In order to investigate better the nature of the excited states and the evolution

from the LE to the CT state, transient absorption measurements were performed

(in collaboration with LENS in Florence) in solvents of different polarity and char-

acterized by different relaxation times (Fig. 4.3). The pump pulse was centered at

330 nm, while the probe pulse is broadband, covering the region from 350 to 700

nm.
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Figure 4.3: Transient pump-probe spectra measured in cyclohexane, diethyl ether, tri-
acetin and in DMSO.

The positive band dominating the differential absorption spectra is due to excited-

state absorption (ESA) from the state reached via pumping at 330 nm towards

higher-energy excited state(s). In the apolar solvent cyclohexane, no evolution of

this band is observed apart from its progressive decrease in intensity due to the

de-population of the excited state itself, on a timescale shorter than 1 ns. This

is in agreement with the estimated fluorescence lifetime (Table 4.1). More inter-

esting fact is the time evolution of the pump-probe spectra in polar solvents. In

all investigated polar solvents (diethyl ether, triacetin, DMSO), two excited-state

absorption bands are observed in the transient spectra, located at about 520 nm

and 460 nm. The relative intensity of the two bands changes with time delay, i.e.,

for short pump-probe delays, the 520 nm feature dominates, while for increasing

time delays a band at 460 nm appears and progressively acquires intensity at the

expense of the other. The kinetic of this evolution is clearly governed by the sol-

vent. In fact while the qualitative evolution is very similar in all the polar solvents,

the associated times are different and compare very well with the average solvation
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times reported in the literature for the three solvents, namely 1.7 ps for diethyl

ether, 3.1 ps for DMSO, 80 ps for triacetin.

The two features in the transient absorption spectra can safely be ascribed to

an excited-state absorption from the LE state and to an excited-state absorption

from the CT state; the first one (at 520 nm) decreases and the second one (at 460

nm) increases on the typical solvation timescale. The pump pulse populates the LE

state, but solvation (its typical times depending on the specific solvent) stabilizes

the CT state to lower energy, so that the population moves from the LE to the CT

state. Accordingly, the excited-state absorption feature shows the gradual decrease

of the transition from the LE state and the gradual increase of the transition from

the CT state.

Having assigned the ESA features, we were somewhat surprised by the fact

that these two features do not change their spectral positions during time. This is

particularly surprising from the point of view of the feature associated to the CT

state, since the energy of the CT state is very sensitive to solvation (as has been

demonstrated by the strong emission solvatochromism). Transient data thus clearly

suggests that the state reached upon absorption from the CT state has the same

solvatochromic behavior as the initial state, i.e., has a CT nature too. Analogously,

the excited-state reached upon absorption from the LE state should have a LE

character too.

To prove this interpretation, we performed theoretical calculations to retrieve

the energies of a large number of excited states in order to study their nature.

4.4.2 Theoretical Results

To model the CVA07 molecule for theoretical calculations, we have substituted

the long chain alkyl group in the amino moiety with methyl groups, with the as-

sumption that this has marginal spectroscopic effects. The optimized structure of

the molecule in gasphase is shown in Fig. 4.4 and we can see the biphenyl moiety

is twisted along the C-C bond by around 90°. This hinders the conjugation of the

π cloud across the twisted bridge. The ground state system was also optimized

in different solvents, cyclohexane, toluene and dichloromethane (DCM) obtaining

similar results.

To look into the transition energies of CVA07 in different solvents, namely
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Figure 4.4: (a) Optimized structure of CVA07 in gasphase, and (b) perpendicular planes
in the molecule with a torsional angle of ∼90°.

cyclohexane, toluene, DCM and in gasphase, we carried out TDDFT calculations on

the monomer and Table 4.2 summarizes the first few low-energy transitions. Several

flavours of PCM models are available and we have used state-specific approximation

[18], which is a more accurate and physically sound approach to take into account

the variations of the polarization of the solvent following the electronic density

rearrangements of the solute [19].

Results in Table 4.2 are consistent with the experimental results, showing no

appreciable change in absorption band position while moving from low to highly

polar solvents. The first transition (S0→S1), irrespective of the polarity of the

solvent is an LE transition with an almost equal weight of two localized excitations

on the donor fragment (H→L+1) and on the acceptor fragment (H-1→L). The

large solvatochromic shifts in the experimental fluorescence spectra showed that

the relaxed excited state is polar, i.e., it should be a charge separated state (CS).

The calculated CT state is found at a higher energy, corresponding to S3 in gasphase

and cyclohexane and S4 in toluene and DCM. The CT state corresponds to H→L

transition, displacing charge from D to the A site. The energy of the CT state is

marginally affected by the solvent polarity, indeed because of the negligible polarity

of the molecule in the ground state. Moving ahead, emission spectra calculations

with TDDFT could not be completed on account of computational limitations owing
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Table 4.2: TDDFT Results for CVA07 in Gasphase and different solvents.

CVA07 in Transitions Transition Oscillator Nature of
Energy (nm/eV) Strength Transitions

(MO Contributions)

Gasphase S0 → S1 308 / 4.02 (LE) 3.03 H-1→L (38%)
H→L+1 (52%)

S0 → S2 293 / 4.23 0.01 H-1→L (53%)
H→L+1 (37%)

S0 → S3 273 / 4.53 (CT) 0.00 H→L (87%)

Cyclohexane S0 → S1 315 / 3.93 (LE) 3.26 H-1→L (35%)
H→L+1 (55%)

S0 → S2 302 / 4.10 0.03 H-1→L (56%)
H→L+1 (35%)

S0 → S3 274 / 4.52 (CT) 0.00 H→L (88%)

Toluene S0 → S1 316 / 3.92 (LE) 3.28 H-1→L (35%)
H→L+1 (56%)

S0 → S2 303 / 4.09 0.04 H-1→L (57%)
H→L+1 (34%)

S0 → S3 274 / 4.52 0.06 H→L+7 (70%)
S0 → S4 274 / 4.52 (CT) 0.00 H→L (88%)

DCM S0 → S1 322 / 3.34 (LE) 3.24 H-1→L (25%)
H→L+1 (65%)

S0 → S2 312 / 3.97 0.17 H→L+6 (66%)
H→L+1 (25%)

S0 → S3 278 / 4.46 0.09 H→L+6 (67%)
S0 → S4 273 / 4.55 (CT) 0.00 H→L (89%)

to the number of atoms in the molecule.

To identify the nature of the transitions occurring from the first LE and the first

CT states, it is important to analyze the transition dipole moments between the

excited states. Though these can be achieved with Dalton package using TDDFT

formalism, we needed to reach much higher energy states and the size of the molecule

proved a hindrance. To handle this problem, we have carried out semi-empirical
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Figure 4.5: Frontier Molecular Orbitals of CVA07 in gasphase and the LE/CT transitions.
Blue arrow indicates LE transition and red arrow indicates CT transition.

Figure 4.6: Frontier Molecular Orbitals of CVA07 in DCM solvent and the LE/CT tran-
sitions. Blue arrow indicates LE transition and red arrow indicates CT tran-
sition.

ZINDO/S calculations in gasphase, implemented in Gaussian09 package, to calcu-

late the transition dipole moments between excited states and due to the nature

of the calculations we could reach up to 7 eV of transition energy. In Table 4.3,

we have summarized the lowest-lying first few transitions of CVA07 in gasphase,

using ZINDO/S calculations. In comparison to the experimental data, there is an
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underestimation of the first strongly allowed transition energy in gasphase by ∼0.3

eV.

Table 4.3: ZINDO Results for CVA07 showing the first few low energy transitions.

Transitions Transition Oscillator Nature of
Energy (nm/eV) Strength Transitions

(MO Contributions)

S0 → S1 357 / 3.47 (LE) 1.91 H-1→L (33%)
H→L+1 (43%)

S0 → S2 352 / 3.53 0.00 H-8→L (56%)
S0 → S3 344 / 3.60 0.00 H-5→L+1 (59%)
S0 → S4 342 / 3.62 0.01 H-1→L (39%)

H→L+1 (33%)
S0 → S5 307 / 4.04 0.05 H→L+6 (69%)
S0 → S6 302 / 4.11 0.01 H→L+5 (37%)
S0 → S7 299 / 4.14 0.00 H-1→L+4 (45%)
S0 → S8 291 / 4.26 0.00 H-9→L (34%)

H-1→L+2 (41%)
S0 → S9 285 / 4.34 (CT) 0.00 H→L+14 (37%)

H→L+17 (23%)
S0 → S10 280 / 4.43 0.00 H-1→L+11 (57%)

The LE and CT states (as labelled in Table 4.3) have been identified by analyzing

the nature of each molecular orbital (see Fig. 4.7) taking part in each transition

and having a sizeable contribution. Thus, we could identify the LE transition to be

the lowest-energy one at 3.47 eV (357 nm, S0→S1) and the CT transition occurs

at a higher energy of 4.34 eV (285 nm, S0→S9). Having identified the first LE and

CT state as S1 and S9, respectively, we looked at the transition dipole moments

(µti,i=x,y,z) from these states to the higher energy states. Since, from Fig. 4.4, we can

see the molecular axis of the CVA07 lies along x-axis of the cartesian coordinate

system, and the donor and acceptor fragments lie along this axis, it is justified to

look into the x-component of µt. In Tables 4.4 and 4.5, we have tabulated the

transition energies from the first LE (S1 state) and first CT (S9 state) to the higher

states based on sizeable µtx values. The FMO’s taking part in these transitions

have also been checked to verify the nature of each transition.

The excited state to excited state transitions, from S1 and S9 to higher, involves
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Figure 4.7: Frontier Molecular Orbitals of CVA07 obtained with ZINDO calculations
showing the LE/CT transitions. Blue arrow indicates LE transition and red
arrow indicates CT transition.

Table 4.4: Transitions from S1 to higher energy Sn (n>1) and the transition dipole mo-
ments.

Lowest Higher µtx ∆E/eV
LE State (LE1) LE State (LEn) (a.u.) (nm)

S1

S4 0.3062 0.27 (∼4500)
S12 1.0317

1.23 (∼1000)
S14 0.8502
S22 -3.0683

1.99 (∼620)S24 1.8033
S26 3.0691
S32 -0.9658

2.30 (∼540)
S33 -0.6430
S40 0.8957

2.64 (∼470)
S41 -0.6838
S57 0.3845

3.02 (∼410)
S60 -0.3162
S66 0.2124
S69 0.3696

states which are mutually exclusive to each set of transitions. In other words, from

Tables 4.4 and 4.5, we can see that the set of excited states that can be reached
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Table 4.5: Transitions from S9 to higher energy Sn (n>9) and the transition dipole mo-
ments.

Lowest Higher µtx ∆E/eV
CT State (CT1) CT State (CTn) (a.u.) (nm)

S9

S13 -1.1938 0.39 (∼3180)
S30 0.2932

1.30 (∼950)
S31 -0.5346
S37 0.7922 1.54 (∼805)
S52 -0.3681

1.97(∼630)S53 0.2252
S55 -0.3640
S67 0.7169

2.33 (∼530)
S71 0.1052

from S1 (the LE state) is different with respect to those that can be reached by S9

(the CT state). This agrees reasonably well with the assumption from experimental

data that two families of excited states (LE and CT) are probable and they do not

cross their paths. Fig. 4.8 sums up our findings showing the transitions achievable

from each state for CVA07.
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4.5 Conclusions

In summary, we have recognized with the help of experimental spectral analysis

and theoretical calculations, the LE and the CT lowest-energy states in CVA07.

The calculated transition dipole moments relevant to all the transitions starting

from either of the two have been analyzed and we found that, when starting from

the LE state, transitions have non-negligible transition dipole moments only when

directed to other LE states. On the other hand, when transitions originate from

the CT state, the allowed transitions only lead to other higher-energy CT states.

We have therefore recognized two different manifolds of states, having LE or CT

nature, not interconverted via optical excitation. However, a spontaneous evolution

from LE to the lowest-energy CT state is allowed in polar solvents and is driven by

the solvent relaxation itself.
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Chapter 5

Finite Size DMRG Study of a Squaraine

Dye for calculation of their Optoelectronic

Properties

5.1 Introduction

A significant amount of effort has been put into the development of organic

molecules and semiconducting quantum dots, having large two-photon absorption

(TPA) cross-section, for their application in the field of fluorescence sensing, bio-

imaging [1], two-photon imaging [2], photovoltaic cells [3–5], photodynamic therapy

[6] amongst many others [7–11]. The organic molecules, which possess the capac-

ity to tailor their linear and non-linear optical responses on account of molecular

modification, are important for the applications mentioned. Squaraines dyes have

a strong acceptor group squaraic acid (diketocyclobutenediol), placed mid-way in

a vinylene chain. These chromophores exhibit large TPA cross-sections, reported

upto 33,000 GM [12] owing to the presence of a large ground-to-first excited state

transition dipole moment, near-parallel orientation of their ground-to-first excited
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and between-excited states transition dipole moments, and the sharply rising low-

energy side of their linear absorption that makes room for significant intermediate-

state resonance enhancement of the TPA [13–18]. Squaraines fall into Class II

donor-acceptor-donor or DAD dyes where the localization of the positive charge on

the nitrogen atom and the negative charge on the oxygen atom of the central group

were confirmed by quantum chemical calculations way back in the beginning of this

millenium [18]. The introduction of the terminal donor to a DA chromophore leads

to a blue-shift in the one-photon absorption (OPA) band in these dyes, and the

TPA peak is strongly blue-shifted relative to twice the OPA, which allows imaging

at lower excitation wavelengths, improving resolution and facilitating co-excitation

with spectrally unique fluorophores. The difference in the TPA cross-sections of

DAD with respect to DA dyes can be explained on the basis of intermediate state

resonance enhancement (ISRE), which calls for the narrowing of the OPA main

transition band and increase in density of final states [19, 20].

A squaraine dye, named as SD#2243 [13, 18–20] (hereafter referred in this

chapter as SQ2) is a widely studied dye and synthesized at the Institute of Or-

ganic Chemistry, Kiev, Ukraine and has the IUPAC nomenclature 1,3-Bis-[(1,3-

dihydro-1-butyl-3,3-dimetyl-2Hbenzo[e]indol-2-ylidene)methyl]squaraine (Fig. 5.1).

Since their first synthesis, squaraine dyes have been of great interest not only for

experimentalists, but also for theoreticians. The experimental techniques used for

the measurement of SQ2 have been (1) Z-scan, (2) femtosecond pump-probe, (3)

steady-state excitation anisotropy measurements, and (4) linear absorption spectral

measurements [18]. SD#2243 is a symmetrical squaraine molecule which shows a

strong OPA peak at the characteristic long wavelength region of squaraines at 668

nm [13], while the strong TPA transition is observed at 375 nm having a very

high TPA cross-section (σTPA = 8660 GM). From the aspect of theoretical studies,

researchers have carried out extensive works using semi-emperical computational

methods like Austin Model 1 (AM1) for geometries and ZINDO for electronic tran-

sition energies [13, 18], PPP models without assumptions, Essential State Model

studies [10, 14, 21] to Time Dependent Density Functional Theory (TDDFT) [22].

Various studies have been done to address the electronic structure of symmetric and

asymmetric squaraine dyes [23–25], but many failures of TDDFT have been noted

in offering unreliable description of the excitation spectrum of various squaraine
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dyes, which can be attributed to the biradical character of low-lying excitations in

squaraines [22].

In this chapter, we have undertaken the studies of optoelectronic properties of

SQ2 molecule using symmetrized Density Matrix Renormalization Group (DMRG)

theory [26–28] within Pariser-Parr-Pople (PPP) Hamiltonian with Ohno parameter-

ization scheme[29–31], which takes into account long-range Coulomb interactions.

The low-lying excited states and NLO response of conjugated networks are basically

associated with delocalized electrons. The PPP model for interacting electrons has

thus provided a unified, convinient and ab-initio approach for describing excited

states. We have modeled the system by susbtituting the butyl chains in SD#2243

with ethyl group and keeping all other sites same. Many previous works have

been done with DMRG to study TPA in expanded porphyrins [32], porphyrins [33],

stilbene and azobenzene systems [34], and has been shown that for biphenyl DA

chromophore TPA value can be conformationally tuned [35]. We have carried out

a systematic analysis of the linear and non-linear properties of SQ2 dye and several

ground state and excited state properties. We will proceed with a brief introduction

to the methodology in the next section, followed by results and discussions.

Figure 5.1: The squaraine dye under study SD#2243.

5.2 Methodology

We have assumed here single pz electron for each of the conjugated carbon sites

(2 pz electrons in pyrolitic nitrogen). We have considered the following PPP Hamil-

tonian. The total number of π electrons and z-component of the total magnetic spin
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are the good quantum numbers, as they commute with the PPP Hamiltonian[36].

H =
∑
⟨i,j⟩σ

tij

(
a†iσajσ + a†jσaiσ

)
+
∑
i

ϵini

+
1

2

∑
i

Uini (ni − 1) +
∑
i,j

Vij (ni − zi) (nj − zj)
(5.1)

The tij term in the Hamiltonian stands for the resonance or hopping/transfer

integrals between bonded sites i and j, ϵi refers to the orbital or site energy of the

pz orbital on the ith atom (N and C), while Uis are the Hubbard repulsion terms

at site i. a†iσ and aiσ are the creation and annihilation operators, respectively, of an

electron of spin σ at the ith atom, ni is the number operator and zi is the chemical

potential of ith site. Vij is the nearest neighbour interaction given by the Ohno

parameterization (discussed in Section 1.3.6.3), and the value interpolates between

Ui for rij = 0 and e2/rij when rij → ∞. In this work, we have set tij = -2.40 eV for

all bonded sites C-C and C-N. The site energy ϵi is taken as 0.0 eV for all other C

atoms, except the site (site 10) having two methyl groups which has +2.0 eV, for

the pyrrole nitrogen as -1.0 eV (N is attached to ethyl group and as a result the

effective value is taken for N), while for the carbonyl C (-C=0) of the squaraic acid

moiety has ϵi = -1.0 eV. The site energies (ϵi) have been assigned on the basis of

Mulliken charge density obtained from Gaussian09 for SQ2 moiety. We have taken

the Hubbard U for the C atoms as 11.26 eV, while for N atoms is 14.53 eV. The

pyrrolic N atom has double occupancy (zi = 2), while all the C atoms have single

occupancy (zi = 1). To calculate the rij for intersite electron-electron interaction

potentials, we have optimised the geometry of SQ2 using Gaussian09 [37] suite

of programs within Density Functional Theory (DFT), at CAMB3LYP/6-31+g(d)

level of theory.

In DMRG method (as has also been discussed in Chapter 1), we typically start

with a four site system, with each atom having one orbital that participates in

conjugation. From an exact solution of the small system, density matrix is obtained

for one-half of the system.

Then two additional sites are added between the two half-blocks and the Hamil-

tonian is constructed based on the direct product of the eigenvectors of the density

matrix and Fock states of two new sites and the process is repeated till the final size
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of the system is obtained. To span the Fock space of the system, in every DMRG

iteration, a small number of eigenvectors (m) of the density matrix with largest

eigenvalues is chosen. Here we have a total of 32 sites (see Fig. 5.2), which means

the density matrix is obtained for 16 sites.

After this, we carry out finite size DMRG runs, which involves sweeping over

the sites, where the system block is increased in size with the decrease of the en-

vironment block and the process is repeated by interchanging environment and

system block. With the use of Finite system DMRG, the accuracy of the results

is enhanced. Fig. 5.2 shows the building up of the molecule, starting from a 4 site

system. For our calculations, we have kept m = 340. The system possesses an

inversion symmetry (i). In this technique, the system evolves from the external C

atoms of SQ2, and the introduction of the new sites in the middle is more accurate

compared to the procedure that builds the system starting from the middle. The

reason for this can be attributed to the fact that we have to rebuild the central

bonds each time and the repeated renormalization of the operators at the new site

reduces the accuracy of the procedure. In addition, the inside-out procedure does

not introduce interactions between the new sites and thus the density matrix of the

half-blocks cannot be good representatives of the density matrix of the half-block

of the actual system [38].

Figure 5.2: Schematic diagram showing the building-up of SQ2 from a 4 site system.
Black circles indicate new additional sites added in each iteration of Infinite
DMRG. Positive site number refers to one block or Left block, while negative
numbers refer to another block or Right block.

Further, we calculated the eigenvalues and eigenvectors for 500 low-lying excited
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states. The eigenvectors are used to calculate the bond orders, charge densities and

spin densities for the ground state. Since, with this m value, the energy differ-

ence between total Sz=0 and total Sz=1 is very small, we have carried out the

calculations for lowest energy states in both the spin states, Sz=0 and Sz=1.

5.3 Results and Discussions

We have a 32 site system here (Fig 5.2) and we have taken one π-electron on

each C atom, while the pyrrole nitrogen in the 13th site (and the corresponding site

in the right block) has double occupancy, as mentioned already, since it contributes

a lone pair to the π-electron system. This makes the total number of electrons in

the system as 34. Since the molecule is symmetric and has an inversion centre i, we

have calculated the properties like bond order, charge density and spin density for

half of the molecule. DMRG results shown here are for an isolated molecule in the

lowest energy state geometry. We have calculated the spin gap energy of two spin

spaces Sz=0 and Sz=1, and Sz=1 has lower energy compared to Sz=0 by 0.00006

eV (within m value of 340; energy of Sz=0 is -84.30568 eV and energy of Sz=1 is

-84.30574 eV), making the ground state of SQ2 having a triplet spin multiplicity.

The close proximity of singlet and triplet states in ground states (∆E = 6x10−5

eV) are in line with the large biradicaloid character of squaraine ground state, as

discussed by Yesudas [24]. Results with different models have been summarized in

Table 5.1. Although spin triplet state is slightly lower in energy than spin singlet

state, such result can be rationalized if we check the spin parity (see Fig. 5.3) for

one-half of the molecule, considering antiferromagnetic spin configuration (which is

the case here, according to spin-spin correlations). Pyrrole nitrogen atom site has

two π electrons (lone pair) holding a key factor, as mentioned before, and all the

sites otherwise have paired-up spins, except for the carbonyl (-C=O) C atom at site

16 which is left with an extra unpaired electron.

Similarly, for the other-half of SQ2, one unpaired spin remains at site -16,

thereby the spin multiplicity becomes 2S + 1 = 3. This can be ascribed due to

pyrrole N atom, whose two pz electrons take part in the conjugation, and thereby

an unpaired electron remains for one-half of the molecule. The triplet consists of

three subspaces with spin components +1, 0 and 1 along the direction of the total
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Table 5.1: Ground state energy for Sz=0 and Sz=1 using Hubbard, Hückel and PPP
Models.

Hubbard Model Huckel Model PPP Model
ESz=0 (eV) ESz=1 (eV) ESz=0 (eV) ESz=1 (eV) ESz=0 (eV) ESz=1 (eV)

-37.51647 -37.51659 -101.39858 -105.75545 -84.30568 -84.30574

Figure 5.3: Schematic diagram showing the spin pairing for one-half of SQ2. ∗ indicates
spin-up and black open circle (o) indicates spin-down. The dashed circle
shows the spin pairing.

spin angular momentum, which is 1.

5.3.1 Ground State Bond Orders and Charge Density

Analysis

To understand the structure of the ground state, we have calculated bond orders

and charge density values for half the molecule in each of the lowest energy state

in two spin manifold (states). In Fig. 5.4, we have shown the charge densities at

each site and the bond orders for individual bonds. Since lowest energy states in

Sz=0 and Sz=1 differ only by spin moment value, charge densities and bond orders

remain the same up to the fifth decimal places pointing to the biradicaloid nature

of the SQ2 ground state (see Fig. 5.4).
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Figure 5.4: Panel (a) shows the charge density at each site (red numbers) and bond orders
for each bond (blue numbers) for both Sz=0 and Sz=1. Panel (b) shows the
spin density at each site, upper half of the molecule (in magenta colour) shows
for Sz=0 and lower half of the molecule (in green colour) shows for Sz=1.

In each of lowest energy states, the charge density on the C at i=10 is higher,

due to the +I effect of the two methyl groups attached to the C atom, while the

charge density of the pyrrole N (at i=13) is low. The charge density in all the other

carbon atoms is 1.00±0.04, except C in sites 11 and 12, nearest neighbours of the

N, where the charge density is comparatively higher. We can also see a pattern of

alternating double and single bonds in the benzene rings, with bonds like C1 −C3,

C2 − C4, C5 − C6, C8 − C9 having a double bond character (BO > 0.6), while,

C5 −C7, C6 −C8, C7 −C11, C9 −C11, C10 −C12, C12 −C14 bonds have single bond

character. From the BO values of C11−N13 and C12−N13 in the pyrrole ring, they

are in between the double and single bond order, and possibly we can say, there is a

delocalized double bond character, where the two π electrons on N atom take part

in conjugation, while C7 −N10 has a double bond character. In the central square

moiety, C15 − C16, where 16th site has the carbonyl group, has a predominantly

single bond character, indicating that the ground state of SQ2 has a keto form,

instead of the tautomeric enol form.

Since the energy values for the lowest energy states of Sz=0 and Sz=1 spin

manifold are too close, we are currently doing DMRG caculations with larger max

values. Thereafter, we will do spectroscopic calculations to find optical gaps, one
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and two photon spectra, absorption coefficients and the TPA cross sections.

5.4 Conclusions

Summarizing, we have employed the symmetrized finite size DMRG method

of calculations for studying the low lying energy spectra and linear and nonlinear

optical properties of a well-studied squaraine dye SD#2243 within the framework

PPP model to describe its interacting π-electrons. We also have calculated the

charge densities in each site and the bond orders in the lowest energy states of

Sz=0 and Sz=1 spin manifold. Further, we are calculating keeping higher DMRG

states to analyse and to find the true ground state and thereafter calculating linear

and nonlinear optical spectra, the OPA and TPA coeffcients and their cross sections

and figure of merit for this molecule.
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Chapter 6

Summary And Perspectives

An extensive modeling effort has been presented to extract the main physics gov-

erning linear and non-linear optical spectra of organic dyes and of their aggregates,

focusing attention on two class of chromophores, namely dipolar and quadrupolar

dyes. We have combined the Essential State Models and first principles calculations

to address isolated chromophores and further moving on to the aggregation prop-

erties of dyes for their applications in the vast area of non-linear optical research.

In case of the quadrupolar chromophores studied, namely curcumin and squaraine,

we have validated the essential state models, a family of parametric Hamiltonians,

developed in the host laboratory over the past two decades, against TDDFT cal-

culations for the monomer and dimer systems of a curcuminoid dye. As previously

documented in the literature, TDDFT offers unreliable results for Squaraine dyes,

due to the biradicaloid nature of its ground state. However, validation of ESM

curcumin-analogues has enabled us to address the large aggregates of these extended

π systems to understand their properties, accounting fully for the polarizability of

these molecules and relaxing the point dipole approximation. Different geometries of

one-dimensional aggregates have been taken into account, and we have successfully

demonstrated that the intriguing observation of “non-fluorescent J -aggregation”

calls for explanations beyond Exciton Model. Another important point that we

came across is, for highly polarizable molecular systems, like squaraine dyes, the

137
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usual definition of H- and J-aggregation is misleading and that large-aggregation

effects are expected in TPA spectra.

We also studied two interesting molecules. We have modeled a well-studied

squaraine dye using symmetrized Finite Size DMRG method of calculations within

the framework Pariser-Parr-Pople model, with the aim of studying its optoelectronic

properties. Preliminary results confirm the presence very closely spaced ground

state energies for Sz=0 and Sz=1 spin manifold, which goes in line with the earlier

proposed biradicaloid character in ground state of squaraines, and our spin density

and charge density calculations for Sz=0 and Sz=1. Further studies are needed

to analyze the linear and non-linear spectral properties using DMRG. In an other

study, in close collaboration with experimentalists, a dipolar chromophore based on

a biphenyl core was studied. An extensive ZINDO analysis of higly excited states

in this dye confirmed the hypothesis, introduced to rationalize experimental data,

of the presence of two families of excited states, local-excited states and charge

transfer states that are non-interconvertible via optical excitations.

In the class of dipolar chromophores, we have studied the collective amplification

in second order NLO response (or β) of a well known CT dye, DANS, in an aligned

geometry. A bottom-up modeling strategy is exploited with the definition of a re-

liable ESM for the DANS molecules, based on an extensive analysis of its solution

spectra. This information is then used to build models for interacting dyes in the

aggregate, exploiting DFT studies to estimate intermolecular electrostatic interac-

tions. Large cooperative and collective effects are proved in the aggregate, leading

to a superlinear dependence of the β-response on the number of aligned molecules

inside the aggregate aligned with a neutral ground state, considering the fact that

these dyes do interact with each other. This leads to a large renormalization on the

estimate of the number of aligned dyes in the experimental system (from ∼ 70 to ∼
7). The more general and more important result however is, the suggestion offered

to experimentalists that to achieve large second order NLO response it is enough

to align just a few dyes, without the need to arrange a large number of them in a

ordered way.
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Appendix A

A.1 TDDFT Results and FMOs

As discussed in Chapter 2, the intermolecular distance in case of the equivalent

BFC dimer configuration (P-P) and the inequivalent dimer (T-P) structures were

increased by 1 Å in each step to estimate the energies of the four exciton states.

Here we present the detailed results for the Time Dependent Density Functional

Theory (TDDFT) calculations, and their Frontier Molecular Orbital (FMO) plots,

done at each increment. The calculations have been carried out at the same level

of theory, as discussed in Section 2.2.
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A.1.1 For P-P dimer

1. P-P at 4.74 Å in Gasphase

Table A.1: TDDFT Calculations for BFC P-P dimers at 4.74 Å

Transitions Transition Oscillator Nature of
Energy(eV) Strength Transitions

S0→S1 3.13 eV 0.0000 H-1→L+1 (38%) ca − cb CT
(C1) H→L (51%) ca − cb CT

S0→S2 3.36 eV 3.9797 H-1→L (42%) ca + cb CT
(C2) H→L+1 (46%) ca + cb CT

S0→S3 3.89 eV 0.0062 H-1→L (42%) ca + cb CT
H→L+1 (33%) ca + cb CT

S0→S4 3.90 eV 0.0015 H-1→L+1 (46%) ca − cb CT
H→L (31%) ca − cb CT

S0→S5 4.01 eV 0.1308 H-3→L+1 (38%) ea − eb CT
(E1) H-2→L (45%) ea − eb CT

S0→S6 4.12 eV 0.0000 H-3→L (44%) ea + eb CT
(E2) H-2→L+1 (46%) ea + eb CT

Figure A.1: FMO plots of TDDFT results for P-P curcumin dimer at distance 4.74 Å
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2. P-P at 5.74 Å in Gasphase

Table A.2: TDDFT Calculations for BFC P-P dimers at 5.74 Å

Transitions Transition Oscillator Nature of
Energy(eV) Strength Transitions

S0→S1 3.17 eV 0.0001 H-1→L+1 (41%) ca − cb CT
(C1) H→L (43%) ca − cb CT

S0→S2 3.35 eV 4.0191 H-1→L (44%) ca + cb CT
(C2) H→L+1 (45%) ca + cb CT

S0→S3 4.04 eV 0.1431 H-3→L+1 (39%) ea − eb CT
(E1) H-2→L (42%) ea − eb CT

S0→S4 4.11 eV 0.0001 H-1→L (23%) ca + cb CT
H→L (36%) ca − cb CT

S0→S5 4.11 eV 0.0000 H-3→L (40%) ea + eb CT
(E2) H-2→L+1 (42%) ea + eb CT

S0→S6 4.12 eV 0.0001 H-1→L+1 (39%) ca − cb CT
H→L+1 (23%) ca + cb CT

Figure A.2: FMO plots of TDDFT results for P-P curcumin dimer at distance 5.74 Å
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3. P-P at 7.74 Å in Gasphase

Table A.3: TDDFT Calculations for BFC P-P dimers at 7.74 Å

Transitions Transition Oscillator Nature of
Energy(eV) Strength Transitions

S0→S1 3.21 eV 0.0002 H-1→L (46%) ca
(C1) H→L+1 (44%) cb

S0→S2 3.33 eV 4.0717 H-1→L (44%) ca
(C2) H→L+1 (46%) cb

S0→S3 4.06 eV 0.1537 H-3→L (46%) ea
(E1) H-2→L+1 (43%) eb

S0→S4 4.10 eV 0.0000 H-3→L (43%) ea
(E2) H-2→L+1 (47%) eb

S0→S5 4.39 eV 0.0000 H→L (98%) CT
S0→S6 4.40 eV 0.0000 H-1→L+1 (98%) CT

Figure A.3: FMO plots of TDDFT results for P-P curcumin dimer at distance 7.74 Å
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A.1.2 For T-P dimer

1. T-P at 3.3 Å in Gasphase

Table A.4: TDDFT Calculations for BFC T-P dimers at 3.3 Å

Transitions Transition Oscillator Nature of TPA σ2

Energy(eV) Strength Transitions Energy(eV) (GM)
S0→S1 2.91 eV 0.0113 H→L (81%) ca − cb CT 2.91 23.5
(C1)

S0→S2 3.39 eV 3.6025 H→L+1 (62%) ca + cb CT 3.39 0.813
(C2)

S0→S3 3.56 eV 0.2806 H-1→L (66%) ca + cb CT 3.56 3.20
S0→S4 3.78 eV 0.0114 H-1→L+1 (73%) ca − cb CT 3.78 9.84
S0→S5 3.91 eV 0.0950 H-2→L (57%) ea − eb CT 3.91 10.1
(E1)

S0→S6 4.12 eV 0.0071 H-3→L (49%) ea + eb CT 4.12 2530
(E2) H-2→L+1 (38%) ea + eb CT

Figure A.4: FMO plots of TDDFT results for T-P curcumin dimer at distance 3.3 Å
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2. T-P at 4.3 Å in Gasphase

Table A.5: TDDFT Calculations for BFC T-P dimers at 4.3 Å

Transitions Transition Oscillator Nature of
Energy(eV) Strength Transitions

S0→S1 3.15 eV 0.0554 H-1→L (17%) ca
(C1) H→L (30%) CT

H→L+1 (29%) cb
S0→S2 3.40 eV 3.8751 H-1→L (49%) ca
(C2) H→L+1 (38%) cb

S0→S3 3.83 eV 0.0031 H→L (62%) CT
H→L+1 (19%) cb

S0→S4 3.99 eV 0.0397 H-1→L+1 (53%) CT
S0→S5 4.04 eV 0.1073 H-3→L+1 (21%)

H-2→L (19%) CT
(E1) H-2→L+1 (18%) eb

H-1→L+1 (19%) CT
S0→S6 4.13 eV 0.0091 H-3→L (49%) ea
(E2) H-2→L+1 (38%) eb

Figure A.5: FMO plots of TDDFT results for T-P curcumin dimer at distance 4.3 Å
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3. T-P at 5.3 Å in Gasphase

Table A.6: TDDFT Calculations for BFC T-P dimers at 5.3 Å

Transitions Transition Oscillator Nature of
Energy(eV) Strength Transitions

S0→S1 3.20 eV 0.1023 H-1→L (30%) ca
(C1) H→L+1 (56%) cb

S0→S2 3.39 eV 3.8651 H-1→L (58%) ca
(C2) H→L+1 (32%) cb

S0→S3 4.04 eV 0.0107 H→L (86%) CT
S0→S4 4.05 eV 0.1431 H-3→L (29%) ea
(E1) H-2→L+1 (51%) eb

S0→S5 4.13 eV 0.0122 H-3→L (57%) ea
(E2) H-2→L+1 (33%) eb

S0→S6 4.22 eV 0.0001 H-1→L+1 (91%) CT

Figure A.6: FMO plots of TDDFT results for T-P curcumin dimer at distance 5.3 Å
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4. T-P at 6.3 Å in Gasphase

Table A.7: TDDFT Calculations for BFC T-P dimers at 6.3 Å

Transitions Transition Oscillator Nature of
Energy(eV) Strength Transitions

S0→S1 3.22 eV 0.1606 H-1→L (28%) ca
(C1) H→L+1 (62%) cb

S0→S2 3.38 eV 3.8305 H-1→L (62%) ca
(C2) H→L+1 (28%) cb

S0→S3 4.07 eV 0.1543 H-3→L (25%) ea
(E1) H-2→L+1 (63%) eb

S0→S4 4.12 eV 0.0181 H-3→L (64%) ea
(E2) H-2→L+1 (26%) eb

S0→S5 4.21 eV 0.0000 H→L (97%) CT
S0→S6 4.38 eV 0.0000 H-1→L+1 (95%) CT

Figure A.7: FMO plots of TDDFT results for T-P curcumin dimer at distance 6.3 Å
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5. T-P at 7.3 Å in Gasphase

Table A.8: TDDFT Calculations for BFC T-P dimers at 7.3 Å

Transitions Transition Oscillator Nature of
Energy(eV) Strength Transitions

S0→S1 3.24 eV 0.2352 H-1→L (25%) ca
(C1) H→L+1 (66%) cb

S0→S2 3.37 eV 3.7767 H-1→L (65%) ca
(C2) H→L+1 (25%) cb

S0→S3 4.07 eV 0.1501 H-3→L (19%) ea
(E1) H-2→L+1 (70%) eb

S0→S4 4.12 eV 0.0266 H-3→L (71%) ea
(E2) H-2→L+1 (19%) eb

S0→S5 4.33 eV 0.0000 H→L (98%) CT
S0→S6 4.50 eV 0.0000 H-1→L+1 (96%) CT

Figure A.8: FMO plots of TDDFT results for T-P curcumin dimer at distance 7.3 Å
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6. T-P at 8.3 Å in Gasphase

Table A.9: TDDFT Calculations for BFC T-P dimers at 8.3 Å

Transitions Transition Oscillator Nature of
Energy(eV) Strength Transitions

S0→S1 3.25 eV 0.3276 H-1→L (21%) ca
(C1) H→L+1 (69%) cb

S0→S2 3.36 eV 3.7032 H-1→L (69%) ca
(C2) H→L+1 (21%) cb

S0→S3 4.08 eV 0.1422 H-3→L (13%) ea
(E1) H-2→L+1 (76%) eb

S0→S4 4.11 eV 0.0374 H-3→L (76%) ea
(E2) H-2→L+1 (13%) eb

S0→S5 4.43 eV 0.0000 H→L (98%) CT
S0→S6 4.59 eV 0.0417 H-1→L+1 (82%)

Figure A.9: FMO plots of TDDFT results for T-P curcumin dimer at distance 8.3 Å
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