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Introduction

A reliable and robust perception system of the real world is a necessary for an au-
tonomous vehicle and the Advanced Driver Assistance Systems (ADAS). Obstacles
detection and classification are the main pillar for the correct understanding of the
dynamic world. Approaches that are based on stereo vision and other 3D reconstruc-
tion technologies (e.g. LIDAR,KINECT) have been used for the ADAS first and au-
tonomous ground vehicles, after, providing good results as shown in Fig. 1.

Obstacles detection is a very wide field and in this field the are a lot of works in
the last years [2]. In academic research [3, 4], it has been clearly established the es-
sential role of these systems to realize active safety systems, that are systems already
introduced by industry [5, 6], industries, show great interest for computer vision sys-
tems [1]. These systems need to handle situational criticalities and simultaneously
assess awareness of these criticalities by the driver; this two specification requires
that the obstacles detection algorithms must be reliable and accurate [7], providing:
a real-time output, a stable and robust representation of the scenario and it has to be
stable and robust respect in any lighting and weather conditions.

The Initial systems is based on only one sensor (e.g. radar or laser for automatic
cruise control and camera for lane departure warning) in addition to proprioceptive
sensors such as wheel speed and yaw rate sensors. The current systems, such as auto-
matic cruise control(ACC) operating at the entire speed range or emergency braking
assist for collision avoidance, require multiple sensors since the individual measure-
ment cannot meet these requirements. It has led the industry to move towards the use
of assortment of them in order to take the advantage of each one. [8, 9].
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(a) (b)

(c) (d)

Figure 1: Examples of fully autonomous ground vehicle: (a) BRAiVE- VisLab, Uni-
versity of Parma; (b) Bertha - Daimler; (c) KITTI - Karlsruhe Institute of Technology
(KIT); (d) Google Car - Stanford Artificial Intelligence Laboratory (SAIL), Stanford
University.
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The object detection and classification such as vehicle and pedestrian still remaining
an active area of research [10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. In the ADAS, com-
puter vision technologies are involved for solving problems such as forward collision
detection, obstacle detection, lane keeping, traffic sign recognition and pedestrian
detection. Assistant Driver Systems are the use case of pedestrians and vehicles de-
tection. The Vehicles need to be equipped with a system able to detect objects and
take decision in dangerous situations, where probably the driver is not able to avoid
a collision. A full ADAS, with regard to obstacles, would not only include detection
but also tracking, it’s orientation, it’s intent analysis, [20, 21].
The system is able to detect obstacles using a probabilistic occupancy grid built from
disparity map. Obstacles classification is performed with SoftCascade trained on Ag-
gregate Channel Features(ACF). The stage of tracking and fusion are able to provide
stability and robustness to the result.
The remainder of the dissertation is structured as follows: the chapter 1 provides a
broad overview of the state of the art. The system is described, in detail, in the chap-
ter 3 with quantitative and qualitative results reported in the chapter 4. At the end,
results, conclusion and future works are presented in the chapter 5.





Chapter 1

State of The Art

This chapter provides an overview of the different approaches presents in the com-
munity, divided according to the system steps.

1.1 Monocular Object Detection

Vehicles and pedestrians detection is a very hard challenge. It is complex to find an
exhaustive type of feature for the following reasons:

• high variability of obstacles appearance due they change pose, wear different
clothes, carry objects and have different size. Erroneous detections can be in-
troduced by shadows, man-made structures, and ubiquitous visual clutter.

• outdoor urban scenarios have clutter background and different illumination and
weather conditions, that allow to make only weak assumptions about the scene
structure [22].

• obstacles can be occluded, partially or totally. Training classifiers with just full
obstacles shapes gives better detection results but also more false positives;

• high dynamic scenes where both the obstacles and camera are in motion. Ob-
stacles also appear at a different viewing angles.
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• high performance in detection rate and speed. Complex features are better but,
at the same time require more computational resources and then are slow. We
need a trade-off between this constraints: speed is fundamental for real-time
processing and, detection rate is fundamental for decreasing the number not
detected.

It is need to train a classifier for detecting obstacles which can be different in: carried
objects, size and clothes. The more general classifier will be, the more obstacles it
will detect but, also, will be easier to get false positives such as a tree, poles and
guard rails.
A further challenge is to collect an extensive database; a large amount of images that
allows to train a classifier that can better interact with the described problems. It is
more important, as shown in the next chapters, which kind of subjects are used to
train the classifier. The detection can be broken down into the generation of initial
object hypotheses (ROI selection) and verification (classification).

1.1.1 ROI selection

ROI selection is one of the main and most important components of detection algo-
rithms. This operation consists of selecting regions of interest where obstacles are
present. The impact of this processing step on the computational time is huge; se-
lecting more ROI requires more processing time. The simpler approach is the sliding
window technique, where a detection window is shifted at various scales and location
over the image. To give a sense of the computational complexity, let us take for exam-
ple an image with resolution 640x480 pixels. Disregarding the varying window sizes
for a moment, if a constant window size of 128x64 is used over the entire image, with
a one pixel shift, more than 200.000 detection windows need to be analyzed requiring
huge computational resources. Improvements can be achieved by combining the slid-
ing window method with a cascade classifier of increasing complexity. This kind of
approach is used in [16], where a combination of haar features and cascade classifier
is used to obtain a detection area; also a cascade classifier is applied to understand the
image regions where obstacles are more frequently located. An alternative to the use
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of a cascade classifier for reducing the search area is to take advantage of the camera
calibration knowledge and a priori information on target objects. Other assumptions
such as float world objects, common pedestrians geometry, object height, and aspect
ratio helps to reduce the number of possible ROIs. Other techniques are derived from
the image data and object motion. In surveillance system the background subtraction
can be used to obtain the ROI from an image or, also, compute the deviation of the
observed optical flow from the expected ego-motion flow field. The use of an inter-
esting point detector would help to extract the regions with high information content
based on local discontinuities of the image brightness function. All these techniques
allow to reduce the detection window and speed-up the system, which is a key feature
for obtaining real-time behavior.

1.1.2 Classification

Once the ROIs of an image are determined, the next step is to understand whether
obstacles are present in the ROIs. This process is referred to as classification (or
verification), and it involves utilizing pedestrian/vehicle appearance and features. A
good starting point is the separation of these models into generative and discrimi-
native models [23]; this approach allows to classify an image subregion as pedes-
trian/vehicle. Discriminative models differ from generative models in that they do
not allow one to generate samples from the joint distribution of x and y, where x is
an observed variable and y in an unobserved variable. However, for tasks such as
classification and regression that do not require the joint distribution, discriminative
models can yield superior performance.

1.1.3 Generative Models

In the generative approach, the empirical observation are explained by a model that
describes probabilistically the interaction between the variable quantities. This prob-
abilistic system is specified by two components:

• a list of variables that quantify the status observed and supposed model;
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• a joint probability defined over all these variables.

Differences between the generative models are in the nature of these specifics.
The a-posteriori probability can be obtained from the a-priori probability and joint
probability from the Bayesian approach.

Shape models

Shape cues are very important to reduce variability in pedestrian appearance due to
lighting conditions and clothing; there are basically two type of shape representa-
tions: discrete and continue.

• Discrete approaches uses representative shapes to simplify complex shapes.
This kind of approach requires high specificity for example-based models and
consequentially an higher number of example shapes to cover the space of
shape models. In this case, trade-off between specificity and compactness in
order to use it in the real world must be found.

• In the continuous shape model case, a compact parametric representation for
the class conditional density and learning from a set of training shapes are
used. Forcing topologically different shapes (such as pedestrian with feet apart
and closed) can give many intermediate physically implausible model instanti-
ations. To recover physically plausible regions in the linear model space, con-
ditional density models have been proposed. Nonlinear extensions can also be
used jointly with a larger number of training shapes; an alternative solution is
breaking the non linear model into piecewise linear patches. Using the con-
tinuous model, gaps in the discrete model representation can be filled using
interpolation. In previous years, a two-layer statistical field model has been
proposed [24] to improve the performance of detectors in presence of occlu-
sions and cluttered background by representing shapes as a distributed con-
nected model. An hidden Markov layer for capturing shapes prior is combined
with an observation layer, which associates shape with the likelihood of image
observations.
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Combined shape and texture models

To create more complex representations, shape and texture information can be com-
bined within a compound of parametric appearance model. These approaches involve
separate statistical models for shape and intensity light variations [25]. Model fit-
ting requires joint estimation of shape and texture parameters using iterative error
minimization schemes. To reduce the parameter estimation complexity, the relation
between fitting errors and the associated model parameters can be learned from ex-
amples.

1.1.4 Discriminative models

The discriminative models, on the other hand, directly compare the problem of find-
ing criterias that allow grouping of empirical observations. To do this, usually , it is
extracted some intrinsic features such as thickness, shape factors, brightness, from
the object and mapped each observation to a point in a multidimensional space. The
relationship between similar points of the same object or differences between points
of different objects is searched in a second step.

Features

In computer vision and image processing the concept of feature is used to denote a
piece of information which is relevant for solving the computational task related to a
certain application. More specifically, features can refer to:

• the result of a general neighborhood operation (feature extractor or feature de-
tector) applied to the image;

• specific structures in the image itself, ranging from simple structures such as
points or edges to more complex structures such as objects.

Other examples of features are related to motion in image sequences, to shapes
defined in terms of curves or boundaries between different image regions, or to prop-
erties of such a region. The feature concept is very general and the choice of fea-
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tures in a particular computer vision system may be highly dependent on the spe-
cific problem at hand. Local filters on pixel intensities are frequently used for feature
extraction. One of the most popular features are the non adaptative Haar wavelet
features proposed by Papageorgiou and Poggio [26] and then used by many others.
Haar features popularity is due to their simplicity and fast evaluation using integral
images. Viola and Jones[27] adapted the idea of using Haar wavelets and developed
the so called Haar-like features. An Haar-like feature considers adjacent rectangular
regions at a specific location in a detection window, summing up the pixel intensities
in each region and calculating the difference between these sums. This difference is
then used to categorize subsections of an image. For example, let say we have an
images database of human faces. It is a common observation that among all faces
the region of the eyes is darker than the region of the cheeks. Therefore a common
haar feature for face detection is a set of two adjacent rectangles that lie above the
eye and the cheek region. The position of these rectangles is defined relatively to a
detection window that acts like a bounding box to the target object (the face in this
case). Due to overlapping spatial shifts, we have many times redundant representa-
tions and we need to select the most appropriate features from a large set of them.
Initially, using the geometric configuration of human body, this procedure was done
manually [28]; but, are used now automatic procedures of features selection, such
as variants of AdaBoost. The automatic extraction can be seen as an optimization
for the classification task. We can include particular configuration of spatial features
in the optimization, leaving that the features set fits to the underlying data set dur-
ing training. This type of approach, has been shown to be more effective than the
non adaptative Haar wavelets features with regards to pedestrian classification. Other
type of features are based on discontinuities in the brightness function in the image
in terms of models of local edge structure. The most popular are the Histogram of
Oriented Gradients(HOG) descriptors [13], well-normalized image gradient orienta-
tion histograms, calculated over local image blocks. They are implemented in dense
and sparse representation, where the last one must be preceded by an interest point
detector to know the relevant part of the images. Initially, the dense HOG descrip-
tors were computed only at a single fixed scale, to obtain a smaller feature vector
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and better performance in terms of speed. But, afterwards, variable size block ver-
sions has been implemented with better results than the original HOG descriptor.
The local shape filters that explicitly incorporate the spatial configuration of salient
edge-like structures have already been investigated by other people: Mikolajczyk et
al. [29] introduced multiscale features based on horizontal and vertical co-occurrence
groups of dominant gradient orientation. Also sets of edgelets, representing local line
or curve segments, have been proposed. An extension has been recently introduced
about adapting the local edgelet features to the underlying image data [30]; using
the Adaptive Boosting these features are assembled from low-level oriented gradient
responses to give us more discriminative local features. This is a very new approach
because usually Adaboost is used to select the most discriminative subset of features.
Also the outlines, with the extension to spatio-temporal features, have been used to
capture the human motion, especially gait. Haar wavelets and local shape filters have
been extended to the temporal domain by incorporating intensity differences over
time or, also, HOGs have been extended to histograms of differential optical flow
[31]. There are different papers comparing the performances of several techniques.

1.1.5 Classifier architectures

The goal of discriminative classification is to found an optimal decision boundary
between pattern classes in a features space. Feed-forward multilayer neural networks
[32] implement linear discriminant functions in the feature space in which input pat-
terns have been mapped nonlinearly. The optimal boundary is reached minimizing
an error criterion with respect to the network parameters, i.e., mean squared error. In
the out context, feed-forward multilayer neural networks have been applied particu-
larly in conjunction with adaptive local receptive field features as nonlinearities in the
hidden network layer. Support Vector Machines(SVMs)[33] has become a powerful
tool to solve pattern classification problem. At opposite of Neural Networks, SVMs
do not minimize some error criteria but maximize the margin of a linear decision
boundary (hyperplane) to achieve maximum separation between the object classes.
In pedestrian/vehicle detection, linear SVM was combined with different type of fea-
tures [31] [13]. Using non linear SVMs with polynomial or radial kernel showed to
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improve considerably the performance but with a significant increase in computa-
tional cost and memory requirements. AdaBoost was used as both automatic features
selection procedure and as constructor of strong classifiers as weighted linear combi-
nations of the selected weak classifiers, each involving a threshold on a single feature.
Viola et al. [27] adopted the boosted cascade detectors to incorporate nonlinearities
and speed up the classification process. The main motivation for this type of approach
is that the majority of the detection windows in an image are non-pedestrians, so a
method is needed to keep those containing pedestrian and remove those containing
non-pedestrian in the shortest possible time. AdaBoost performs in each layer using
the error of the precedent layer to improve the performance and create a more com-
plex detector. This increase the processing speed requiring just few features in the
early cascade layer level to reject non-pedestrians. The ImageNet dataset [34] allows
to develop new approach such as deep learning for object classification, localization
and segmentation. The approach introduced by [35] in 2012 push the computer vi-
sion community to analyze deep learning techniques applied to images. Task such as
detection and localization that provide a class and the position of the object over the
image, can be performed with[36, 37, 38], that can handle easily the multiclass classi-
fication problem. This sliding window approach is of course extremely expensive due
to the huge search space. To reduce the amount of times that the classifier (a CNN)
needs to run, it could be applied on a coarser grid, but this has the risk of missing
the ideal bounding box in some cases. Ideally, one would like to have an initial set of
somehow proposed regions that need to be evaluated. It should be minimal while still
containing all ground truth bounding boxes of objects in the image. This approach
was successfully introduced by Girshick et al. [36] in their work called R-CNN. To
generate the region proposals, they employed the Selective Search algorithm [39]

1.2 Tracking

Stable and robust system needs a tracking stage, to re-identify and measure dynamics
and motion characteristics and predict and estimate the upcoming position of obsta-
cles on the road. Measurement and sensor uncertainty, data association, and track
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management are common issues of objects tracking. Below will be described the
monocular and stereo-vision tracking approaches. Even if there are common esti-
mation and filtering methods, depending on available measurements, the estimation
parameters differ: often, monocular tracking are based on measurement and estima-
tion in term of pixels, whereas stereo-vision methods estimate dynamics in meters.
Combined approach and fusion with other sensing modalities will be also described.

1.2.1 Monocular Object Tracking

Monocular tracking is typically based on image plane. Tracking using monocular
vision serves two major purposes:

• facilitate estimation of motion and prediction of obstacles position in the image
plane;

• help the temporal stability: filter spurious false positives [40] and maintain
awareness of previously detected obstacles that were not detected in a given
frame [41].

Measure the motion and predict the position of obstacles in pixel position and
velocity is the goal of monocular tracking. The pixels observation space, leads to
uniquely vision-based tracking methods, based on the objects appearance in the im-
age plane. Template matching is an example of uniquely vision-based tracking. Ob-
ject are detected using Haar wavelet coefficients and SVM classification in [42];
frame to frame tracking is performed taking a measurement of the similarity in ap-
pearance. Cross-correlation scores is often used in appearance-based tracking. A fur-
ther step in the tracking process is represented by feature-based tracking [43]. Haar-
like features combined with AdaBoost cascade classifier is used in [41], where the
tracking is performed through a Kalman filter in the image plane. In order to have
a measurement also in case of detector failure, it is exploited a local search over
the image patch for similar feature score. In [44] the optical flow is used to track
obstacles by directly measuring the new position and the displacement of interest
points. Bayesian filter has been largely used in the monocular tracking literature.
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Typically, the state is formed by pixel coordinates of obstacle bounding box and the
interframe pixel velocities [45]. In [22], [27], and [33], Kalman filtering was used to
estimate the motion of detected vehicles in the image plane. In [46, 47, 48], Kalman
filtering was used to estimate the motion of detected vehicles in the image plane.
[45, 49, 40, 50, 51, 52] describe the use of particle filtering for monocular tracking.
Several studies attempt to estimate longitudinal distance and 3-D information from
monocular vision. Typically, it is assumed ground flat [53, 54] or it is used the inter-
est point detection and a robust model fitting step to estimated its parameters [55]. In
[56] the estimation of 3-D coordinates from monocular vision is made using a set of
constraints and assumption and tracked through a Kalman filter. In [57], ground plane
estimation is used to extract the 3-D information. Tracking is based on the interacting
multiple models, each one consisting of a Kalman filter. Monocular vision is used
in [58, 59] to estimate the ego motion and moving object were tracked using a 3-D
Kalman filter.

When the class of the object is not a priori known we cannot use tracking by
detection method, such as described before. The model of the target is not fixed, some
techniques such as TLD[60], that use a sparse flow and a positive learning method
to learn the generic target. Other approach such kernelized correlation filter[61, 62]
can achieve better performance than TLD but correlation filter cannot handle the
scenario of target occlusion and re-detection of the target over the entire image. Other
approach based on convolutional neural network[63, 64] outperform the previous
method but, these approach require a huge computational effort that can be achieved
using a GPU.



Chapter 2

Machine Leraning Framework

2.1 HOG (Histogram of Oriented Gradient)

The basic idea of HOG is that local object appearance and shape can often be char-
acterized rather well by the distribution of local intensity gradients or edge direc-
tion, even without precise knowledge of the corresponding gradient or edge position.
In practice this is implemented by dividing the image window into small spatial re-
gions (âĂIJcellsâĂİ), for each cell accumulating a local 1-D histogram of gradient
direction or edge orientation over the pixel of the cell. The combined histogram en-
tries make the representation. For better invariance to illumination and shadowing, it
is also useful to contrast-normalize the local response before using them. This can
be done by ac- cumulating a measurement of local histogram âĂIJenergyâĂİ over
somewhat larger spatial regions (âĂIJblocksâĂİ) and using the results to normalize
all of the cells in the block. The HOG representation has several advantages. It cap-
tures edges or gradient struc- tures that are very characteristic of local shape, and it
does so in a local representation with an easily controllable degree of invariance to
local geometric and photometric transformation: translation or rotation make little
difference if they are much smaller that the local spatial or orientation bin size. For
human detection, rather coarse spatial sampling, fine orientation sampling and strong
local photometric normalization turns out to be the best strategy, presumably because
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it permits limbs and body segments to change appearance and move from side to side
quite a lot provided that they maintain a roughly upright orientation. We can see in
the below a algorithm implementation step by step as also shown in figure.

Figure 2.1: main steps for HOG features computation.

2.2 Channel Features

Features extraction for object detection is an import block for building an object
detector. This process of feature extraction is a trade-off between the amount of in-
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formation features that can be capture and the computational efficiency at which they
can be processed. A big feature representations can represent complex patterns in the
data but typically require multiple post processing such as normalization steps and a
larger local-neighborhood search space. Complex features require more computation
effort to be extracted. Motivated by the simple and low computation effort, feature
extraction approach of Viola and Jones, Dollar et al.[27][65]. They proposed the idea
of using a huge variety of image channels for extracting a richer set of features but
keeping an under control the computational efficiency. Now we will give a brief defi-
nition of channel features, present various channel types, the feature ranking and how
to learn the most important features using the AdaBoost framework. Using the idea
of image channels, a family of features can be defined. Let I be the input image and ω

a function that manipulate the image using spatial shift-invariant transformation. The
application of the function ω on the input image I generate a new processed image
called channel image, as its commonly referred as in literature. we use this notation
for the channel image C generated by function ω as C = ω[I].

In the original paper[65] Dollar et al. analyze the feature extraction for pedes-
trian detection. These results and the experiments performed in [66] shown the best
set of channels, using a trade off between information abundance and computation
efficiency.

• Gradient orientation channels

• Gradient magnitude channel

• LUV color channels

The Channel features are extracted from the channel’s pool. Figure 2.2 displays
the features channels, gradient magnitude channel, the gradient orientations channels
along quantized orientation 2.3, the LUV color space. Intuitively this set of chan-
nels can represents well the essential components of the image: gradient orientations,
gradient magnitude, color, texture.
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Figure 2.2: Multiple registered image channels C = ω[I],computed for an example
image. From these channels a rich feature set can be extracted, for example Haar
features, approximations of HOG features, local sums and histograms.

Figure 2.3: Exammple of 6 gradient orientations, indicating the of orientation bins
used for the channel computation.

2.3 Adaptative Boosting

The previous section explained the feature representation explained the feature rap-
presentation of the object detector. This section describe mainly the learning frame-
work. A briefly introduction of AdaBoost framework is shown and explain how it can
be used for feature ranking and the construction of an ensamble learning classifier.
The goal is to train an object detector of certain model size, and use this detector on
image pyramid space.
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2.3.1 Feature Selection

A huge candidate feature pool is generated instead carefully designing the features,
from these pool AdaBoost will selects the most important feature at each training
iteration. In [67] is shown that feature mining vercome the effort for careful feature
design and show that feature mining outperform the hand-crafted features. The first
step is the generation of a huge feature pool that contain an amount of randomly
selected features. First-order channel features are described with:

• random rectangular region (X0,Y0,W,H)

• channel index (Ch)

In the implementation will be extracted an amount of K features, randomly for each
channel, thus none of the channels is discriminated. The constraint for the randomly
generated features is the minimum size, the rectangular region should have an area at
least 20 pixels. Smaller features does not contain useful information and slow down
the feature ranking process. For our application of pedestrian and car detection, we
train our model at a fixed size, for example 32×64 for pedestrian and 32×32 pixels.
After the random generation of the feature pool, Discrete AdaBoost [68] is used for
feature ranking and the construction of the strong classifier.

2.3.2 AdaBoost

AdaBoost is a popular boosting framework in machine learning that describes an
algorithm of combining many weak classifiers into a linear combination of weak
classifier to form a strong classifier. Boosting was proposed originally by Schapire et
al. in [68]. A weak classifier has to be better than the random guessing, but the output
of the strong classifier should predict the true label.

Let the training data (x1,y1), ....,(xK ,yK) with x j a feature vector, y j ∈ {1,+1}
the pattern’s label. The AdaBoost procedure train a list of weak classifiers hn(x),
giving higher weight to the examples that are not classified correctly [69]. This is
performed for a number of training iterations N, and then the final classifier is com-
posed by a linear combination of the weak classifiers obtained from each stage. The
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final classification score is denoted by HN and defined as:

N

∑
i=0

αi ·hi(x)

Where each hi(x) ∈ −1,1 and αi is related to the strength of the weak classi-
fier. The label predicted of an object x is sign(HN(x)) . The description of Discrete
AdaBoost is shown in Algorithm 0.

Algorithm 1 AdaBoost [68]

The training data (x1,y1), ....,(xK ,yK)

Initial weights w j =
1
K , j ∈ (1, ...,K)

for each training iteration j=0 to N do
Evaluate weak classifier h j(x) ∈ 1,−1 using weight w j

Compute error γ j = ∑
K
0 ei ·wi over all samples and where ei = 0 if the sample is

classified correctly by ht(x) and ei = 1 otherwise
Compute strength coefficent α j = log(1−γ

γ
)

Update the weights of the training, set w j = eα j·ei for i ∈ (1, ..,K)

Normalize weights ∑
K
0 w j = 1

end for
The final classifier is sign{∑N

0 αi ·hi(x))}

In Algorithm 0, the training procedure increases the weights of the pattern that
are not classified correctly by hi(x) using a factor α that depends on the weighted
training error. In [68] say that AdaBoost algorithms can be interpreted as stage-wise
estimation procedure for fitting an additive logistic regression model. Logistic regres-
sion is a popular approach used in statistics, and for a two-class problem has can be
formulated as:

log
P(y = 1|x)

P(y =−1|x)
=

N

∑
i=0

hi(x)

In AdaBoost training, the function that we wont to minimize is the exponential loss
criterion L(HN), because in [70] is shown that is an upper bound on the misclassifi-
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cation error:
L(HN) = ∑

j
e−y jHN(x j)

2.3.3 Feature Selection

A weak learner hi(x), is usually a decision tree, in the final object detector is a de-
cision tree with depth= 2. A decision stump is a decision tree with depth= 1, we
introduce an explanation for future ranking in case of decision stump, a decision
stump is composed by:

• channel feature f j

• threshold τ

• parity p j

The definition of the decision stump weak learner is:

h j(x) =

1 if p j f j(x)< p jτ j

0 otherwise

In each training iteration the best weak learner h j(x) is extracted from the feature
pool. AdaBoost select the weak classifier with the lowest weighted error over all
training-set. The decision stump extracted is denoted by h j with associated error γ j .
In each iteration a single features is extracted which minimizes the exponential loss
function over the weighted training-set. After the extraction of the best weak classifier
over all the features, the weighted error of all weak classifiers is update following the
AdaBoost algorithm:

γ j =
K

∑
i=0

wi|h j(xi)− yi|

Where K is the total number of patterns in the training-set and wi is the weight of
a pattern at the current iteration. The AdaBoost algorithm will select the decision
stump h j with the best error γ j . The iteration concludes by updating the weights of
all pattern.
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The algorithm finish when a number of N weak classifiers are extracted or when
the classification error on the training sets is below threshold. When the training pro-
cedure is finished and the N most discriminative features are extracted, the strong
classifier is built, for every weak classifier a weight is assigned with the following
criteria: the weight assigned to a weak classifier is inversely proportional to the train-
ing error γ j. The final strong classifier is composed using N hypotheses0.

Algorithm 2 AdaBoost feature ranking for training decision stump

The training data (x1,y1), ....,(xK ,yK)

Initial weights w j =
1
K , j ∈ (1, ...,K)

for each stage j=0 to N do
For each feature j, train a decision stump h j

Choose the weak classifier h j , with the lowest error γ

Update pattern weights
Normalize weights
Add decision stump h j to the strong classifier
end for
Output the strong classifier sign(∑N

0 αi ·hi(x))

Testing the strong classifier for can be very expansive in real world, because for a
complex pattern such as pedestrian or vehicle, the number of weak classifier is around
2000 weak classifier. In a sliding windows way we need to test sub-windows of the
input windows over all scales is extremely large. The computational effort spent in
feature extraction and classification is a significant contribution.

Viola and Jones [71, 72] already pointed out the need to decrease the classifi-
cation time in order to obtain real time performance. Viola and Jones introduced an
attentional cascade as extension of the AdaBoost framework, the cascade can discard
the non-promising negative pattern. The strong classifiers can be built for rapidly re-
jection of a fraction of negative pattern in an image. The other stages of the cascade
classifier can focus on achieving high overall precision. By proceeding through the
cascade the subsequent classifiers become more difficult to pass. A positive result
from a classifier is chained to next one. When a pattern is classified with negative
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label, the pattern is immediately rejected and excluded from the cascade. This struc-
ture is based on the fact that the majority of patterns is negative, so if we can prune
the negative patterns we can avoid computational effort, the VJ cascade design is il-
lustrated in Figure 2.4. The original VJ cascade design has the disadvantage that the
evaluation information is not propagated between the stages. Consequently, the deci-
sion to accept or reject a pattern at a given stage does not take into account how well
the pattern performed in prior stages. [73]. The VJ framework consist in a boosting

Figure 2.4: Classifier Cascade

cascade of K successive classifiers each with a false positive rate fi and true positive
rate di . The false positive rate and the true positive rate of the aggregated classifier
is then given by F = ∏

K
k=1 fi and D = ∏

K
k=1 fi respectively. Consequently, for each

layer of their boosting cascade, the classifier is adjusted to a very high recall to make
sure no relevant objects are lost during the classification process. It was shown in
[74] that the computational cost involved with evaluating a classifier in the cascade
is a function of the false positive rate fi and the number of weak classifiers N for
this classifier. For a given detection task with specified requirements on F and D the
problem concerns finding the optimized set of fi and N-values.

The soft-cascades structure is different, because only one classifier of N weak
learners is utilized in stage wise fashion. By determining stage rejection thresholds
that control the early rejection of pattern, the same target false positive rates and true
positive rates can be achieved. The advantage of this approach is that the difficult
optimization process of parameters fi and N per classifier becomes unnecessary. The
approach consists of two main things:
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• each stage value need to be changed from a binary-valued decision to a scalar-
valued decision, i.e. the decision function is correlated to how well the given
pattern passes the stage and the relative importance of the stage.

• the decision function takes into account all previous stages instead only the
most recent as with the original VJ cascade [72].

The most important publications regarding soft-cascades are [73] by Bourdev, [75]
by Sochman and [76] by Zhang. These works analyze the learning stage rejection
thresholds θ(n),n ∈ 1, ...,N−1 for the final softcascade cascade. The chain score
Hn(x) of a pattern x is the partial sum up to the current stage n of the strong classifier:

Hn(x) =
n

∑
i=0

αi ·hi(x)

The chain scores Hn(x) is non-decreasing, the stage rejection thresholds θ(t) that
these papers attempt to determine are critical to the performance of the cascade clas-
sifier. If during classification process, the Hn(x) drops below the stage threshold θ(t),
the pattern is pruned, the window is rejected when Hn(x) < θ(n). Bourdev et al.
[73] introduce the concept of rejection distribution vectors, in this vector is stored
the minimum fraction of positive samples vt that can be missed at each stage, i.e.
v = (v1, ...,vN). The sum of its elements is 1D where D is the target detection rate
of the classifier. The rejection distribution vectors controls the trade-off between ex-
pected evaluation time and false positive rate. The authors propose an algorithm that
returns the execution time and false positive rate for a particular rejection distribution
vector.

2.4 Convolutional Neural Network

The development of algorithms allowing a machine to learn from very large amounts
of data and give a prediction from the data is critically dependent on the process of
extracting the most discriminative information from data in raw form. The feature
extraction process ca be performed by humans but require a great deal of expertise,
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often including trial and error approaches. This process is being replaced by represen-
tation learning, this methods achieve the task to automatically learn and discover best
representations of the raw data, often thiese methods outperform the traditional hand-
crafted feature extraction.A representation learning methods known as deep learning
will be introduced.

Convolution is often encountered in the context of image processing, where f is
the intensity of a given pixel and g is a 2-dimensional weighting function that is called
kernel. g is usually non-zero only for a few values in the close neighbour-hood to the
central pixel and therefore the sum has to be computed only over those values instead
of the whole image. The kernel g is often defined as a small square matrix whose size
is called the kernel size k. Depending on the values of the kernel, convolution can be
used for several image manipulation operations: If the weights are all positive and for
example reflect a Gaussian function with its maximum at the centre, a blurring effect
is achieved by convolving the image with the kernel.

The convolutional neural network that Krizhevsky et al. [35] for image classi-
fication and object localization had a big impact. This was not only due to the big
improvement in classification performance, but it also soon became clear that the
convolutional layers of the network learned image features that are applicable for
a wide range of vision related tasks like scene recognition and domain adaptation
[77]. The network consists of five convolutional layers. Each convolution layer is fol-
lowed by a Rectified Linear Units layer, that apply the function f (x) = max(x,0) to
the pixels of their input. The first and second relu layers are followed by a response
normalization step that encourages some small amount of competition between the
different output channels of the convolution layers. After each response normaliza-
tion layer as well as after the fifth convolution layer, overlapping max pooling (pool
) is employed. Maximum pooling means that each pixel in the output is set to the
maximum value of a small square region (again called kernel) in the input image. In
this case, the kernels have dimension 3×3 and are applied at every second pixel, so
that the pooling regions overlap. This results in a reduction of the size of the output
images by factor 2 with each pooling layer. The first convolution layer also reduces
the image size because the convolution is applied with stride 4, i.e. there is one out-
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put neuron for every fourth input pixel. Table 2.1 gives an overview over the layers
used for feature extraction. While the first part of the layers of the network computes
increasingly global feature representations of the input image, the last three layers
are only for the classification. Their output is a distribution over the 1000 potential
object categories from which the dominant object in the image could be taken.

Convolutional Neural Networks (CNNs) are feedforward neural networks with a
layout and architecture specifically designed to handle data arranged in a spatial grid
(tensors), such as 2D or 3D images. The networks, like any other ANN, are composed
of neurons with weights and biases. Each neuron receives some inputs, performs a
dot product and optionally follows it with an activation function. The architecture
is typically composed of several layers, which gives them the characterization of
being deep and thus research work on CNNs fall under the domain of deep learning.
Essentially, the network computes a mapping function that relates image pixels to a
final desired output. In a general CNN, the input is assumed to be an RGB image, i.e.
consisting of three channels, corresponding to the red, green and blue color intensity
values. Consecutive layers of the CNN may consist of even more channels referred
to as feature maps. The number of feature maps typically increase through the layers
of a CNN, while the spatial dimension of them decreases until reaching the desired
output size. The over-all idea behind this structure is that the representation of the
input image is gradually increased in abstraction as it progresses through the layers.
Later layers contain more information about the what and how of objects and things
in an image, and less of where. Similar to the definition of a feature map, a feature
vector at a specific layer of a CNN is defined to be the elements across all feature
maps at a given spatial location.

The training of the network was done using an optimization algorithm called
stochastic gradient descent (SGD) with mini-batches, momentum and weight decay.
For each training iteration i, the image is fed through the network in a forward pass
and the loss L of the prediction in comparison to the ground truth label is calculated.
Then all gradients of the loss with respect to the weights w of the respective layers
are calculated in the backward pass. Finally, the weights of the layers are updated
according to



2.4. Convolutional Neural Network 27

layer kernel size stride out channels out size r.f. size r.f size in %

conv1 11 4 96 56 11 0.24
relu1

norm1
pool1 3 2 96 28 19 0.72

conv2 5 1 256 28 51 5.18
relu2

norm2
pool2 3 2 256 14 67 8.95

conv3 3 1 384 14 99 19.53
relu3

conv4 3 1 384 14 131 34.2
relu4

conv5 3 1 256 14 163 52.95
relu5
pool5 3 2 256 7 195 75.78

Table 2.1: An overview over the feature extraction layers of the Krizhevsky network.
All values are in pixels if not stated otherwise. The convolution kernels and therefore
also the receptive fields are square, so only one side length is given. The percental size
of the receptive field is given for the expected size of the input images of 224×224
pixels. Note that the input images were downscaled to 256× 256 pixels before the
224×224 pixel sized patches are extracted.
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vi+1 = m · vi−λ ·α ·wi−α ·

〈
∂L
∂w

∣∣∣∣
wi

〉
Di

wi+1 = wi + vi+1

Here, m · vi is the momentum term (m = 0.9 was used) that should smooth the
updating. λ ·α ·wi is the weight decay, which is a regularization term that encourages
the algorithm to learn small weights. λ was set to 0.0005. α is the learning rate of
the algorithm. It started at 0.01 and was reduced by factor 10 two times during the

training. The core part of SGD is the last term

〈
∂L
∂w

∣∣∣
wi

〉
Di

, α · ∂L
∂w

∣∣∣
wi

is the gradient

of the loss with respect to the weights. In normal gradient descend, this derivative
would be computed over all training examples. As this is not feasible for big training
sets, the gradients are approximated using a number of samples from the training set
Di instead, the Di are called mini-batches.

2.4.1 Components of CNNs

Convolution

The 2D convolution operation, illustrated in figure 2.5, is defined by a convolution
kernel k of size k× k. Given an W ×H input (tensor) X , the convolution kernel is
computed over all the pixels of the image. The operator is denoted using ∗ and con-
volution operation is referred as Y = K ∗X

For each features map layer a convolution ca be defibed as:

Yi = σi(
N

∑
j=1

ki, j ∗X j +bi)

where k is the kernel, bi the biases, σi is an activation function. Another important
paraeter of the convolution is the stride, that has the information of which step has to
be applied in each convolution.
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Figure 2.5: example of convolution operator using a 3×3 kernel.

De-Convolution

The inverse operation of convolution is the de-convolution, it can be used for up-
sampling, as shown in Fig 2.6. In de-convolution operation, one input activator is
associated multiple output activator.

Pooling

The pooling layer is used to reduce the dimension of the feature map, in a pool layer
can be associated a kernel size k× k and stride t, commonly there are max-pooling
that perform max() inside the kernel of the feature map, an max-pooling compute the
average inside the kernel of the feature maps. The pooling layer provide a way to
increase the receptive field.

Unpooling

The inverse operation of pooling is the unpooling, that is used to recover an activator
associated to the pooling operation.
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Figure 2.6: Example of the de-convolution operation, one input activator is mapped
to multiple output activator

2.4.2 ReLU

The operation of rectifier linear unit is (ReLu) is map an activator input with an
activator output, ReLu is defined as max(0,x), an example of ReLU is show in Figure
2.9.

Batch Normalization

In [78] was introduced a technique called mini-batch, a brief explanation of mini-
batch: Let a mini-batch of n inputs be B = {x1, ..,xn}. Let the normalized mini-batch
be {x̄1, x̄2, ..., x̄n} and the output of a linear transformation of the batch normalized is
represented by y1, ...,yn. The batch normalization transformation is:

BNγ,β : {x1,x2, ...,xn} −→ {y1,y2, ..., tn}
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Figure 2.7: Example of the max-pooling operation and average-pooling.

Figure 2.8: example of the max-unpooling operation, the maximum activator is re-
covered from an associated max-pooling layer.

Figure 2.9: aa
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where γ and β are parameters that correspond to the scaling and shifting. The mini-
batch mean and variance are:

µβ ←
1
n

n

∑
i=1

xi,σ
2
β
← 1

n

n

∑
i=1

(xi−µβ )
2

are used to achieve the normalization. Thus, the normalization looks like:

x̂i←
xi−µβ√

σ2
β
+ ε

and the resulting transformation can be given by:

yi← γ x̂i +β

2.4.3 Multiclass Object Detection

Figure 2.10: Region Propasal Network

Object detection with Faster R-CNN[36], is composed by two modules. The first
is a fully convolutional network that find regions proposal, and the second module
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is the Fast R-CNN detector that analyze the proposed regions. The entire system is
a unified network shwon in Fig. 2.10. A Region Proposal Network takes an input
image and will provide a list of rectangular object proposals, each with an object-
ness score. The goal is to share computation with a Fast R-CNN and the region pro-
posal network [36], both nets will share a common set of convolutional layers[79].
To generate region proposals, a small network is performed via sliding windows over
the convolutional feature map output by the last shared convolutional layer. At each
sliding-window location, we simultaneously predict multiple region proposals, where
the number of maximum possible proposals for each location is denoted as k. The k
proposals are parameterized relative to k reference boxes, which we call anchors. An
anchor is centered at the sliding window in question, and is associated with a scale
and aspect ratio2.11.

Figure 2.11: Region Propasal Network

The region proposal network is trained image-centric sampling strategy from
[36], each mini-batch arises from a single image that contains many positive and
negative example anchors.
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System Overview

As mentioned in the previous chapter, obstacles detection and classification is a field
that attracts much attention from the research community. Even when narrowed to
applications in connection with cars and ADAS, a large body of work exist. ADAS
is a challenging domain to work within. Braking system take a short while to be
apply, and reaction times must be fast for driving, where fraction of second can be
the deciding factor between a collision and a near-miss. At the same time, the system
must be robust, so the braking system is not deployed mistakenly ( due to a false
positives detection), which could itself lead to accidents, or worse, not employ at all
( due to a missed detection). In this chapter will be described each part of the system:

• Object Detection and Classification.

• Tracking Monocamera and Multicamera.

The scheme in Fig. 3.2 represents the main steps of the proposed approach:

• Image un-warping:
the fisheye images are un-warped in order to both correct the lens distortion
and obtain a wide-angle view without strong aberrations.

• Classification:
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Figure 3.1: V-Charge sensors layout: two stereo cameras, on the front and on the
back, for long range narrow angle detection; 4 fish-eye monocular cameras for all-
round view obstacle detection; short range collision avoidance sonars (in green).

a classifier is performed on each camera image to detect vehicles and pedestri-
ans on all the surrounding space.

• Multi-camera tracking:
in order to perform the 360◦ tracking, firstly an inter-camera association algo-
rithm is performed then, an Unscented Kalman Filter is used to exploit those
information to track and generate an all around description, as an unique high-
level sensor with 360◦ field of view.

3.1 Fisheye Images

Fisheye lenses provide very large wide-angle views (theoretically the entire frontal
hemispheric view of 180◦), but the produced images suffer from severe distortion
since the hemispherical scene gets projected onto a flat surface. A procedure to cor-
rect the fisheye lens distortion is necessary unless you use an algorithm that takes
into account this effect. A common approach involves the distortion correction by
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Figure 3.2: Overall system design: from the left to the right it is shown the pipeline of
the proposed approach. Firstly, each fisheye image is un-warped; the chosen model
allows to have overlapping field of views between adjacent cameras. Secondly, the
Soft-Cascade+ACF classifier is used to detect both vehicles (in red) and pedestrians
(in green). The outputs from all views are associated each other and finally the Un-
scented Kalman Filter track all obstacles, allowing to follow an object moving around
the vehicle through different field of views.

re-projecting the image on a virtual plane in order to obtain a pinhole image but, the
wider the resulting pinhole field of view, the stronger aberration you get on image
edges.

In [80] a virtual views layout has been presented in order to correct the lens
distortion and exploit the large fisheye lenses field of view. However that approach
has some drawbacks: to find all obstacles virtual views need to overlap; this means
more pixels to process and conflicted areas where it is hard to determine what is the
right detection. To overcome these shortcomings, it has been decided to increase the
number of virtual views and merge them together in a single wide image: the final
result is equivalent to re-project the original fisheye image onto a semicylindrical
surface, as it is done in [81].
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Fisheye cameras manufactured to follow the equidistance mapping function, are
designed such that the distance between a projected point and the image optical center
is proportional to the projected ray incident angle, scaled only by the equidistance
parameter. Exploiting this relationship, the resulted cylindrical model is conveniently
described by the following equations:[

u
v

]
=

[
cu + atan2(x,z) · fθ

cv + kv · y√
x2+z2

]
(3.1)

x
y
z

=

sin u−cu
fθ

v−cv
kv

cos u−cu
fθ

 (3.2)

where (cu,cv) is the un-warped image virtual optical center, kv is the vertical focal
length, fθ is the equidistance parameter, (x,y,z) is the 3D point being projected to the
image and (u,v) is the related point in image domain. The Equation 3.1 is the projec-
tion of a (x,y,z) 3D point from camera reference frame to cylindrical image reference
frame, while the Equation 3.2 is the relation from a (u,v) 2D point from cylindrical
image reference frame onto a semicylindrical surface in the camera reference frame.
To preserve the original aspect ratio it is convenient to impose kv ≡ fθ .

Exploiting the extrinsic, intrinsic and distortion cameras parameters [82] a proper
semicylindrical surface has been defined for each fisheye camera; to facilitate the
subsequent algorithms, such the classification phase, those semicylinders have been
placed just in front of each camera, keeping their axis perpendicular to the vehicle
reference z plane. The Fig. 3.3 shows some fisheye images and the resulted un-warped
images.

These choices imply that each image row correspond to a circumference arc in
vehicle reference z plane; this means that objects on the same row in the same image
are at the same distance from the related camera: this property is useful for many op-
timizations in the classification phase. Noteworthy is also that the whole un-warped
image does not respect the pinhole camera model but, locally, the difference between
a virtual pinhole camera and the un-warped image is hardly visible; a detailed analy-
sis is covered in section 4.1.1.
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(a) Front camera, original fisheye image (b) Front camera, un-warped image

(c) Left camera, original fisheye image (d) Left camera, un-warped image

Figure 3.3: Examples of fisheye images and the related un-warped images; into the
fisheye images is depicted the corresponding semicylindrical surface. The extrinsic
parameters have been also used in the un-warping phase and this is considerable
especially on side cameras. Note also the overlapping field of view between the two
un-warped images.

3.2 Obstacle Detection and classification

Stereo-vision based obstacles detection is a wide and complex topic, specially re-
ferred to automotive applications. In this section, will be described the obstacles de-
tection algorithm starting from a disparity map; as shown in Fig.2.3 and Fig.2.4 in
more detail. A dense disparity map is built using a a pair of dedistorted and rectified
images, as described in [57]. According the camera calibration parameters, a 3-D
point cloud is obtained into world reference system. The 3D world points are col-
lected in a 2.5−D occupancy grid, called Digital Elevation Map (DEM), with user
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defined dimensions. The density of each cell is represented by the number of con-
tained points. In order to discriminate between obstacle and road cell, it is exploited
the concept that a cell containing a vertical obstacle has a higher density respect a cell
containing an horizontal surface. In this way, cells are classified as obstacle or road
only evaluting their density. A more detailed description of the DEM can be found in
[83]. This phase permits to assign a classification to each point with a valid disparity
and discretize them in a grid. But, a discretization process, if on one hand allows to
reduce the problem complexity, on the other hand introduce an error factor depend-
ing on the discretization. Then an operation called clustering or segmentation and,
according to the data distribution and their origin, can be carry out in several way.
In this case, the clustering must be performed on 3D point coming from a disparity
map and grouped in a cartesian-grid. The disparity computation results in an error of
about 0.2 pixel, increasing with the distance, according to the formula 3.2, used to
calculate the pixel depth knowing its disparity:

z =
B f
d

where B represent the baseline and f the pixel focal length of the stereo rig. The depth
is represented by the z instead of x since this formula is used to obtain the depth of a
pixel in the camera coordinate system, rigid to the stereo rig. This reference system
differ to the world reference system for the origin position and different orientation,
as shown in Fig.2.6. The other two coordinates are computed using the following
equations:

x =
B(u−u0)

d
,y =

B(v− v0)

d

A roto-translation, according to the camera calibration parameters, permits to trans-
form the camera coordinate in world coordinate. Defining with mk = (u,v, t)T a
generic point in the image plane, it is possible to consider this point as the projection
of the world point pk = (x,y,z)T on the image plane, so that mk = P(pk)

T
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Figure 3.4

3.3 Object Detection and Segmentation

Pedestrians and vehicles detection is based on a Soft-Cascade+ACF classifier. The
first phase, regarding the computation of the integral channel, is shared between
pedestrians and vehicles detector in order to speed-up the system. Several classifiers
with different pattern sizes have been trained reducing the processing time required in
the scaled images computation. Five classifiers are used for pedestrians, with dimen-
sions 32× 64, 48× 96, 58× 116, 68× 136 and 81× 162; two, instead, for vehicles,
with dimension 38×38 and 45×45. Two scales for each classifier are computed. The
pedestrian classifier with pattern size 32×64 is used to detect only far pedestrian: dif-
ferently from the other classifier, it is run just at the smallest octave for each scale.
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Moreover, the detection is not performed in regions that do not respect the typical
range of vehicle/pedestrian size: for each candidate window, through the world-to-
image coordinates transformation, its theoretical area is calculated and is checked if
it respects the suitable dimensions for a vehicle or pedestrian. Candidates at the same
scale-octave are filtered with a 3×3 non maxima-suppression. The final training set
is composed by 48000 cars images from a private dataset, 4000 pedestrians images
from KITTI+INRIA datasets and 5000 negatives examples, randomly extracted from
the initial negatives images. Positive samples are enlarged by 8% to include also the
information contained in the border. 5 bootstrapping cycle are performed to improve
the detection performance and reduce the false positive rate. At each cycle, the de-
tector is trained on an augmented set composed by the initial negative samples and
the hard negative ones obtained by the previous cycle. In Fig 3.4 is show the pipeline
for the objects detection with sliding windows over the entire image, this process can
be speed up by using geometrical constraints (pedestrian, car) and regions of interest
provided from the stereo to prune the number of windows that need to analyzed. An-
other way to prune the search windows is to use the constraint about the object that
we are looking for 3.3.1.

The object detection in the scene can be performed using as initial guess the
region of interests provided from the obstacle detector due to avoid a sliding windows
over the entire image. When we need to detect multi-class of object the good solution
is the convolutional neural network, the region of interest provided from stereo are
not used, because the faster R-CNN there are the initial layer that can extract the
regions of interest for classification as explained in faster-rcnn[36]. The network is
VGG-16 pre-trained over COCO dataset and then fine-tuned over kitti dataset. The
region proposal is the main bottleneck in object detection. In R-CNN, the region
proposal is performed in two methods:

• selective search: the regions are proposed by network that provide the region of
interest in the image, but the network does not share information with RCNN,
this slow down the entire process.

• region proposal network (RPN): the network for object detection share layer
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with the region proposal network based on convolutional features. The region
proposal method is shown in Fig 3.5.

Figure 3.5: Region Proposal

To crossvalidate the obstacle provided from the obstacle detector, can be performed
a segmentation with an architecture encoder-decoder trained over cityscapes dataset,
an example of segmentation is provided in Fig. 3.7, but using these techniques it is
not possible to achieve real time performance without a GPU. The segmentation is
performed using a deconvolution approach. The approach uses a feature extractor
that learn how to perform dense pixel labeling prediction from a feature vector fol-
lowed by repeated up-convolutions and max-unpooling operator. The architecture of
the network is a the pre-trained VGG 16-layer model [79], followed by a mirrored
version of the down-sampling network, which start from feature vectors as inputs and
reconstructs the dense pixel labeling.



44 Chapter 3. System Overview

Figure 3.6: Multiclass Object Detection using FasterRCNN trained over 4
classes(vehicle, pedestrian, traffic light, bicycle)

3.3.1 Search Ranges

If we know where the horizon of the image is, it is possible to discard many hy-
potheses based on size object size. This not only allows us to speed-up computation,
but also to decrease false positives. Using perspective information as an additional
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Figure 3.7: Encoder-Decoder trained for segmentation over Cityscapes

constraint is useful for any multi-scale, sliding-window approach, and it can reduce
execution time considerably, depending on how strict the constraint is. Our objective
is to avoid calculating the filter convolution in areas of the image where the filter size
is not congruent with perspective information. In our case, different considerations
must be made, as we calculate convolutions in the frequency domain, and we use dif-
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ferent resolutions for the root and part features. We use the details of the camera lens
and its position to learn the perspective center, and use two parameters, W0 and W1,
defining the minimum and maximum pedestrian width in meters. From these param-
eters, for each line of the source image, we can compute the minimum and maximum
plausible width of a pedestrian laying on that specific line, as shown in figure 3.8.
Search ranges can greatly speed-up computation and prune false positive detections,
but it is important to choose them carefully to avoid pruning useful detections.

Figure 3.8: Given the information about the horizon position (u0), for each scan-
line of the image we can estimate a minimum (W 1

0 ) and maximum (W 1
1 ) plausible

width of a pedestrian laying on that line, based on absolute parameters W0 and W1
representing the minimum and maximum width of pedestrians in meters.
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3.4 Motion Estimation

The object pose in the space is defined by six parameters, degrees of freedom, which
represent rotation and translation respect to a defined reference system.

x = [θ ,φ ,ψ, tx, ty, tz]

The object motion is represented by the first order derivative, respect to the time, of
the equation

ẋ≈ ∆x = xt − xt−1

The motion is estimated using the movement of the single image pixels. Two phase
are required: the ego-motion estimation and then the object motion estimation. The
ego-motion estimation is required since using the pixel movement between two frames
it is possible only to obtain the relative motion between the host vehicle and the ob-
stacles. Combining the ego-motion with the relative obstacle motion we can obtain
the absolute obstacle motion. The pixel motion is obtained using the image pair of
two subsequent frames.

The optical flow is the most common technique, in the state of the art, to obtain
motion information from subsequent images. The algorithm consists in the extraction
of the image points with the most informative content, keypoints. The extraction is
based on the algorithm described in [47], while a brute force search is used in the
matching phase. An example is shown in Fig.2.15, where the motion is represented
by a bidimensional vector. The image prove as the motion of the host vehicle affects
also the motion of the obstacles.

Only the points belonging to the static obstacles can be used to estimate the mo-
tion of the host vehicle, since their movement is affects only by the movement of the
vehicle. The obstacles detection algorithm, is used to separate points belonging to
the obstacles: not being able to distinguish between static or moving obstacles, it has
been considered all moving obstacles. Using a stereo-pair images, each keypoint has
associated with a 3-D world position. In this way it is possible, basing on keypoint
position, to discriminate if the points belong to an obstacle or not.
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Figure 3.9: Sparse optical flow

3.5 Monocular tracking

The tracking process is based on an Unscented Kalman Filter (UKF). The Kalman
state is represented by: the projection of the vehicle rear axis center points on the
ground (tracking point), the vehicle width and its longitudinal and lateral speed. Po-
sition and speed are relative to the host vehicle, so at each step the predicted position
of the tracked element is obtained from the composition of the host vehicle movement
(provided by inertial sensors) and the target vehicle movement. Tracking point and
vehicle width in the image coordinates form the observation: assuming that the point
lies on the ground, it is possible to obtain these image coordinates through the pin-
hole camera model. Knowing the 2-D tracking point position and the vehicle width
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in meters (Kalman state), the boundary position is calculated in image coordinates.
The observation point is represented as the center along the horizontal axis of these
two points, and the vehicle width in pixels, as the difference along the same axis.
The associations between new and tracked candidates are performed by building an
overlap matrix and using the Hungarian algorithm to find the best matching that max-
imize the total overlap. Two elements are definitively associated if the overlap is
higher than a certain threshold 3.10. The overlap is calculated as follow:

overlap =
area(BBcandidateA∩BBcandidateB)

area(BBcandidateA∪BBcandidateB)
(3.3)

Figure 3.10: Regions overlapping.

where BB is the candidate bounding box. As shown in Fig. 3.9, detection and
prediction are used as sources to generate new candidates. The first list of candidates
is the detection process output, the second list, instead, is obtained from the features
matching process.
Features are searched based on a multiple local convolution, key point and descrip-
tors, extracted from two different hash images as described in [84].
Features are matched between previous and current frame and, to each features pair, it
is assigned an object membership if their position is inside a tracked vehicle bounding
box. If there are enough features belonging to a vehicle, they are used to compute the
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optical flow and obtain the “features” candidates. In the association phase, to avoid
drift due to the features matching process, candidates coming from the detection step
have an higher priority: if there is a matching with a detection candidate, it is used to
make the Kalman observation. Otherwise, overlap with features candidate is checked
and, in case of matching, it is used to make the update the filter.

3.5.1 Tracking and coarse-to-fine classification

Stability and robustness are fundamental to implement a practical system. To cover
these requirements, a specific stage of classification and tracking has been added.
Tracked vehicles with low uncertainty are marked as ’triggered’ and removed from
the ’normal’ detection pipeline. They are inserted in a new stage of classification/tracking
where a more detailed classifier will be run in the neighborhood of previous de-
tections area, enlarged according to Kalman covariance. A reduced set of detection
scales will be analyzed, obtained from the tracked object uncertainty: by knowing
the range of variation in the obstacle size, it is possible to compute the minimum and
maximum scale of detection. This leads to an improvement in terms of detection: by
increasing the number of scale per octave (that is not possible on the entire image be-
cause the computational time would be too high), the approximation error, due to the
scale factor, decreases significantly. Triggered objects classification is performed in
parallel: a new classifier is allocated for each object, sharing the same precomputed
integral image with different search areas and scale/octave limits.

3.6 Multicamera tracking

Tracking is performed jointly through the four triggered cameras allowing to follow
an object moving around the vehicle.

3.6.1 Association

The association process is responsible to create a relationship from the new detected
obstacles and the previous tracked ones. Considering a case with N new obstacles and
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M tracked ones. The first step needed is to associate the new obstacles to the tracked
ones. Often, N 6= M; this means both that not all the observations can be associated
with a tracked object and both that not all the tracked objects can be associated with
an observation. In the first case, the obstacle has appeared in the scene and it was
observed for the first time, so it is inserted in the tracked list. In the second case, the
tracked object has not been observed in this frame; if this event is persist in several
frame, the object is removed from the tracked list since it means that it disappeared
from the scene. The association value between two objects, is a value ranging from
−1 to 1 and it is estimated using a classifier[73]. The all-around tracking requires
that the association must be performed not only between objects of the same class
in subsequent frames, but also between objects of the same class but coming from
different cameras. The matching in subsequent frames is performed using the bound-
ing boxes overlap. Several comparison metrics, instead, have been analyzed for the
multi-cameras one:

• Euclidean distance: objects coming from all the cameras are projected in the
world coordinates space and the euclidean distance represents the matching
cost.

• Polar distance: objects are still projected in the world coordinates but, in this
case, the polar distance represents the matching cost.

• Image distance: objects on each camera are projected on other cameras (if the
projection is possible) and the matching cost is represented by the bounding
boxes overlap.

The Image distance metric has been selected for the multi-camera matching pro-
cess because achieves better results and its metric is coherent with the subsequent
tracking algorithm. An association based on features matching between different
cameras has been also tested but discarded due to the high computational cost for the
features extraction and matching. Once defined a comparison metric, the Hungarian
algorithm is used to find the best association and maximize the matching cost. After
this step, each tracked object may have been associated with one or two elements,
depending if it has been seen in one or more cameras.
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(a) Feature extraction and clustering

(b) Tracking and association

(c) Multi-view exploitation

Figure 3.11: Example of obstacle tracking using features, when the vehicle stops
at a crossroad. (a) The features are extracted and grouped. (b) The clusters are re-
projected into the other views and associated. (c) The obstacle position is computed
in the world reference coordinates.

Dynamic objects generate moving features, it is possible to cluster similar fea-
tures in the image and track the cluster on behalf of the actual object. The clustering
is executed exploiting position and movement information of the features, refining at
a later stage the result by grouping small similar clusters that share the same region
of the image.

The clusters obtained are tracked in the image domain and are also used to gen-
erate the obstacle in the vehicle reference frame. Since the fish-eye cameras present
overlapped field of views, an obstacle may be visible in multiple cameras, hence each
obstacle derived from a cluster tracked in an image is then re-projected into the other
views and associated with potential nearby clusters.
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3.6.2 Tracking

An Unscented Kalman Filter (UKF) is used for the tracking process; the filter state
is composed by the tracking point, the object width and its relative speed. The pre-
dicted position is obtained combining the host vehicle movement information (from
the inertial sensor) and the object position and speed. While the filter state is in the
vehicle reference frame, the filter observations are in the images reference frame.

The bounding box extraction process requires the conversion of the top-left and
bottom-right points of the object in the world coordinates and, then, the projection of
these points in the image coordinates. In case of an object in the front camera, these
points can be calculated subtracting and adding on the x axis the width value to the
tracking point. This procedure, instead, would not be valid for objects in different
cameras. Then, a different method has been used for the bounding box extraction:
firstly, the tracking point and the top center point of the object are projected in the
image coordinates; from these two points it is possible to extract the bounding box
height in pixels and use it to find the width and, then, the top-left and bottom-right
points in image coordinates starting from the projected tracking point.

As described in the 3.6.1 section, one or two elements can be associated to a
tracked object after the matching process. In case of a “single” association, the ob-
servation is represented by the tracking point and object width in image coordinates:
through the Equations 3.1, 3.2 is possible to switch between image and world coor-
dinates. In case of a “double" association, instead, the observation is represented by
a couple of tracking points and widths in pixels from the objects in the two differ-
ent cameras. In this case, the predicted observation are the projections of the object
state in the two image coordinates. Extra care is required to manage the two different
obstacles types, pedestrians and vehicles. This involves different filter parameters,
regarding the object movement and, the different extraction of the object bounding
box from its state: while vehicles have the same ratio between height and width, the
pedestrians height is twice their width.
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Chapter 4

Results

The system evaluation has been divided in two parts: the object detection and the
obstacles tracking. A qualitative and quantitative analysis has been carried out for
single stereo head camera using TME Motorway dataset, quantitative results will be
shown for multiclass object detection and semantic segmentation.

4.1 Dataset

4.1.1 Fisheye object classification

The basic assumption of our approach was the classificator compatibility with cylin-
drical images; since no object detection evaluation dataset with fisheye images was
available, we chose to evaluate “differences” between un-warping fisheye images us-
ing pinhole model and cylindrical model. For this purpose we defined “difference” d
as follow:

d(u,v) =
∥∥∥(u,v)− (u′,v′)

∥∥∥ (4.1)

where (u,v) is a point in image domain and (u′,v′) is the point obtained by re-
projecting (u,v) from pinhole model to cylindrical model.

This analysis helps to understand the expected object distortion given its size in
the equivalent pinhole model, and consequently it is possible to estimate the max-
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Figure 4.1: Displacement errors between pinhole model and cylindrical model. In (a)
and (b) are shown the displacement errors along u and v axes, in (c) is depicted the
Euclidean norm of displacement errors as described by Equation 4.1. The greater the
error is, the higher the displacement between pinhole model and cylindrical model is
at that coordinate.

imum acceptable size. In Fig. 4.1 the results1 of this analysis are shown: firstly we
evaluated the per-axis re-projection displacement errors, then we computed Euclidean
norm as described by Equation 4.1.

Predictably, the main displacement error occurs along u axis: points further than
150 pixels have displacement error u component of approximately 20 pixels. With
a similar analysis of “Euclidean norm of displacement errors” graph (Fig. 4.1 c) we
can overestimate the error of objects as wide as 200 pixels in less than 10 pixels, and
less than 20 pixels for object as wide as 300 pixels; along the v axis we have less
constraints.

Two types of metrics have been selected to test the classifier behavior:

• precision/recall

• miss-rate

The precision/recall results are depicted in Fig. 4.2: the left plot is related to the
vehicle classification, while the right one to the pedestrian classifier.

The miss-rate results are shown in Fig. 4.3, as before the left plot is relative to
vehicle while the right to pedestrian.

1These results are computed using the real intrinsic camera parameter utilized in our system: fθ =

kv ' 266.67 [pixel].
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Figure 4.2: Precision/recall metric results for the vehicle (a) and pedestrian (b) clas-
sifiers.

(a) (b)

Figure 4.3: Miss-rate metric results for the vehicle (a) and pedestrian (b) classifiers.

The reported results are in line with the state-of-the-art.
For the evaluation of the 360◦ tracking the classifier performance has been analyzed
over images unwarped using the current cylindrical model. Since there are no public
datasets available online with annotated fish-eye images, annotated pinhole images
have been warped according to the cylindrical model; then the impact of the cylin-
drical model on the classifier performance has been studied by comparing results on
original images and cylindrical images.
Three classifiers have been used, a vehicle classifier with dimension 38x38 and two
pedestrian classifiers with dimensions 32x64 and 48x96. Based on the results shown
in Table 4.1 the results presented previously can be still considered valid since the
usage of the cylindrical model has a minor influence on the classifier performance.
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Classifier Sample # Model Correct
Detection

Pedestrian
32x64

130017
Pinhole 96.7127%
Cylindric 96.7150%

Pedestrian
48x96

67158
Pinhole 98.1148%
Cylindric 98.1044%

Vehicle
38x38

58120
Pinhole 82.4260%
Cylindric 82.3623%

Table 4.1: Correct detection comparison between pinhole and cylindrical model

Exploiting the overlapping field of view the 360◦ tracking improve the reliability and
accuracy of the whole system allowing to perform well even in challenging scenario
like objects occlusion or crossing objects. This type of situation can occurs frequently
in parking lot environments where a single camera could struggle to handle them; an
example is shown in Fig. 4.4 where the algorithm manages to handle an occluded
pedestrian. Table 4.2 respectively reports the correct and false detection rates for
both pedestrian and vehicle candidates.

Class Correct
detection

False detec-
tion

Pedestrian 1179
(95.9%)

51 (4.1%)

Vehicle 2920
(98.1%)

57 (1.9%)

Table 4.2: Correct and false detection for pedestrian and vehicle 360◦ tracking
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4.1.2 TME Motorway Dataset

TME Motorway Dataset [1], used to benchmark the system has been selected from
the acquisition made in Northern Italy in December 2011 using the BRAiVE test
vehicle [85]. In the Fig.4.6 is shown a comparison between the baseline detector (it
does not use the coarse-to-fine classification in tracking phase), the improved detec-
tor (it use coarse-to-fine classification in the tracking phase) and the results of TME
Motorway Dataset. The system has the best performance from 0 m to 60 m, after
this distance it exhibit a worse performance because the pattern has a lowest size of
32× 32. From 0 m to 50 m it is possible to see the improvement of coarse-to-fine
classification. The classification is performed on 32×32 pixels patterns. The training
set at the final bootstrapping cycle is composed approximately by 75000 rear images
of cars and 11000 negative samples. To generate negative examples from 640×480
images, several windows are sampled randomly from 10000 negative training im-
ages provided from the initial negative training set. The first detector obtained from
this list of negatives is applied to all negative training images to find hard negative
examples, then a new detector is trained using this augmented set (initial negative
with hard negatives) to produce the second detector. This procedure was repeated up
to 10 times. The test-set used to generate the benchmarks shown in this section is
composed with 2000 annotated frames. The AdaBoost classifier is transformed into
a Soft-Cascade classifier to improve the speed of the detector. The algorithm perfor-
mance has been tested in the acquired images, evaluating with the defined validation
set, both the AdaBoost classifier and its Soft-Cascade version. By comparing the cor-
rect detection rates obtained through the application of the two classifiers, it has been
proved that, from a detection performance point of view, they provide equivalent re-
sults: measuring the classification capabilities for the validation set designed, either
the traditional AdaBoost and its Soft-Cascade version provide the same correct de-
tection rate on the validation set. Experimentally, it has been also demonstrated that
the Soft-Cascade design allows to reduce 5 times the computational cost: the Ad-
aBoost classifier trained with 400 weak classifiers and its SoftCascade version with
a rejection rate of 0.04 has been tested; the traditional AdaBoost classifier needs all
the weak classifiers (400) to correctly discard a negative sample, while with the Soft-
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Cascade scheme the same negative pattern is correctly classified in average after only
23 weak classifiers. The final system utilizes a detector dedicated that use the search
ranges and does not analyze the region already tracked to improve the detection’s
time for each target. In Fig. 4.6 and Fig. 4.7 are show the results of the system on the
TME Motorway Dataset. The entire system run on Intel core i7 4 cores at 2.66 GHz
with an average time of ∼ 35.6 ms.

Component Average Time

Features + Matching 4.8 ms

Object Detector 28 ms

Tracking + Re-classification 1.5 ms

Prediction 1.6 ms

Total 35.6 ms ∼ 28 fps

Table 4.3: Computational analysis of each modules of the system performed on the
entire TME Motorway Daylight dataset.

4.1.3 Cityscapes

The Cityscapes data set is a large-scale data set with images captured with a stereo
camera positioned on the front of a car. Cityscapes dataset contains a stereo images
sequences recorded in street scenes from 50 different cities. The images are annotated
pixel-wise with different classes 4.4. The dataset contains 5000 finely annotated im-
ages, an example is show in 4.8 and about 20000 coarsely annotated images. The
coarse annotations were generated by polygonal labeling and thus do not clearly dis-
tinguish between objects and instances in a scene, while the fine annotations were
fine-tuned to pixel-level. The images were acquired and provided at a resolution of
2048×1024 pixels. The finely annotated data is divided into training, validation and
testing sets, consisting of 2975, 500 and 1525 images.
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Category Classes

Flat Road, Sidewalk, Parking , Rail track

Human Person , Rider

Vehicle Car, Truck, Bus ,On rails, Motorcycle, Bicycle, Caravan Trailer

Construction Building, Wall, Fence, Guard rail, Bridge, Tunnel

Object Pole, Pole group, Traffic sign, Traffic light

Nature Vegetation, Terrain

Sky Sky

Table 4.4: Cityscapes dataset.
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Figure 4.4: Situation where 360◦ tracking gives benefits: the multiple points of view
allow to overcome an occlusion (the far pedestrian is visible only in the top image)
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Figure 4.5: Recall in function of distance in TME DayLight Dataset. The comparison
involves the baseline detector (without coarse-to-fine classification in tracking phase),
the detector that use tracking+coarse-to-fine classification and the results of TME [1]
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Figure 4.6: Recall rate in function of ground truth distance. [1]
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(a) (b)

(c) (d)

Figure 4.7: In these images is shown the output of the system, each vehicle detected
is represented with different bounding boxes: green for vehicles belonging the same
lane of host vehicle, yellow for vehicles in the same direction of host vehicle but
different lane, red for vehicles in opposite direction. (a) and (b) are referred to TME
Motorway Dataset, (c) and (d) are referred to our dataset.
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Figure 4.8: Example of pixel-wise annotation of different classes.
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(a)

(b)

(c)

(d)

Figure 4.9: Examples segmentation with encoder-decoder network over cityscapes.
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(a)

(b)

(c)

(d)

Figure 4.10: Examples multiclass object detection on Kitti.



Chapter 5

Conclusions and Future directions

The dissertation closing arguments are presented in this chapter. A critical assessment
with contributions and conclusions, future works and important directions will be
presented.

5.1 Summary

The described system is able to detect object of certain classes in a sorround view of
360°. The objects are, then, tracked and fused in the multi-camera tracking. Several
automotive application can be derived by the proposed approach: When obstacles
is covered by th front camera, the depth information of the disparity map is used, to
estimate the distance of teh object. The visual odometry on points not belonging to an
obstacles has been used to extract motion information of the host vehicle. The visual
odometry on obstacles points, instead, has been used to obtain the relative objects
motion information. Their combination has allowed to obtain the absolute motion
information for the obstacles. The segmentation could be improved, especially in
complex environment as the urban scenario with group of pedestrian, using also the
semantic segmentation rovided from pixel labeling. After the detection, the obstacles
are classified as pedestrians or vehicles using a SofCascade Adaboost with ACF or
Fast-RCNN. An UKF based tracking step is performed after the classification. The
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approach has been compared with the state of art. Moreover, the system works at
higher frame rate, making it appropriate for automotive applications.

5.2 Conclusions

The system can provide a reconstruction of the dynamic world surrounding the vehi-
cle, proving to be able to help the driver in the assessment of critical situations.
In particular, the developed algorithm provides a stable, robust and reliable detection,
classification and tracking of the multiple targets coming from different cameras.
Moreover, the proposed approaches were seen to outperform the state of the art ap-
proaches on a public dataset.
A combination of monocular and stereo classification in combination with an hard
time constraints inserted in the classifier pipeline, has led to significantly speed up
the system. This is fundamental for automotive applications, where real-time pro-
cessing is a strong constraint; especially given that the classification step is, often,
the most demanding in terms of time.
A fault tolerant and reliable system requires sensors redundancy and complementar-
ity. Common approaches rely on object level fusion where only high-level informa-
tion are used. This leads to a fast processing time but, at the same time, produces poor
results being unable to exploit the specific sensor data.

5.3 Direction for Future works

The thesis has covered a large area in the field of detection, tracking and fusion of
obstacles, which leaves considerable possible improvements. In the following, inter-
esting directions for future works are sketched.

• Use multiple stereo camera to cover the entire sorround view of the car, this
lead to have disparity information of the objects, that is useful to consider dur-
ing the tracking phase.
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• The segmentation with pixel labeling can improve the performance when the
obstacles need to be associated.

• The multiclass object detection can be used to improve the number of classes
that the system can handle.

• The filter can be extended with a constrained Kalman filter with a kinematic
model, in order to force the vehicles to move under kinematic constraints. This
requires to have a different filter and evolution for vehicles and pedestrians and
other classes that we need to handle.
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