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Abstract

The physical implementation of quantum information processing is one of the major
challenges of current research. In the last few years, several theoretical proposals
and experimental demonstrations on a small number of qubits have been carried

out, but a quantum computing architecture that is straightforwardly scalable, universal,
and realizable with state-of-the-art technology is still lacking. In particular, a major ulti-
mate objective is the construction of quantum simulators, yielding massively increased
computational power in simulating quantum systems.
Here we investigate promising routes towards the actual realization of a quantum com-
puter, based on spin systems. The first one employs molecular nanomagnets with a
doublet ground state to encode each qubit and exploits the wide chemical tunability of
these systems to obtain the proper topology of inter-qubit interactions. Indeed, recent
advances in coordination chemistry allow us to arrange these qubits in chains, with tai-
lored interactions mediated by magnetic linkers. These act as switches of the effective
qubit-qubit coupling, thus enabling the implementation of one- and two-qubit gates.
Molecular qubits can be controlled either by uniform magnetic pulses, either by local
electric fields. We introduce here two different schemes for quantum information pro-
cessing with either global or local control of the inter-qubit interaction and demonstrate
the high performance of these platforms by simulating the system time evolution with
state-of-the-art parameters.
The second architecture we propose is based on a hybrid spin-photon qubit encoding,
which exploits the best characteristic of photons, whose mobility is exploited to effi-
ciently establish long-range entanglement, and spin systems, which ensure long coher-
ence times. The setup consists of spin ensembles coherently coupled to single photons
within superconducting coplanar waveguide resonators. The tunability of the resonators
frequency is exploited as the only manipulation tool to implement a universal set of
quantum gates, by bringing the photons into/out of resonance with the spin transi-
tion. The time evolution of the system subject to the pulse sequence used to implement
complex quantum algorithms has been simulated by numerically integrating the master
equation for the system density matrix, thus including the harmful effects of decoher-
ence. Finally a scheme to overcome the leakage of information due to inhomogeneous
broadening of the spin ensemble is pointed out.
Both the proposed setups are based on state-of-the-art technological achievements. By
extensive numerical experiments we show that their performance is remarkably good,
even for the implementation of long sequences of gates used to simulate interesting
physical models. Therefore, the here examined systems are really promising building-
blocks of future scalable architectures and can be used for proof-of-principle experiments
of quantum information processing and quantum simulation.
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0
Unveiling the counter-intuitive aspects of quantum physics is one of the major chal-

lenges of current research. In this perspective, simulating and predicting the be-
haviour of matter at the nano-scale is as crucial as difficult to be obtained with

classical means. Quantum computers promise to solve this issue. By performing cal-
culations based on the laws of quantum mechanics, these machines could solve many
outstanding problems which are prohibitive for a classical device. Recent progresses in
the control and manipulation of molecules and atoms give us direct access to the strange
features of the quantum [1], but a computer based on a fully quantum technology is still
lacking. Therefore, great efforts are now devoted to identify suitable physical systems
for the implementation of quantum information processing. The present work aims to
explore some of these routes towards the actual realization of a quantum computer. Since
future technological developments are unpredictable, we emphasize the importance of
pursuing several parallel roads. Moreover, the final quantum computer will probably be
a hybrid device, exploiting the best characteristic of distinct physical systems.
A variety of quantum systems have been so far proposed as qubits, ranging from pho-
tons to cold atoms, trapped ions, nuclear and electron spins, superconducting circuits
[2]. Among these, electron spins in solids are particularly promising. In fact, they are
relatively decoupled from the environment and do not need to be trapped optically or
electromagnetically, being integrated in the solid-state. Quantum dots in semiconduc-
tors have shown excellent properties as single-qubit units [3], which can be controlled
with very high fidelity, but the scalability of these architectures to multi-qubits registers
remains a hard task.
Conversely, the use of collective spin degrees of freedom (resulting from coupled elec-
tron spins) to encode the qubits in magnetic molecules offers several advantages [4].
Indeed, qubits can be manipulated with magnetic pulses resonant with specific energy
gaps; they provide many auxiliary states (besides the computational basis) which can
be exploited to design schemes for quantum information which do not require a local
control; collective degrees of freedom (such as spin chirality) can protect quantum infor-
mation from decoherence; qubits can be arranged into arrays or deposited onto surfaces,

1



2 0.1 Quantum Information Processing

thus enabling local control with electric tips [5, 6, 7, 8, 9]. Moreover, striking progresses
in coordination chemistry allow the synthesis of molecular nanomagnets in which the
structure, the number and type of spins, as well as the topology and hierarchy of inter-
actions fit the requirements of specific quantum information schemes.
Molecular spin qubits constitute the first category of systems we propose as a promis-
ing quantum computer architectures. The second one is based on the strong coupling
between spin systems and photons within superconducting resonators. This allows us
to exploit the photonic degree of freedom to establish long-distance entanglement and
to obtain multi-qubit interactions, while a hybrid spin-photon encoding is introduced to
increase the qubits lifetime.

0.1 Quantum Information Processing

A quantum computer is a machine which performs calculations according to the laws
of quantum mechanics. It consists of many quantum bits (qubits), i.e. quantum sys-
tems which behave, to a good level of approximation, as spins S = 1/2, having two
distinct (orthogonal) states. These are usually labeled as |0〉 and |1〉. Clearly a qubit
can encode one bit of information, because it is possible to prepare it in either of these
states. However, a qubit differs from its classical counterpart because it can be prepared
in any superposition |ψ〉 = α|0〉+ β|1〉. Quantum algorithms can be decomposed into a
sequence of elementary logical gates, similarly to what is usually done in classical com-
putation. Each of these gates is represented by a unitary operator acting on the qubits
wave-function. Quantum and classical computers differ in another important aspect:
while we can stop a classical computer at any stage, examine the result and restart the
calculation, the same cannot be done with a quantum computer. Indeed, any such inter-
vention would modify the state of the qubits and then it would be not possible to resume
the computation.
In principle, any quantum system with two quantum states can be used to provide a
physical implementation of a qubit (e.g., the orientation of a spin-half particle, the two
orthogonal polarization states of a photon, a pair of electronic energy levels in an atom,
ion, or quantum dot). However, in his pioneering work [10], DiVincenzo pointed out
five (plus two) essential requirements that any working laboratory device should meet
for the physical implementation of Quantum Computation (QC). We recall them in the
following list:

1. A scalable physical system with well characterized qubits. The system should have
well-defined qubits. It is necessary to be able to access the state space of each of
these, to realize any desired unitary transformation. We need to be able to upgrade
the processor by adding further qubits (scalability).

2. The ability to initialize the state of the qubits to a simple fiducial state, such as
|00...0〉. This must be a pure state. For instance, if we can prepare our set of qubits
in a product state, then the application of suitable quantum gates will allow us to
generate any desired state.

3. Long relevant decoherence times, much longer than the gate operation time. The
interaction of qubits with the environment can rapidly and uncontrollably modify
our quantum state and ruin the computation. Even with efficient quantum error
correction, decoherence times have to be very long compared with gate operation
times. This is probably the greatest challenge: on the one hand, we would like our
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qubits to interact strongly with controlling external influences and with each other,
on the other hand we want the qubits to be decoupled from anything else.

4. A ”universal” set of quantum gates, i.e. a small set of gates which can be used to
compute any unitary operation on the N qubits register. Many universal sets exist.
It can be shown [11] that an arbitrary unitary operator may be expressed as the
product of unitary operators each acting non-trivially only on a subspace spanned
by two computational basis states. Starting from this result, one finds that the
simplest universal sets consist of single qubit gates about two distinct axes of the
Bloch sphere plus one two-qubit entangling gate, such as the controlled-NOT, the
controlled-phase shift or the

√
SWAP (see subsection 0.1.2 below).

5. A qubit-specific measurement capability. We need the capability to perform pro-
jective measurements of each of the qubits.

In addition to these fundamental criteria, DiVincenzo also enumerated a pair of desider-
ata for quantum communication (the ability to interconvert stationary and flying qubits
and the ability faithfully to transmit flying qubits between specified locations).

0.1.1 Single-qubit rotations

Since the norm of the vector describing the qubit must be preserved, any gate is ex-
pressed by a unitary operator. We quickly summarize here single-qubit operations.

Among the most common single qubit operators are the Pauli matrices σx =

(
0 1
1 0

)
,

σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
, and the Hadamard gate

H1 =
1√
2

(
1 1
1 −1

)
, (0.1)

which transforms the computational basis state |0〉 (|1〉) into a symmetric, |0〉+|1〉√
2

, (anti-

symmetric, |0〉−|1〉√
2

) superposition. The generic state of a single qubit |ψ〉 = a|0〉 + b|1〉
can also be visualized as a point (θ, ϕ) on a unitary (Bloch) sphere, with a = cos θ/2,
b = eiϕsin θ/2 and a can be taken to be real because the overall phase of the state is
unobservable. Rotations about x, y and z axis of the Bloch sphere can be expressed in
terms of the Pauli matrices as follows:

Rx(θ) ≡ e−iθσx/2 = cos
θ

2
− i sin

θ

2
σx =

(
cos θ2 −i sin θ2
−i sin θ2 cos θ2

)
, (0.2)

Ry(θ) ≡ e−iθσy/2 = cos
θ

2
− i sin

θ

2
σy =

(
cos θ2 −sin θ2
sin θ2 cos θ2

)
, (0.3)

Rz(θ) ≡ e−iθσz/2 = cos
θ

2
− i sin

θ

2
σz =

(
e−i

θ
2 0

0 ei
θ
2

)
. (0.4)

In general, if n = (nx, ny, nz) is a real unit vector in three dimensions, a rotation by θ
about n is defined by the matrix:

Rn(θ) ≡ e−iθn·σ/2 = cos
θ

2
− i sin

θ

2
(nxσx + nyσy + nzσz). (0.5)
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Finally, it can be proved that, given two non-parallel axes of the Bloch sphere n and m,
any unitary single-qubit operator Û can be decomposed as

Û = eiαR̂n(β)R̂m(γ)R̂n(δ) (0.6)

for a proper choice of α, β, γ and δ.

0.1.2 Entangling gates

A universal set of gates includes at least one two-qubit gate. The most common are
probably controlled-V̂ operations. These are characterized by two input qubits, known
as control and target qubit, respectively. If the control qubit is set to |1〉, then V̂ is applied
to the target qubit, otherwise the target qubit is left alone; that is, |c〉|t〉 → |c〉V̂ c|t〉.
Particular choices of V̂ give rise to the controlled-phase shift (Cϕ) and to the controlled-
not (CNOT) gates. These are represented, on the two-qubit basis {|00〉, |01〉, |10〉, |11〉} by
the unitary matrices:

UCϕ =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 e−iϕ

 . (0.7)

and

UCNOT =

 1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 . (0.8)

For ϕ = π, Cϕ is a controlled-σ̂z operation (CZ), while CNOT is an alias of a controlled-
σ̂x. Notice that, while controlled-gates generally require to distinguish control and target
qubit, this is not the case for Cϕ, which is symmetric (indeed expressed by a diagonal
matrix) in the computational basis.
We finally mention a widely used class of two-qubit gates which originates from ex-
change interactions between the qubit. This happens in many physical implementations
of quantum computation. Imagine that the hardware consists of a couple of qubits inter-
acting via the Hamiltonian: Ĥ12/~ = JxŜx,1Ŝx,2 +JyŜy,1Ŝy,2 +JzŜz,1Ŝz,2 and that we are
able to turn on and off this interaction at will. Then, the two qubits undergo the unitary
evolution e−iĤ12t, represented by the matrix

UJ =


eiJzt/2cosJx−Jy4 t 0 0 i eiJzt/2sinJx−Jy4 t

0 cosJx+Jy
4 t i sinJx+Jy

4 t 0

0 i sinJx+Jy
4 t cosJx+Jy

4 t 0

i eiJzt/2sinJx−Jy4 t 0 0 eiJzt/2cosJx−Jy4 t

 . (0.9)

for the amount of time t the interaction was on. The gating capabilities derive from its
entangling properties [12]. The operators known as perfect entanglers are able to generate
a maximally entangled state (such as a Bell state) from a separable state. The two-qubit
entanglement can be quantified by means of the concurrence (C) [13]. For a mixed state of
two qubits, the concurrence is defined as

C ≡ max (0, λ1 − λ2 − λ3 − λ4) , (0.10)
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where λ1, ..., λ4 are the eigenvalues, in decreasing order, of the Hermitian operator R̂ =√√
ρ̂ ˆ̃ρ
√
ρ̂, with ˆ̃ρ = (σ̂y ⊗ σ̂y) ρ̂∗ (σ̂y ⊗ σ̂y). The concurrence is an entanglement mono-

tone: a separable state exhibits no entanglement at all (C = 0), while, e.g., a Bell state
exhibits maximal entanglement (C = 1). CNOT and Cϕ are perfect entanglers, while the
performance of UJ varies depending on t. For instance, if we consider an XY interaction
between the two qubits (Jx = Jy = J̃ , Jz = 0) and we choose t = π/2J̃ , we get the√

iSWAP gate (SQiSW):

USQiSW =


1 0 0 1

0 1/
√

2 i/
√

2 0

0 i/
√

2 1/
√

2 0
1 0 0 1

 , (0.11)

which is a perfect entangler. This form of the qubit-qubit interaction is common to many
implementation, ranging from spin-qubits to the superconducting qubits dispersively
coupled via a photon bus. Several other two-qubit gates exist, but often they are not
perfect-entanglers, thus increasing the overall depth of quantum circuits.
It is worth including in this overview also an important three-qubit gate: the Toffoli
gate, which flips the third qubit, the target qubit, conditioned on the first two qubits, the
control qubits, being set to |1〉. It is, indeed, a controlled-controlled-NOT gate. Its im-
portance originates from its role in many quantum error correction algorithms. While it
is always possible, in principle, to build any N -qubit gate starting from single- and two-
qubit operations, this can be sometimes cumbersome. For instance, decomposing the
Toffoli gate requires five two-qubit gates. Hence, the possibility of directly implement-
ing it within a quantum computing architecture makes the whole computation much
more efficient, as illustrated in the case of our hybrid spin-photon device in Section 10.3.
Moreover, the Toffoli gate constitutes a universal set by itself, without requiring single-
qubit rotations.

0.1.3 Principles of quantum computation

Our aim now is to use our quantum processor to compute the result of a given function
f , acting on a given string of qubits a. Ideally, this would produce the unitary transfor-
mation:

|a〉 → Û |a〉 = |f(a)〉, (0.12)

where a is any desired binary number. The final measurement of each qubit would give
the desired value of f(a). We note, however, that this is not allowed for all possible
functions. Indeed, since unitary transformations preserve the overlap between any pair
of states, not-injective functions are such that Û |a〉 6= |f(a)〉, and hence cannot be imple-
mented 1. In order to be able to compute any function, we introduce an auxiliary qubit
string prepared in a state |b〉:

|a〉 ⊗ |b〉 → Û |a〉 ⊗ |b〉 = |a〉 ⊗ |b⊕ f(a)〉. (0.13)

Here b ⊕ f(a) represents a string where each bit is given by the modulo 2 addition of
the corresponding bit in the strings b and f(a). We can easily verify that the states
|a1〉 ⊗ |b ⊕ f(a1)〉 and |a2〉 ⊗ |b ⊕ f(a2)〉 are now orthogonal even if f(a1) = f(a2). By

1If |a1〉 6= |a2〉, then 0 = 〈a1|a2〉 = 〈a1Û†Û |a2〉. However, for not-injective functions there exist |a1〉 6=
|a2〉 such that |f(a1)〉 = |f(a2)〉 ⇒ |〈f(a1)|f(a2)〉| = 1. Hence, at least for some a, Û |a〉 6= |f(a)〉.
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choosing b = 0 a measurement of the final state of the second string of qubits directly
reveals the required function f(a).
The power of a quantum computer originates from its intrinsic quantum parallelism. This
can be exploited by considering an input state given by the superposition of many num-
bers a. For instance, we can obtain it by initializing the computer with all the qubits in
|0〉 and then applying Hadamard gates to bring each of them into (|0〉+ |1〉)/

√
2:

|0〉⊗N → 1

2N/2
(|0〉+ |1〉)⊗ (|0〉+ |1〉)⊗ · · · ⊗ (|0〉+ |1〉) =

1

2N/2

2N−1∑
a=0

|a〉. (0.14)

Then the quantum processor calculates simultaneously the values of f(a) for all a, mean-
ing that states corresponding to all of these values are present in the final state:

1

2N/2

2N−1∑
a=0

|a〉 ⊗ |0〉 → 1

2N/2

2N−1∑
a=0

|a〉 ⊗ |f(a)〉. (0.15)

Here the auxiliary qubit has been prepared in |0〉. Performing the unitary transformation
with an array of quantum gates requires a time that is polynomial in N . However, the
prepared state contains a superposition of 2N computed values, so our processor has
performed an exponential (in N ) number of calculations in a polynomial time.
Useful quantum algorithms are known which exploit the quantum parallelism to solve
problems that are intractable for classical devices. Among these, the most famous is
probably Shor’s factoring algorithm. Its power relies on the capability of a quantum
computer of determining the period of a periodic function in a polynomial time, by
means of the quantum Fourier transform. This can be implemented on N qubits by a
total of N Hadamard gates plus N(N − 1)/2 controlled-phase gates. We refer to [11] for
a detailed treatment. Here we only recall the effect of the quantum Fourier transform
(ÛQFT ) on a given string of qubits |b〉:

|b〉 → ÛQFT |b〉 =
1

2N/2

2N−1∑
a=0

ei
2π

2N
ab|a〉. (0.16)

As above, |a〉 ≡ |a1a2 . . . aN 〉 and |b〉 ≡ |b1b2 . . . bN 〉 represent a binary string of qubits.
The sequence of gates corresponding to the quantum Fourier transform will be simu-
lated in Section 11.5 on a chain of three hybrid spin-photon qubits.

0.1.4 Distance measures for quantum information

We introduce here two important functionals which can be used as figures of merit for
the accuracy of the implemented quantum gates: the fidelity and the trace distance. They
are quantum operations quantifying the proximity and the distance between quantum
states, respectively [11]. They can be used to test the performance of the quantum com-
puting architecture by comparing the target state and the final density matrix obtained
in the implementation of quantum algorithms. Errors can arise from gate imperfection
or from decoherence.
The most widely used figure of merit is the fidelity, defined as:

F(ρ̂, |ψ〉〈ψ|) ≡
√
〈ψ|ρ̂|ψ〉, (0.17)
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where ρ̂ is the final density matrix induced by the implementation of quantum gates and
|ψ〉 is the target state. With the same notation, the trace distance is given by

T (ρ̂, |ψ〉〈ψ|) ≡ 1

2
tr|| ρ̂− |ψ〉〈ψ| ||, (0.18)

where ||Â|| ≡
√
Â†Â is the positive square root of Â†Â. Both T and F are positively

defined and ≤ 1. A perfect gate is the one maximizing the fidelity, while leading to
vanishing values of the trace distance. In the definitions above we have measured the
distance between a real (mixed) state, represented by the density operator ρ̂ and a pure
state (the target), represented by the ket |ψ〉, or, equivalently, by the density operator
|ψ〉〈ψ|.
For two given quantum states ρ̂ and σ̂, fidelity and trace distance are related by the
inequalities:

1−F(ρ̂, σ̂) ≤ T (ρ̂, σ̂) ≤
√

1−F(ρ̂, σ̂)2. (0.19)

0.1.5 Quantum Simulation

If our target is not a general purpose, but a dedicated Quantum Computer (QC), oriented
to the solution of a specific problem, the requirements for the physical system are less
demanding. One of the most appealing dedicated QCs is a quantum simulator. It is also
probably one of the few applications of a quantum processor within the reach of present
technology. Indeed, while several thousands or even millions of qubits are needed for
the non-trivial implementation of quantum algorithms such as Shor’s code for factor-
ing large numbers in primes or Grover’s search code, thus requiring an amazing degree
of control on the hardware, only a few dozens of qubits would outperform a classical
computer in simulating quantum systems. As suggested by Feynman in the early 80s
”Nature isn’t classical, dammit, and if you want to make a simulation of nature, you’d better
make it quantum mechanical, and by golly it’s a wonderful problem, because it doesn’t look so
easy”. The simulation of quantum systems by a classical computer is intrinsically inef-
ficient because the required number of bits grows exponentially with the system size.
This makes many important problems in physics and chemistry intractable with stan-
dard computational approaches and resources. Such a limitation might be overcome
by quantum simulators (QSs), whose dynamics can be controlled so as to mimic the
evolution of the target system [14]. The implementations of quantum simulators so far
proposed essentially fall into one of two categories. In analog simulators a certain quan-
tum system directly emulates another one, whereas in digital simulators the state of the
target system is encoded in qubits and the time evolution of any target system can be dis-
cretized into a sequence of logical gates. Digital architectures are small, general purpose
quantum computers. They are usually able to simulate broad classes of Hamiltonians,
whereas analog ones are restricted to specific target problems. For a recent review on
these different approaches, we refer to [15] and references therein.
The aim of this work is to propose architectures and efficient schemes for the implemen-
tation of a digital quantum simulator. Therefore, we now focus on the general problem
of how to decompose the time evolution induced by any target Hamiltonian into a se-
quence of elementary steps, controlled by the experimenter, i.e., a sequence of one- and
two-qubit gates. To this goal, we exploit the mathematical formalization introduced
by Lloyd [16], who translated into quantum information perspectives Feynman’s intu-
ition. Most Hamiltonian of physical interest can be written as the sum of L local terms,
Ĥ =

∑L
k Ĥk. Hence, the system dynamics can be approximated by a sequence of local
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unitary operators according to the Trotter-Suzuki formula (~ = 1):

Û(t) = e−iĤt ≈ (e−iĤ1τ · · · e−iĤLτ )n, (0.20)

where τ = t/n and the total digital error of this approximation can be made as small as
desired by choosing n sufficiently large [16]. Commuting terms in the Hamiltonian do
not require any Trotter decomposition. In this way the simulation reduces to the sequen-
tial implementation of local unitary operators, each one corresponding to a small time
interval t/n. This can be implemented by a proper sequence of single- and two-qubit
gates. The problem then reduces to finding a suitable mapping between the physical
hardware (consisting of many qubits, described by means of Pauli algebra) and the tar-
get Hamiltonian.
The mapping of s = 1/2 models onto an array of qubits is straightforward. Let’s con-
sider here two kinds of significant local terms in the target Hamiltonian, namely one-
(Ĥ(1)

α ) and two-body (Ĥ(2)
αβ ) terms, with α, β = x, y, z. The unitary time evolution cor-

responding to one-body terms Ĥ(1)
α = bŝα is directly implemented by single-qubit rota-

tions R̂α(bτ). Conversely, two-body terms describe a generic spin-spin interaction of the

form Ĥ(2)
αβ = λŝ1αŝ2β , for any choice of α, β = x, y, z. The evolution operator, e−iĤ

(2)
αβτ ,

can be decomposed as [17]

e−iλŝ1αŝ2βτ = [û1α ⊗ û2β ] e−iΛ̂τ [û1α ⊗ û2β ]† , (0.21)

with Λ̂ = λŝ1z ŝ2z , ûx = R̂y(π/2), ûy = R̂x(3π/2), ûz = Î . The Ising evolution opera-
tor, e−iλŝ1z ŝ2zτ , can be obtained starting from the two-qubit Cϕ gate and exploiting the
identity (apart from an overall phase)

e−iλŝ1z ŝ2zτ = [R̂ϕ/2,1 ⊗ Î2] ÛCϕ [Î1 ⊗ R̂ϕ/2,2], (0.22)

where ϕ = λτ . Here R̂ϕ = eiϕ/2R̂z(ϕ) are phase gates, which can be simultaneously
implemented on both the involved qubits 2.
Besides the trivial case of spin-1/2 Hamiltonians, most models of physical interest can be
re-written in terms of spin-1/2 operators. For instance, the simulation of Hamiltonians
involving S > 1/2 spins can be performed by encoding the state of each spin-S onto
that of 2S qubits (as an example, see Sec. 10.2.1 for an implementation with hybrid spin-
photon qubits).
Furthermore, fermionic creation and annihilation operators ĉ†j , ĉj , can be expressed in
terms of Pauli matrices by exploiting the Jordan-Wigner transformation:

ĉ†j = eiπ
∑j−1
k=1 ĉ

†
k ĉk σ̂+

j

ĉj = e−iπ
∑j−1
k=1 ĉ

†
k ĉk σ̂−j (0.23)

ĉ†j ĉj =
1

2

(
σ̂zj + 1

)
.

Here σ̂±j =
(
σ̂xj ± σ̂

y
j

)
/2, with σαj the Pauli matrices. This mapping ensures the cor-

rect fermionic anti-commutation relationships,
{
ĉj , ĉ

†
k

}
= δjk, {ĉj , ĉk} =

{
ĉ†j , ĉ

†
k

}
= 0.

2Being diagonal on the computational basis, all the unitary operators in the decomposition 0.22 commute.
Therefore, rotations can be implemented simultaneously, without requiring a local control on each qubit.
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The above transformation massively increases the class of addressable problems, includ-
ing many-body electron Hamiltonians in Chemical Physics, as well as Hubbard, Kondo
or Anderson models. The spin index of fermionic operators can also be accounted for
by doubling the number of qubits. This mapping has, however, a serious drawback:
the two-body interaction between fermions is transformed into a many-spin interaction,
whose efficient implementation in a quantum simulation scheme is far from being triv-
ial. We will show how this can be embedded in our hybrid spin-photon setup in Section
10.2.2.

0.2 Physical implementations

Up to now, most efficient protocols for QS have been proposed and experimentally real-
ized with trapped ions [18, 19]. In this thesis we consider two promising architectures for
quantum information processing and quantum simulation, which are based on available
technology. We fully characterize the dynamics of these quantum systems by detailed
numerical experiments, which include the most important sources of decoherence in
a master equation formalism and, in some cases, envision possible ways to overcome
them. The first one (introduced in Sec. 0.2.1 and discussed in detail in Part 1) is based on
a family of molecular nanomagnets, which shows long coherence times and allows for
a detailed physical characterization, as well as an extraordinary chemical control. The
qubit-qubit coupling in these compounds can be manipulated either by local electric (in
presence of a redox active unit which acts as a switch) or by global magnetic fields, ex-
ploiting the excitations of a magnetic linker to turn on and off the interaction. The second
one (Sec. 0.2.2 and Part 2) is based on spin ensembles strongly coupled to single-photons
within coplanar superconducting waveguide resonators. The striking technological ad-
vances in this field allow for high fidelity gates and a local control at the single-qubit
level, thus increasing the amount of Hamiltonians which can be simulated.

0.2.1 Molecular Nanomagnets

Molecular nanomagnets (MNMs) [20] have been proposed as promising candidates for
both spintronics [21, 22, 23] and quantum information processing (QIP) [4, 5, 6, 7, 8, 24, 9].
These are clusters containing a finite number of paramagnetic (typically 3d) ions, whose
spins are strongly coupled by Heisenberg exchange interactions. Magnetic cores of adja-
cent molecules are well separated from each other by a surrounding of organic ligands,
so that inter-molecular interactions are negligible. Therefore, molecular crystals formed
by these kind of metallorganic clusters behave like an ensemble of non-interacting iden-
tical molecules and it is possible to address the magnetic properties of a single molecule
by bulk measurements. The attractiveness of MNMs stems from their wide tunability,
both at the intermolecular and at the intramolecular level, and from the possibility of
providing a detailed microscopic description in terms of a quantum spin Hamiltonian.
Since exact precise calculations are often possible, MNMs constitute tunable model sys-
tems to study fundamental issues related to quantum phenomena, such as quantum
tunneling, coherence, quantum-classical crossover. Moreover, many classes of MNMs
have interesting technological applications. Among these, we recall the high-density
storage of information in single-molecule magnets [25], the magnetocaloric refrigeration
in high-spin isotropic systems [26], as well as quantum computation in effective S = 1/2
molecules [6, 27].
Among the most widely investigated systems for quantum information processing are
even-numbered antiferromagnetic (AF) rings. Heterometallic rings with S 6= 0 can be
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obtained from an S = 0 homonuclear ring by chemical substitution of some magnetic
centers. For instance, Cr7M rings (M = Zn, Cd, Mn, Ni) are derived from the homometal-
lic Cr8 ring [28] by substitution of one divalent cation M = Zn, Cd, Mn, Ni for a trivalent
Cr ion [29]. Cr7Ni AF ring has been proposed as a good candidate qubit, since it is
characterised by a S = 1/2 doublet ground state. Moreover, it is possible to enhance
its decoherence time by proper chemical substitutions [30], reaching values above 10 µs.
One-qubit operations have already been performed on ensembles of MNMs [31, 32, 33],
in times much shorter than the observed coherence times, thus allowing the implemen-
tation of more complex algorithmic sequences.
In order to implement such sequences, the most direct way would be to use external
fields varying in time and from qubit to qubit and an external tool to switch on and off
the qubit-qubit couplings locally for two-qubit gates. This represents an extremely tough
experimental challenge [7], which can be obtained by employing redox-active metal unit
as a switch of the qubit-qubit interaction. Then molecules should be grafted onto sur-
faces without significantly modifying their properties (which has already been shown in
some cases [34, 35]) and individually addressed by an electric TIP.
A less demanding approach is to use uniform magnetic fields to induce the required
time evolution of the register, by exploiting auxiliary states and the structure of inter-
molecular interactions [27, 36, 17]. This quantum computation scheme [17] is based on
two classes of MNMs that play two distinct roles: effective S = 1/2 spins are used to
encode the qubits, whereas interposed complexes with a singlet ground state are used as
switches of the effective qubit-qubit interaction. In particular, by an appropriate topol-
ogy and hierarchy of exchange couplings between different molecular units, it would
be possible to use uniform pulses to switch on and off intermolecular interactions, thus
implementing two-qubit gates and quantum simulation algorithms. However, the en-
gineering of potentially scalable supramolecular complexes fitting these requisites has
proven a very hard chemical task.
In the present work we explore both these challenging routes towards the actual imple-
mentation of quantum computation with molecular nanomagnets, in which the qubit-
qubit interaction is controlled either locally (with electric field gradients) either globally
(with uniform magnetic fields). We propose different schemes that can implement a uni-
versal set of quantum gates on specific molecular systems, which have been properly
synthesized to fit specific requirements. These systems are characterized with detailed
measurements and ab-initio calculations and their performance as quantum informa-
tion units has been tested with numerical experiments which include the harmful effect
of decoherence.

0.2.2 Circuit Quantum-Electrodynamics

The second part of the work concerns the investigation of a hybrid architecture consist-
ing of spin ensembles (notably, MNMs) coupled to superconducting resonators. Circuit
quantum electrodynamics (cQED) systems are engineered, macroscopic quantum sys-
tems in which (artificial) atoms or molecules interact with quanta of the electromagnetic
field. Conceived in 2004 by Blais et al. [37] and Wallraff et al. [38], circuit QED has al-
ready proved to be a versatile testbed for fundamental quantum physics and a promising
platform for processing quantum information. The tremendous progress of the experi-
mental technology has led to circuit QED architectures with multiple components and
steadily increasing coherence times, as well as a high level of control provided by mi-
crowave fields. These solid-state approaches attempt to define and address the qubits
on a chip, similarly to the transistors which are now packed into an integrated circuit on
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a silicon microprocessor.
Large lattices of superconducting resonators have already been realized and demon-
strated as quantum simulators [39, 40]. Quantum gates operating with superconducting
qubits such as transmons or Cooper-pair boxes have been experimentally realized either
in the dispersive [41] or in the semi-resonant regime [42]. Classical microwave fields,
together with the tunability of the qubit transition frequencies, are used as manipulation
tools. However, the scalability of these architectures and the implementation of complex
quantum algorithms is still limited by the coherence time of superconducting qubits,
which do not exceeds tens of µs.
To overcome this problem, in this work we introduce a hybrid spin-photon qubit en-
coding, which exploits the best characteristics of distinct physical systems. Indeed, as
a classical computer is made of a variety of physical components specialized for dif-
ferent tasks, a quantum computer will probably be a similarly hybrid device. In this
spirit, much work has recently been done to achieve strong coupling of high-quality fac-
tor coplanar-waveguide resonators with superconducting qubits, such as Cooper-pair
boxes (CPBs) [38, 41, 43] and transmons [44] and/or spin ensembles (SEs) [45, 46]. In our
hybrid encoding, spin ensembles are not used only as a memory for information storage.
Conversely, spins and photons enter on an equal footing in the definition of the qubits.
This allows us to exploit the best characteristics of the different components, namely the
long coherence times of the spins, which can encode quantum information and protect
it from decoherence, the nonlinearity and fast control ensured by the transmon devices
and the mobility of photons entering this hybrid encoding. As shown throughout this
work, on-site tunability and scalability make this architecture extremely promising.
Hybrid setups consisting of ensembles of MNMs coupled to photons into superconduct-
ing resonators can also be envisaged. Indeed, by employing properly designed MNMs
instead of single spins (such as rare-earth ions or nitrogen vacancies) one could reach
the strong coupling with the resonator with a reduced number of spins in the ensemble
(ideally with a single molecule). Moreover, combining the strong spin-resonator cou-
pling with the use of degrees of freedom protected from the environment would allow
us to overcome both spin dephasing and inhomogeneous broadening of the molecular
ensemble.

0.3 Thesis overview

The work is divided in two parts, joined by the common aim of finding a physical im-
plementation of quantum computation. The first one is devoted to Molecular Nanomag-
nets. The theoretical framework and the experimental techniques used to characterize
these systems are introduced in Chapter 1 and 2, respectively. In the following Chapters
3 and 4 two schemes for quantum information processing with MNMs are proposed. The
former employs uniform magnetic pulses to control the qubit-qubit interaction, while the
latter uses local electric fields. Both these schemes are applied to existing MNMs, which
have been extensively characterized by ab-inito calculations and by EPR spectroscopy. A
detailed first-principle investigation of a family of anti-ferromagnetic molecular wheels,
containing also some promising qubits, is reported in Chapter 5. This study employs
a novel ab-initio approach to build many-body models for MNMs, explicitly including
strong electron-electron correlations and deriving the full spin Hamiltonian without any
assumption on its form. Modeling the interaction of MNMs with the environmental de-
grees of freedom is of crucial importance for their use as quantum devices. This is the
topic of Chapter 6, where the anti-ferromagnetic ring Cr8Zn is characterized by thermo-
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dynamic and EPR measurements and the behaviour of its coherence time is modeled by
taking into account dipolar, hyperfine and spin-phonon interactions. MNMs are also at-
tractive for studying fundamental magnetic phenomena, such as frustration. In Chapter
7 we present a study of two newly-synthesized anti-ferromagnetic odd-numbered rings
which manifest a somewhat frustrated behaviour: Cr8Mn and Cr9.
In the second part of the thesis we present a hybrid setup, which is based on spin en-
sembles coupled to superconducting resonators. The basics of circuit Quantum Electro-
dynamics, as well as the state of the art of quantum computation with superconducting
circuits are overviewed in Chapter 8. The novel hybrid spin-photon encoding is intro-
duced in the following Chapter 9. Here we also simulate one- and two-qubit gates with
state-of-the-art parameters, thus demonstrating the performance of the proposed setup.
In Chapter 10 this platform is used as a digital quantum simulator of interesting phys-
ical models. Finally, Chapter 11 presents a scheme to overcome the detrimental effect
of inhomogeneous broadening of the spin ensemble, thus enhancing the spin ensem-
ble coherence times of orders of magnitude and enabling the implementation of long
sequences of gates.



Part I

Molecular Nanomagnets
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In this chapter we introduce the theoretical methods which have been used through-

out the work to study Molecular Nanomagnets. The approach is twofold: on the one
hand, the spin Hamiltonian description provides in most cases a good, simple and

effective picture of the investigated systems. On the other hand, it is sometimes crucial
to understand the origin and hierarchy of the dominant magnetic interactions starting
from a more fundamental perspective. To this aim we have introduced a flexible and
efficient scheme which allows us to deduce from first principles the model spin Hamil-
tonian, no matter the complexity of the system. This approach could become essential
for modeling MNMs whose spin Hamiltonian contains many anisotropic terms, which
cannot be directly inferred from experiments.

1.1 Many-Body Models

We present here a flexible and effective ab-initio scheme to build many-body models
for molecular nanomagnets, and to calculate the magnetic couplings entering the spin
Hamiltonian [47]. If the form of the spin Hamiltonian is known, the magnetic couplings
can be in principle extracted from total-energy density-functional theory calculations for
different spin configurations [48, 49, 50, 51, 52, 53]. This approach can become unprac-
tical if many parameters have to be determined, as, e.g., in heterometallic compounds
or anisotropic MNMs; furthermore, subtle interactions, which could greatly influence,
e.g., the relaxation dynamics, can be easily overlooked. An alternative consists in com-
puting the couplings via energy variations at small spin rotations [54]. However, at a
more fundamental level, a common problem of all these approaches is that the most
used density-functional theory functionals (the local-density approximation (LDA) and
its simple extensions), do not properly describe strong correlation effects in open d or f
shells, while LDA + U or hybrid functionals include them only at the static mean-field
level [55].
Conversely, we use localized Foster-Boys orbitals [56] as a one-electron basis to construct

15
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molecule-specific generalized Hubbard models, in which strong electron-electron corre-
lation effects are explicitly included. We use the constrained local-density approximation
(cLDA) scheme [57] to calculate the screened Coulomb interactions in such a Foster-Boys
basis. In a second step, we obtain the spin Hamiltonian systematically by using a canoni-
cal transformation [58] to eliminate charge fluctuations, without any a priori assumption
on its form. A similar scheme is followed in the solid state, using Wannier orbitals to de-
scribe local correlations in periodic structures [59].
We adopt the following procedure. First we perform LDA calculations using a triple-zeta
valence basis set of Gaussians. We employ the experimental structures determined by
X-ray diffraction, without geometry optimization. Then we identify the transition metal
d−like orbitals and we localize them by means of the Foster-Boys method [56]. This
minimizes the spatial extent of the orbitals by maximizing the function

∑
i>j |〈ψi|r|ψi〉−

〈ψj |r|ψj〉|2, expressed in terms of the Kohn-Sham orbitals |ψi〉. In this way we obtain a
set of localized orbitals, centered on the metal ions and describing the low energy d−
subspace. Using these orbitals we construct the corresponding generalized Hubbard
model:

Ĥ = −
∑
ii′σ

∑
mm′

ti,i
′

m,m′ ĉ
†
imσ ĉi′m′σ

+
1

2

∑
ii′σσ′

∑
mm′

∑
pp′

U i,i
′

mpm′p′ ĉ
†
imσ ĉ

†
i′pσ′ ĉip′σ′ ĉi′m′σ

+
∑
i

λi
∑
m

ŝim · ˆ̀im − ĤDC . (1.1)

Here ĉ†imσ (ĉimσ) creates (annihilates) an electron with spin σ in the Boys orbital m at
site i. The parameters ti,i

′

m,m′ are the hopping integrals (i 6= i′) or the crystal-field ma-

trix (i = i′), while U i,i
′

mpm′p′ are the screened Coulomb integrals. The term ĤDC is the
double counting correction, which removes the part of the Coulomb interaction already
included and well accounted for in the LDA; λi is the spin-orbit coupling, assumed to be
the same for all the electrons within the same ion. The results presented in this work are
obtained, for simplicity, neglecting Coulomb anisotropy and terms in U i,i

′

mpm′p′ with more
than two orbital indices. In this case (for d electrons) all parameters can be expressed as
a function of the averaged screened Coulomb couplings U i,i and J i,i, which, in turn, de-
pend only on the Slater integrals F0, F2 and F4 [60]; the average screened direct Coulomb
integral for site i is U i,i = F0 and the average screened exchange integral is defined as
J i,i = (F2 +F4)/14. Finally, we use the rotational invariant form of the Coulomb vertex,
including spin-flip and pair hopping terms. Then the Hamiltonian (1.1) reduces to

Ĥ = −
∑
ii′σ

∑
mm′

ti,i
′

m,m′ ĉ
†
imσ ĉi′m′σ +

∑
i,m

U i,in̂im↑n̂im↓

+
1

2

∑
iσσ′

∑
m 6=m′

(U i,i − 2J i,i − J i,iδσ,σ′)n̂imσn̂im′σ′

−
∑

i,m 6=m′
J i,i

[
ĉ†im↑ĉ

†
im↓ĉim′↑ĉim′↓ + ĉ†im↑ĉim↓ĉ

†
im′↓ĉim′↑

]
+

∑
i

λi
∑
m

ŝim · ˆ̀im − ĤDC . (1.2)
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Here n̂imσ = ĉ†imσ ĉimσ is the fermionic number operator. The terms on the third line
describe the pair hopping and spin-flip processes and are essential to determine the cor-
rect structure of the spin multiplets. The screened Coulomb couplings are calculated by
using the cLDA [57] approach in the Foster-Boys basis (see below). For ĤDC we adopt
the common expression for the paramagnetic case [60], HDC = 1

2

∑
i U

i,inid(n
i
d − 1) −

1
2

∑
i J i,inid(

1
2n

i
d − 1), where nid is the number of d electrons at site i. Finally, we extract

the spin-orbit coupling λi by comparing the one-electron part of Hamiltonian (1.2) ob-
tained with and without spin-orbit interaction.
Once we have obtained the parameters of the Hubbard model, by using a canonical
transformation, we eliminate charge fluctuations and derive the corresponding low-
energy spin model. This is possible in the limit |ti,i

′

m,m′ | � U i,i, which is usually the

case for MNMs containing transition metal ions (|ti,i
′

m,m′ | ≈ 10 − 100 meV, while U i,i ≈
several eV).

1.1.1 Determination of hopping and Coulomb integrals from first principles

We illustrate here the procedure we apply to calculate the hopping and Coulomb inte-
grals of the generalized Hubbard model 1.2 from first principles. The method is based
on DFT (see Appendix A) self-consistent runs in local density approximation (LDA) and
constrained local density approximation (cLDA). Self-consistent calculations for these
big molecules (from two to several hundreds of atoms) are very time consuming. We
employ the NWChem quantum chemistry code [61], which is optimized to exploit the
power of modern massively parallel supercomputers. Calculations are performed in
direct space, using a linear superposition of Gaussians as a one electron basis to approx-
imate the atomic orbitals.
First, a self-consistent closed-shell DFT run is performed in LDA, based on the following
steps [62]:

• Specify a molecule (a set of nuclear coordinates, atomic numbers and number of
electrons).

• Choose an atomic basis set, {|φµ〉}. In this step we use as basis a triple-zeta valence
set of Gaussians.

• Calculate the many-body wave-function, as the Slater determinant obtained from
the product of the doubly-occupied one-electron orbitals, and the initial electron
density.

• Calculate also all required one-electron and two-electron integrals, starting from
the initial guess for the density.

• The atomic orbitals do not form an orthonormal set. Hence, we orthogonalize the
basis by computing the overlap matrix Sµν = 〈φµ|φν〉 and the orthogonalization
matrix X = S−1/2.

• Calculate the system Hamiltonian (whose potential depends on the electron den-
sity) and rotate it in the orthogonal basis.

• Diagonalize the Hamiltonian.

• Form the new density from the eigenvectors of the Hamiltonian and the new po-
tential.
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• Repeat until convergence.

Starting from the Kohn-Sham orbitals obtained from the converged DFT run, we iden-
tify the subset of correlated states (typically d-states, close to the Fermi level) and we
apply the Foster-Boys localization onto this subspace in order to get a localized one-
electron basis {|βim〉} to construct molecule-specific generalized Hubbard models (Eq.
1.1). The hopping integrals are calculated as ti,i

′

m,m′ = 〈βim|ĥ|βi′m′〉, where |βim〉 is the
m Boys orbital on atom i and ĥ is the one-body Hamiltonian obtained at the end of the
self-consistent LDA calculation. In the following, it is convenient to work in the basis
of crystal-field (CF) one-electron states |ξik〉. These are obtained as the eigenstates of the
on-site hopping matrices ti,im,m′ . The corresponding splitting of the crystal-field eigen-
values εik reflect the symmetry of the ligand field on the examined site.
U i,i and J i,i (appearing in Eq. 1.2) are deduced ab-initio by perfoming analogous LDA
calculations with different occupancies nimσ of the CF states, a procedure known as con-
strained LDA. This gives a contribution to the total energy that is occupancy-dependent:
E{nimσ} ∝

∑
i,m U

i,inimσnim−σ+
∑
iσσ′

∑
m6=m′(U

i,i−2J i,i−J i,iδσ,σ′)nimσnim′σ′ .Here
we are including only density-density terms of the Coulomb tensor. Therefore, once the
hoppings have been cut, the Hamiltonian (1.2) is diagonal and the energy is computed
straightforwardly. By performing various total energy calculations with different sets of
{nimσ}we can extract U i,i and J i,i. In the code the procedure is the following:

1. Start from a previously converged LDA run and from a set of already determined
CF orbitals. Suppose that D̂ is the transformation from the atomic basis {|φµ〉} to
the localized CF one {|ξim〉}.

2. Calculate the Hamiltonian Ĥ in the atomic basis set {|φµ〉}.

3. Rotate it to the localized basis, getting Ĥ ′ = D̂†ĤD̂.

4. Cut all the inter-site hoppings, setting by hand (Ĥ ′)ij = 0 for (i, j) belonging to
the subspace of correlated electrons. In this way the hopping term is excluded
from the calculation of the total energy, which is not renormalized by the motion
of correlated electrons.

5. Now we need to fix the occupancy of the CF states. This is done by changing the
occupancy ndim of the |ξim〉 orbitals. The superscript d is introduced to emphasize
the d−character of the correlated electrons.

6. With the modified occupations of the correlated electrons we can calculate the den-
sity:

n(r) = 2
∑
k

|ψk(r)|2 +
∑
im

ndim |ξim(r)|2 , (1.3)

where the first sum is over the core, doubly occupied orbitals, while the second is
on the correlated, localized ones, with occupancies modified by hand.

7. Finally we rotate back the eigenvectors from the CF states to the Kohn-Sham or-
bitals and go on with the self-consistent calculation. In this way the new Hamil-
tonian and its expectation value on the ground many-body state (total energy) are
calculated according to the new modified density 1.3.
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We stress that the procedure is implemented self-consistently, so that the core electron
density can readjust due to the change of the occupancies of the correlated electrons, be-
longing to the localized orbitals, which are kept fixed during the calculation. At the end
of the self-consistent cycle, the total energy is obtained as a function of the occupancies
of the CF states.
Long-range correlations, which are already included in the LDA calculation, need to
be subtracted from the generalized Hubbard model, in order to avoid double count-
ing. LDA accounts for such long-range correlation at a static, mean-field level. Hence,
here we adopt the common mean-field expression for HDC = 1

2

∑
i U

i,inid(n
i
d − 1) −

1
2

∑
i J i,inid(

1
2n

i
d − 1). Here nid is the LDA occupancy of site i. For homonuclear sys-

tems such correction amounts to a shift of the d levels εin → εin + ∆εin, where ∆εin =
−U i,i(nid− 1

2 ) +J i,i( 1
2n

i
d− 1

2 ) which is the same for all sites and orbitals, and and can be
incorporated in the chemical potential. In the case of heteronuclear compounds, instead,
the shift is different for d levels of different sites (due to different LDA occupancy and/or
different Coulomb integrals) and HDC has to be taken into account explicitly.
Spin-orbit calculations are somewhat cumbersome and very time consuming, due to the
doubling of the basis set required to include the spin index. We use the Zeroth Order
Relativistic Approximation (ZORA) of the Dirac equation [63] to account for spin-orbit
coupling. We model it as an on-site effect acting on the Kohn-Sham orbitals: Ĥi

SO =

λi
∑
m

ˆ̀
im · ŝim. We deduce the spin orbit coupling by comparing the CF one-electron

energy levels εm obtained in the non relativistic and relativistic calculations. To do this,
we employ a generalization of the Boys localization to deal with complex matrices 1.
Due to the computational complexity of the self-consistent relativistic calculations, in
some cases we use the typical values for λi reported in Ref. [64] for single ions in a
proper crystal-field cage. Otherwise, we employ the value we previously obtained self-
consistently for the same ion in a similar environment.

1.1.2 Derivation of the spin Hamiltonian

In 3d molecular nanomagnets, one usually finds that the essential spin interactions are
described by the spin Hamiltonian

H=
∑
i,j

ŝi · Jij · ŝj+
∑
i

ŝi ·Di · ŝi (1.4)

where J
ij

is the exchange coupling tensor between ions i and j and Di is the local zero-
field splitting (ZFS) tensor. For molecules containing transition metal ions, the leading
interaction is usually the isotropic exchange, Jij . Other terms appearing in J

ij
, such as

anisotropic or antisymmetric exchange interactions, originate from spin-orbit interac-
tions and can also be extracted by the present method (see Chapter 5).
The coupling Jij = JCEij + JSEij is the sum of a ferromagnetic (FM) screened Coulomb
exchange term, JCEij , which we obtain via cLDA calculations, and a super-exchange term
JSEij , which can be FM or antiferromagnetic (AFM). The ZFS local tensor Di originates
from the combined action of crystal-field and spin-orbit interactions. The full tensor can
be determined by considering the action of the spin-orbit term in the ground spin mul-
tiplet, obtained by diagonalizing the local Coulomb part of Hamiltonian (1.2). Then we

1The Foster-Boys localization is based on an algorithm which proceeds iteratively over pair of states (ap-
plying the so-called two-by-two Jacobi-sweeps) and is written for real matrices. Indeed, in the absence of
spin-orbit interaction, the eigenvectors of the molecular system can always be recast in real form.
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project the spin-orbit term onto Stevens spin operators, which for 3d ions reduce to sec-
ond order terms ŝi,αŝi,β (α, β = x, y, z). The calculated Dα,β

i ∼ λ2
i /(nJ i,i + ∆ε), where

∆ε is a difference between single-electron crystal-field eigenvalues and n is a system-
specific integer number.
In the reference frame which diagonalizes Di the zero-field splitting interaction can be
expressed as a function of an axial and a rhombic term:

ŝi ·Di · ŝi = di

[
ŝ2
i,z −

1

3
si(si + 1)

]
+ ei

[
ŝ2
i,x − ŝ2

i,y

]
. (1.5)

Notice that di is negative if z is an easy axis (see Sec. 1.2.1 below).
Our approach allows us to derive also the g

i
tensor on each magnetic ion (see applica-

tion of this method in Chapter 5). To obtain it we need to evaluate the matrix elements
of the orbital angular momentum onto the ground spin multiplet states |S,M〉, corrected
to first order in the spin-orbit interaction. Then we compare them with the spin matrices
of rank S and we extract the correction ∆g to the isotropic g = 2I . Notice that g

i
is

diagonal in the reference frame which diagonalizes Di.
Differently than spin-configurations based approaches, the method outlined above al-
lows us to determine the spin model without a priori assumptions on the form and the
range of the Hamiltonian. Furthermore, since it yields the parameters of the Hubbard
model, it works also when charge fluctuations are sizeable and the spin is not well de-
fined, like for molecules with metal-metal bonds, or when electrons are less localized,
such as in 4d and 5d systems, and can be used to calculate spectral functions. This
scheme is flexible, its complexity does not increase when the symmetry is low, and it
does not rely on the B3LYP or LDA + U approximation to correlation effects. It could be-
come essential for modeling MNMs whose spin Hamiltonian contains many anisotropic
terms, in particular if the principal-axis directions and relative magnitude cannot be
inferred simply by inspecting the molecular structure, as is often the case for Co or f -
electrons systems. In such situations, a more systematic approach is needed to deduce
the final low-energy Hamiltonian from the generalized Hubbard model 1.1. Molecules
containing 4d or Co ions often cannot be described as spin-only due to the absence of
quenching of the orbital angular momentum and/or sizeable spin-orbit interaction. If
the hopping term is still small, the general form of the exchange tensor can be obtained
by considering its effect as a perturbation on many-body single-ion states obtained by
diagonalizing the on-site part of Hamiltonian 1.1 (including spin-orbit). This procedure
will be described in detail in Chapter 5.

1.2 Spin Hamiltonian

The ab-initio approach introduced above is important to obtain an initial guess of the
hierarchy of the magnetic interactions. Once we have a system-specific model, the spin
Hamiltonian (SH) description offers an accurate, simple and effective way to directly
compare with experiments, thus obtaining a fit of the leading couplings. This formalism
is based on the assumption that each magnetic ion in the molecule can be represented
by an effective spin and it allows us to express all the contributions to the energy of the
system (exchange or dipolar interactions and local zero-field splittings) in terms of spin
operators only [65, 20]. As we will show below, the irreducible tensor operators (ITOs)
technique and the Wigner-Eckart theorem [66] simplify the calculation of the Hamilto-
nian matrix elements on the total-spin basis. The formalism of ITOs is summarized in
Appendix B. In the subsections below we will show how to apply it to the study of
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molecular spin systems. First we express the SH in terms of ITOs. Then we outline an
efficient technique for the calculation of the matrix elements of the SH and for its diago-
nalization, by writing it in the total spin basis.
Each molecule is described by an effective spin Hamiltonian, consisting usually of three
main contributions:

Ĥs = Ĥex + ĤZFS + ĤB . (1.6)

The first term represents the two-body exchange interaction between couples of spins
within the molecule. It includes the isotropic (super-)exchange interaction (which is
usually the leading term term), as well as anisotropic and anti-symmetric contributions
to the exchange (which usually provide only small corrections to the energy spectrum).
Dipole-dipole interactions are also included in the form of anisotropic-exchange cou-
plings. The second term represents the zero-field splitting single-ion anisotropy, pro-
duced by the combined action of the spin-orbit interaction and of the local crystal electric
field of the ligands surrounding each magnetic ion. The last term models the Zeeman
interaction with an external magnetic field.

1.2.1 Main contributions to the SH

Here we analyze in detail the terms of the spin Hamiltonian 1.6. We first review the fun-
damental interactions characterizing molecular nanomagnets and their physical mean-
ing; then we express them in terms of irreducible tensor operators.

Exchange interactions

The two-body exchange interaction between the magnetic ions is expressed in the most
general form as

Ĥex =
∑
i>j

ŝi · Jij · ŝj . (1.7)

It is useful to decompose it in three different contributions:

Ĥex = Ĥiso + Ĥan + ĤDM , (1.8)

where Ĥiso is the Heisenberg-Dirac isotropic-exchange Hamiltonian, Ĥan represents the
anisotropic-exchange and ĤDM the anti-symmetric Dzyaloshinskii-Moriya (DM) inter-
action. These terms are expressed as a function of spin operators as follows:

Ĥiso =
∑
i>j

Jij ŝi · ŝj (1.9)

Ĥan =
∑
i>j

∑
α,β

Jαβij ŝi,αŝj,β (1.10)

ĤDM =
∑
i>j

Gij · ŝi × ŝj , (1.11)

where ŝi are the spin operators acting on the i-th magnetic ion of the molecule and
α, β = x, y, z. Jij and Jαβij are isotropic and anisotropic exchange couplings, whereas
Gij are the antisymmetric parameters, i.e., antisymmetric vectors (Gij = −Gji).
The dipolar intra-molecular interactions can also be included in Ĥex, since both dipo-
lar and exchange interactions contain the same dependence on spin operators, given
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by Eq. 1.7. Being a long-range interaction, the dipole coupling is present also for cou-
ples of spins sufficiently far to suppress all the other, short-range exchange interactions.
Usually this is evaluated within the point-dipole approximation [67]. The coefficients of
1.7 accounting for the dipolar contribution to the exchange between magnetic moments
m̂i = −µBg

i
· ŝi are given by:

(
Jαβij

)dip
=
µ2
B

R3
ij

∑
ξ

gαξ1 gξβ2 − 3

(∑
ξ g

αξ
1 Rξ

)(∑
ζ Rζg

ζβ
2

)
R2
ij

 , (1.12)

where ξ, ζ = x, y, z. It is important to note that in the general case, when g
1
6= g

2
, the

coupling tensor Jdip
ij

is not symmetric. In fact, it consists of an isotropic, anisotropic and
antisymmetric part.
We now express the exchange terms of the Hamiltonian in terms of ITOs, by exploiting
the formalism reported in Appendix B. Each term results from the composition of two
tensor operators of rank ki = kj = 1, acting on two different spins i and j. In partic-
ular, isotropic exchange is expressed by a scalar product and is rotationally invariant.
Therefore, it behaves as a compound operator with rank k = 0 and q = 0, whose explicit
representation becomes:

Ĥiso = −
√

3
∑
i>j

Jij

{
T̂ (1)(si)⊗ T̂ (1)(sj)

}(0)

0
= −
√

3
∑
i>j

T̂
(0)
0 (11|ij). (1.13)

We notice that the isotropic exchange interaction, being represented by a tensor operator
with rank k = 0, is block-diagonal in the total spin. Indeed, it does not connect states
with different S and its matrix element do not depend on M .
Anisotropic and antisymmetric terms can also be recast in terms of ITOs [68]:

Ĥan =
∑
i>j

Jaij T̂
(0)
0 + Jvij T̂

(2)
0 + Juij

[
T̂

(2)
2 (11|ij) + T̂

(2)
−2 (11|ij)

]
(1.14)

ĤDM = −i
√

2
∑
i>j

∑
q

(−1)qGqij T̂
(1)
−q (11|ij). (1.15)

Here

Gqij =

{
∓
(
Gxij ± iG

y
ij

)
/
√

2, if q = ±1

Gzij , if q = 0
(1.16)

Jaij = − 1√
3

(
Jxij + Jyij + Jzij

)
Juij =

1

2

(
Jxij − J

y
ij

)
(1.17)

Jvij =
1√
6

(
2Jzij − Jxij − J

y
ij

)
and we have assumed a diagonal exchange tensor Jαβij δαβ ≡ Jαij . The scalar contribution
(k = 0) appearing in Ĥan can be incorporated in the isotropic exchange term.
Notice that tensor operators of rank k shall mix states with different total spin, according
to the selection rule ∆S = 0, ...,±k. Hence, ∆S = 0,±1 for DM interaction, while ∆S =
0,±1,±2 for anisotropic exchange.
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Zero-Field Splitting

The interaction of each magnetic ion with the surrounding ligand charges is described
by the one-body zero-field splitting (ZFS) term of the spin Hamiltonian. This term de-
scribes the influence of the electric field produced by the neighboring ions on the elec-
tronic structure of the magnetic site. Such an anisotropic electric field acts on the spin
multiplets due to the presence of spin-orbit interaction. See Section 1.1 for a discussion
about the microscopic origin of the single-ion anisotropy. The ZFS Hamiltonian can be
decomposed in terms of Stevens equivalent operators Ôqk(si) [65]; these are effective spin
operators acting on a given total-spin multiplet:

ĤZFS =
∑
i

∑
k≤2si

k∑
q=−k

bqk(i)Ôqk (ŝi) . (1.18)

It can be shown that k must be even. Hamiltonian 1.18 can be easily written in terms of
ITOs, since it consists of only one-body operators acting on a single site. For instance,
the widely used second-order Hamiltonian

∑
i[diŝ

2
z,i + ei(ŝ

2
x,i − ŝ2

y,i)] (Eq. 1.5) becomes

ĤZFS =
∑
i

di

√
2

3
T̂

(2)
0 (2|i) + ei

[
T̂

(2)
2 (2|i) + T̂

(2)
−2 (2|i)

]
. (1.19)

In a molecule containing several magnetic centres, as for the exchange interaction, the
operators T̂ (2)

q of Eq. 1.19 are compound tensor operators. However, they are particu-
larly simple, since they are obtained by the composition of a tensor operator of rank 2
on the examined site with the identity on all the other ions. Since these operators have
k = 2, the ZFS interaction will mix states with different total spin, according to the selec-
tion rules ∆S = 0,±1,±2 and ∆M = 0,±1,±2 (similarly to anisotropic-exchange).
If the isotropic exchange interaction is largely dominant over all the other contributions
(strong-exchange limit), the splitting within each total-spin multiplet will be much smaller
than the energy difference between two multiplets with different total-spin S. Therefore
to describe the behavior of the system we can reduce to the ground state multiplet, de-
scribing the whole molecule as a giant spin S, experiencing an effective ZFS and a Zee-
man interaction with an external field. This particular SH is called single-Spin Hamil-
tonian and it is easier to manage, since the Hilbert space associated to the molecule
is reduced to the dimension of the ground state total-spin multiplet, 2S + 1. The ZFS
Hamiltonian acting on such multiplet takes the form [20]:

ĤZFS = Ŝ ·D · Ŝ, (1.20)

where D is the symmetric ZFS tensor. In the absence of an external field, Hamiltonian
1.20 induces a splitting of the (2S + 1)−fold degenerate ground multiplet. If we choose
the reference frame to be coincident with the three principal axes of D, the ZFS tensor is
diagonal and Eq. 1.20 can be recast in the form:

ĤZFS = D
[
Ŝ2
z − S(S + 1)/3

]
+ E

(
Ŝ2
x − Ŝ2

y

)
, (1.21)

where D = Dzz − (Dxx +Dyy)/2, E = (Dxx−Dyy)/2, E ≤ D/3 and we have subtracted
the constant DS(S + 1)/3 to make the tensor traceless. The values of D and E are deter-
mined by the symmetry of the cage surrounding the magnetic ion. In cubic symmetry
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D = E = 0 (only k = 4 Stevens operators enter in the ZFS expression), in axial symmetry
only D 6= 0, while both D,E 6= 0 in case of rhombic symmetry.
In systems with axial symmetry, if D < 0 the lowest energy states are those maximiz-
ing |M | (M being the eigenvalues of Ŝz), giving rise to the so-called easy axis anisotropy.
Conversely, if D > 0 we get easy plane anisotropy and the most stable state shows the
minimum |M |. When also E 6= 0, if S is an integer the degeneracy between the |M〉 and
the |−M〉 states is removed, while they remain degenerate in pairs if S is an half integer.
This is a consequence of time reversal symmetry and the pairs of degenerate levels are
called Kramers doublet [65].
The parameters D and E can be related to the microscopic crystal field parameters di
and ei (see Eq. 1.5) by the relations:

D =
∑
i

Γidi (1.22)

E =
∑
i

Γiei (1.23)

where Γi are projection coefficients [69]. In a similar way, also the dipolar and other
anisotropic exchange interactions can be projected onto the effective ground multiplet
parameters D and E.

Zeeman interaction

The interaction of each metal ion with an external magnetic field B is expressed by the
Zeeman Hamiltonian:

ĤB = µB
∑
i

B · g
i
· ŝi, (1.24)

where µB is the Bohr magneton and g
i

is the spectroscopic splitting tensor on ion i. The
magnetic field breaks the (2S + 1) degeneracy within each total-spin multiplet.
This term can be easily expressed in terms of rank-1 ITOs, by recalling the irreducible
representation of spin operators (Eq. B.7). Hence, for a generic orientation of B, it mixes
states according to the selection rules ∆S = 0,±1 and ∆M = 0,±1.

1.2.2 Basis choice and recoupling

The dimension of the whole Hilbert space spanned by the SH of MNMs is often huge,
since it blows up with the number of magnetic ions: d =

∏
i(2si + 1). Hence, it is cru-

cial to reduce the dimension of the examined Hilbert space, in order to make the SH
diagonalization feasible with available computational techniques. This can be done by
addressing the problem starting from the leading interaction, which is usually repre-
sented by the isotropic exchange.
A natural choice for the basis set is represented by the product states:

|s1m1〉|s2m2〉 . . . |sNmN 〉. (1.25)

However, since the isotropic-exchange Hamiltonian is block-diagonal in the total spin,
a smarter choice for the basis set is represented by the eigenstates of the total spin Ŝ =∑
i ŝi. To obtain the total spin S we also have to choose an appropriate coupling scheme

of the single-ion spins si. In a N−ion cluster a successive coupling scheme yields the
following basis vectors:

|s1s2(S̃12)s3(S̃123) . . . sNSM〉 ≡ |(S̃)SM〉, (1.26)
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where (S̃) denotes the set of intermediate quantum numbers (S̃12), (S̃123), . . . , (S̃12...N−1),
obtained by the coupling of spins s1 and s2 to get (S̃12), (S̃12) and s3 to get (S̃123) and
so on. The best choice for the coupling scheme is the one which reflects the symmetry
of the molecular system. Nonetheless, all the possible coupling schemes are equivalent,
since the corresponding representative vectors are connected to each other by a given
unitary transformation.
The same coupling scheme should be followed in the composition of tensor operators:

T̂ (k)
q =

{{{
T̂ (k1)(1)⊗ T̂ (k2)(2)

}(k12)

⊗ T̂ (k3)(3)

}(k123)

⊗ · · ·

}(k)

q

, (1.27)

where T̂ (kj)(i) are tensor operators of rank kj acting on ion i. The Wigner-Eckart theo-
rem simplifies the calculation of matrix elements, by expressing them as the product of
Wigner-3j symbols (Appendix C) and reduced matrix elements. These are computed by
means of the rules outlined in Appendix B for a couple of spins (recoupling technique).
For molecules containing many spins, we apply iteratively Eq. B.12 as long as we reduce
(a part from a product of a pre-factor and of some 9j symbols) to the computation of
single-ion spin operators, whose reduced matrix elements are tabulated. We report here
the values they take for k = 0, 1, 2.

〈S||Ŝ(0)||S〉 =
√

2S + 1

〈S||Ŝ(1)||S〉 =
√
S(S + 1)(2S + 1) (1.28)

〈S||Ŝ(2)||S〉 =
1

2
√

6

√
(2S + 3)(2S + 2)(2S + 1)2S(2S − 1)

1.2.3 Spin Hamiltonian diagonalization

As stated in the previous section, the dramatic increase of the dimension of the Hilbert
space with the number of magnetic centers requires advanced numerical techniques to
calculate the matrix elements and diagonalize the Hamiltonian. For molecules exhibit-
ing high symmetry, this problem can be attacked more efficiently by taking advantage
of the point group symmetry of the cluster, which results in an additional reduction of
the dimension of the matrices. For isotropic systems, the Hamiltonian matrix is block-
factorized according to the value of the total-spin S, its projection M and the irreducible
representation of the point group of the molecule.
The calculation of matrix elements of anisotropic terms, mixing states with different
total-spin is performed according to the procedure outlined above. Diagonalization of
the full SH would be possible only for relatively small systems. However, this massive
effort is often useless, since observable quantities are usually influenced only by levels
thermally occupied at very low temperatures. Therefore, we adopt a perturbative ap-
proach, which solves the problem by a two-steps procedure. First, only the Heisenberg-
Dirac Hamiltonian Ĥiso (block-diagonal in S) is considered. The eigenvalues and eigen-
vectors |αSM〉 of the cluster are thus determined; the energy spectrum consists of several
spin multiplets separated by the isotropic exchange:

|αSM〉 =
∑
(S̃)

〈(S̃)SM |αSM〉|(S̃)SM〉 =
∑
(S̃)

c(S̃)α|(S̃)SM〉, (1.29)

here expressed in terms of the total-spin basis 1.26. It is worth noting that, since the
matrix elements of Ĥiso are independent of M , also the coefficients c(S̃)α do not depend
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on M . Then we express the matrix element of each compound tensor operator of the SH
in the basis of the eigenstates of the isotropic Hamiltonian |αSM〉:

〈αSM |T̂ (k)|α′S′M ′〉 = (1.30)

= (−1)S−M
∑

(S̃),(S̃′) c
∗
(S̃)α

c(S̃′)α′〈(S̃)S||T̂ (k)||(S̃′)S′〉
(

S k S′

−M q M ′

)
.

Thanks to Wigner-Eckart theorem the geometric dependence on M , M ′ and q is limited
to the Wigner-3j symbol.
The calculation is done by retaining only the low-lying energy multiplets: we fix an en-
ergy threshold and limit the expansion 1.29 to the isotropic exchange eigenvectors cor-
responding to eigenvalues below that threshold. Within this reduced spin subspace all
magnetic interactions can be evaluated, with T̂ (k) corresponding to any of the anisotropic
terms listed in the previous section. Finally, the here determined SH is diagonalized into
the reduced spin subspace. This procedure includes S-mixing effects within the exam-
ined subspace [69], and only neglects mixing of the states belonging to the truncated
subspace with higher ones, not included in the computation of anisotropic terms of the
Hamiltonian. This approximation can be checked to produce a negligible error with
respect to experimental data, by a little increase of the dimension of the reduced spin
subspace.
System-specific Fortran codes have been written for the calculation of matrix elements
and for the Hamiltonian diagonalization of each examined system.
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In this chapter we give an overview of the main experimental techniques employed

to investigate static and dynamical properties of Molecular Nanomagnets [20, 70].
Our aim is to highlight what kind of information can be obtained from the differ-

ent techniques and how the experimental data can be analyzed and interpreted within
the theoretical framework outlined in the previous chapter. In this thesis, our interest
focuses on the characterization of the static properties and of the coherent dynamics of
MNMs. This is achieved by means of bulk magnetometry, Inelastic Neutron Scattering
and Electron Paramagnetic Resonance measurements. A detailed investigation of the in-
coherent magnetization dynamics would require Nuclear Magnetic Resonance, as well
as AC susceptibility techniques, which are beyond the scope of this thesis. See, e.g., Ref.
[70].

2.1 Thermodynamic measurements

2.1.1 Magnetization and DC-susceptibility

Magnetization measurements on MNMs are usually performed by means of SQUID
magnetometers. A SQUID (superconducting quantum interference device) is a very sen-
sitive magnetometer used to measure extremely small magnetic fields, and it is based on
superconducting loops containing Josephson junctions. By moving the sample inside
the loop, a superconducting current is induced across the junction and the flux thread-
ing the loop is varied in units of the flux quantum. Then the variation of flux (induced
by the magnetic moment of the sample) is converted in voltage and read as an output.
Starting from the spin model Hamiltonian of the examined system, the magnetization
can be calculated as follows:

M(T ) =
µB
Z

∑
m

〈ψm|µ|ψm〉e−βEm , (2.1)

27
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where µB is the Bohr magneton, |ψm〉 are the system eigenstates, Em the corresponding
eigenvalues, β = 1/kBT , T is the temperature, Z =

∑
m e
−βEm the partition function

and µ = −
∑
i g
i
· Ŝi the magnetic moment of the molecule. Here the sum runs over the

magnetic ions i.
The magnetic susceptibility can be easily computed as the limit for small applied mag-
netic field (B) of the M/B ratio. In general, for not collinear M and B, we define the
susceptibility tensor (per single molecule) as

χαβ = µB
∂〈µα〉
∂Bβ

, (2.2)

where α, β = x, y, z and 〈µ〉 is the thermal average of the magnetic moment.
For isotropic and homonuclear systems, a simplified expression can be used [71]:

χT =
NAg

2µ2
B

3kB

∑
i Si(Si + 1)(2Si + 1)e−βE(Si)∑

i(2Si + 1)e−βE(Si)
. (2.3)

Here E(Si) are the isotropic exchange eigenvalues of the molecule. Since anisotropic
contributions usually lead only to small corrections, Eq. 2.3 can be used to easily evaluate
the susceptibility of MNMs, in which the leading interaction is the Heisenberg exchange.
One only needs to know the eigenvalues and the total spin Si of the spin multiplets.
Finally, for an atomic system in presence of crystal field interactions, characterized by a
set of partially degenerate states {Γn} with energies En, the Van Vleck expression holds
[65]:

χ(T ) =
µ2
B

Z

∑
n

βA2
nn + 2

∑
n′ 6=n

A2
nn′

En′ − En

 , (2.4)

whereA2
nn =

∑
νn,ν′n

|〈Γnνn |µ|Γnν′n〉|
2 andA2

nn′ =
∑
νn,νn′

|〈Γnνn |µ|Γn′νn′ 〉|
2. The indices

n, n′ run over states {Γn}, while the indices νn, νn′ run within the respective multiplets
{Γn} and {Γn′}. The second sum leads to a temperature-independent contribution to the
susceptibility, also known as TIP (temperature independent paramagnetism).

2.1.2 Torque magnetometry

Cantilever devices allow the high sensitivity investigation of single crystals with torque
magnetometry. A cantilever consists of a thin slab of a non-magnetic metallic alloy (typ-
ically CuBe) fixed at one end and hanging free at the other end, parallel to a fixed metal
platform. This results in a parallel-plane capacitor, with capacitance C = εA/d [see Fig-
ure 2.1-(a)]. Here ε is the dielectric constant, A is the area of the plates, and d is their
separation (< 100 µm). The sample is positioned on the slab, close to the free end and
the presence of a mechanical couple induces a flexion of the cantilever and a consequent
change in C. For small deflections the linear-response approximation is valid and (in the
reference frame sketched in Fig. 2.1) the capacitance variation ∆C is proportional to the
ty component of the magnetic torque [72]:

t = M× B, (2.5)

where M is the magnetization of the sample and B the applied magnetic field. With
this technique it is possible to measure the torque experienced by an anisotropic molec-
ular sample under the influence of a homogeneous magnetic field. If we choose [Figure
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M

B

t = M x B

Figure 2.1: (a) Schematic front (top) and side (bottom) view of the cantilever device for magnetic
torque measurements. (b) Geometrical arrangement of the magnetic field, the magnetization and
the magnetic torque. (Figure used with permission from Ref. [72].)

2.1-(b)] a reference frame so that M and B lie in the xz plane, the magnetic torque t is
necessarily parallel to y (i.e. tx = tz = 0) and is given by

ty = MzBx −MxBz = B2

(
Mz

Bz
− Mx

Bx

)
sinθcosθ, (2.6)

where θ is the angle between the magnetic field and the z axis. It is clear from Eq. 2.6
that the magnetic torque originates from the non-collinearity between the magnetization
and the applied field. Therefore, torque measurements are particularly useful to gain
information about the magnetic anisotropy of the sample.
Finally, it was shown [73, 74] that low-temperature torque measurements at variable
magnetic field can be used to identify the presence of anti-crossing in the spin level
diagram, induced by S-mixing between different total-spin multiplets. Indeed, while
in absence of S-mixing the torque signal as a function of B is characterized by steps
at the crossing fields, the oscillations of the total spin produce an additional sizeable
peaklike contribution. From the above definition (Eq. 2.5) and choosing the magnetic
field along z axis, ty ∝ B〈Ŝx〉. Quantum fluctuations of |Ŝ| near the (anti)crossing field
are accompanied by fluctuations of Ŝz and the latter are connected with 〈Ŝx〉. Indeed,
near the anti-crossings,

(∆Sz)
2

= 〈Ŝ2
z 〉 − 〈Ŝz〉2 ' 0.25〈Ŝx〉2, (2.7)

leading to ty ∝ 2B∆Sz . Accordingly, 〈Ŝx〉 traces the increase and decrease of these
fluctuations while sweeping over the anti-crossing, leading to a peak in the torque. In
case of crossing ∆Sz is always zero and the torque does not peak.

2.1.3 Specific Heat

The behaviour of the specific heat (Cv) of a magnetic system can be calculated just from
the knowledge of its eigenvalues En. We define

Cv =
∂〈E〉
∂T

=
1

kBT 2

∂2lnZ
∂β2

, (2.8)
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with kB the Boltzmann constant, Z the partition function, β = 1/kBT and T the temper-
ature. From this definition, an explicit expression of the specific heat per unit mole can
be deduced:

Cv
R

=
naβ

2

Z2

∑
m>n

gngm (En − Em)
2
e−β(En+Em), (2.9)

where na represents the number of magnetic atoms per molecule and gn is the degener-
acy of level n.
It is particulary instructive to consider the expression of the specific heat for a two level
system. In that case Eq. 2.9 reduces to

Cv
R

= na(∆β)2 g1

g2

eβ∆(
1 + g1

g2
eβ∆

)2 , (2.10)

where ∆ is the gap between the two levels. By increasing T the respective population
of the two levels varies: we start from a situation in which only the lowest is popu-
lated, and we end up with the populations of the two levels approximately the same.
At temperatures of the order of ∆ a steep variation of the internal energy is observed,
corresponding to a high number of transitions between the two levels. At those temper-
atures the magnetic contribution to the specific heat abruptly increases (Schottky effect),
whereas for temperatures away from ∆ it goes to zero. The Schottky peak is found at a
temperature TSP ∼ ∆/2, given by the solution of the equation: g1g2 e

∆βSP = ∆βSP+2
∆βSP−2 .

This analysis can be applied also to systems consisting of more than two levels, pro-
vided that the lowest doublet is well separated in energy from the excited states. More-
over, sometimes it is useful to study the specific heat as a function of the applied field.
This technique can be used to identify the presence of anti-crossings between energy
eigenstates. Indeed, in presence of a level crossing one should observe two peaks in the
specific heat plotted vs. external magnetic field with a dip in the middle centered at the
crossing field, as a result of a double Schottky anomaly. In particular, in presence of a
pure level crossing the dip between the two Schottky peaks should go down to zero,
while in presence of a level repulsion the dip can be much less pronounced and it gives
a direct measurement of the gap at the anti-crossing.
A final remarks concerns the difficulty that usually is found in isolating the magnetic
contribution to the specific heat from other sources which can dominate the signal of
interest. In particular, the phonon contribution (which is expected to dominate magnetic
effects above 3-4 K) can be estimated as:

Cphv
R

=
234rT 3

(Θ + δT 2)3
, (2.11)

where r is the number of atoms per molecule and Θ + δT 2 is the Debye temperature.

2.2 Electron Paramagnetic Resonance

Electron Paramagnetic Resonance (EPR) is a spectroscopic technique for studying atoms
or molecules with unpaired electrons (such as transition metal ions, lanthanides or rad-
icals) [64]. In an EPR experiment, the sample is placed inside a cavity, subject to an
external magnetic field which can be varied in a controlled way. In addition to this static
field a controlled, but smaller oscillating magnetic field is superimposed on the cavity.
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Thus the signal response from the cavity is modulated at the frequency of the oscillating
field, and transitions between energy states resonant with that frequency are recorded.
These are in the micro-wave frequency range. The ideal way to perform the experiment
would be to apply a fixed magnetic field and vary the microwave frequency. However,
microwave generators are only tunable over very limited ranges. Hence, the frequency
ω of the incident radiation is fixed and the applied magnetic field is varied in order to
match the resonance condition [75].
In single spin S paramagnetic centers, EPR spectroscopy studies transitions between
|SM〉 states which are split by the static magnetic field. It provides information about
the chemical environment of the magnetic ion, associated with the spectroscopic split-
ting tensor g and the zero-field splitting tensor D. In MNMs this technique is used to
probe transitions occurring within total-spin multiplets, thus allowing to extract the ef-
fective g and D tensors. In case of MNMs showing sizeable S-mixing effects induced by
strong anisotropic terms in the Hamiltonian, forbidden EPR transitions can be observed
between states belonging to different total-spin multiplets.

2.2.1 Interpretation of EPR spectra

The interpretation of EPR spectra is based on linear-response theory [76]. As reported in
Appendix D, the absorption of a system in a resonance experiment, resulting from the
response to an applied time-dependent perturbation Ĥ1(t) = −Âf(t), is proportional to
the imaginary part of the susceptibility:

χ′′AA(ω) = π
∑
αα′

〈α|Â†|α′〉〈α′|Â|α〉 (nα − nα′) δ (~ω − (Eα′ − Eα)) . (2.12)

Here Eα and |α〉 are the eigenvalues and eigenvectors of the unperturbed Hamiltonian,
nα = e−βEα/Z and Z is the partition function Z =

∑
α′ e
−βEα′ . In an EPR experiment,

the term 〈α|Â†|α′〉〈α′|Â|α〉 in Eq. 2.12 represents the transition intensity between |α〉 and
|α′〉, while the time-dependent perturbation Ĥ1 is the microwave oscillating field, per-
pendicular to the applied static field B.
EPR experiments are often performed on polycrystalline powder samples. Hence, the
powder spectrum results from the spherical average of the spectra calculated for each
orientation {θ, φ} of the applied static field with respect to the principal coordinate sys-
tem of the magnetic center. For homo-metallic molecules (with all the ions characterized
by the same g), transition intensities between states |α〉 and |α′〉 are calculated with the
following angular dependence [77, 78]:

Iαα′(θ, φ) =
(
1− sin2θ cos2φ

)
S∗x,αα′Sx,αα′ +

− sin2θ sin φ cos φ
[
S∗x,αα′Sy,αα′ + S∗y,αα′Sx,αα′

]
+

− cos θ sin θ cos φ
[
S∗x,αα′Sz,αα′ + S∗z,αα′Sx,αα′

]
+

+
(
1− sin2θ sin2φ

)
S∗y,αα′Sy,αα′ +

− cos θ sin θ sin φ
[
S∗y,αα′Sz,αα′ + S∗z,αα′Sy,αα′

]
+

+
(
sin2θ

)
S∗z,αα′Sz,αα′ , (2.13)

where Sγ,αα′ = 〈α|Ŝγ |α′〉 and Ŝγ is the total-spin operator (γ = x, y, z). In order to sim-
ulate the EPR powder spectrum we proceed as follows: first we calculate the zero-field
system Hamiltonian, as well as the spin operators in the total-spin basis. Then, for each
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magnitude (B) and orientation {θ, φ} of the static field we add the Zeeman contribution
to the zero-field Hamiltonian and we diagonalize it. Having retained eigenvalues and
corresponding eigenvectors up to a fixed energy threshold, we calculate Iαα′(θ, φ) and
the corresponding imaginary susceptibility χ′′AA(ω, θ, φ). As a next step, we compute the

spherical average by
∑
θ,φ χ

′′
AA(ω,θ,φ)sinθ∑
θ,φ sinθ . By sweeping the magnetic field while keeping ω

fixed, we obtain the field-dependence of the absorbance. Experimental data are usually
reported as dχ′′

dB , so that resonance fields correspond to a zero in the derivative of the
absorbance (equivalent to a peak in χ′′).
The two most-commonly considered functions to model the line-shape are the Lorentzian
and the Gaussian, replacing the δ−function to account for homogeneous or inhomoge-
neous broadening, respectively [79]. Homogeneous broadening arises from the finite
lifetimes of the initial and final states of the transitions, induced by relaxation mecha-
nisms. In diluted samples, where dipolar inter-molecular interactions are substantially
suppressed, relaxation is mainly due to spin-phonon and hyperfine interactions of elec-
tronic spins with the neighboring nuclei. This last mechanism dominates at low tem-
perature, where the average phonon number is very low (see discussion on decoherence
mechanisms in Chapter 6). Inhomogeneous broadening results from a distribution of the
Hamiltonian parameters, induced, e.g., by local disorder. In this case the resonance field
results from a distribution of the slightly different transition frequencies of the different
magnetic centers. Assuming a random distribution of these frequencies gives rise to a
Gaussian line-shape. More complex line-shapes can also be employed, to account for
both homogeneous and inhomogeneous broadening.

2.3 Inelastic Neutron Scattering

The starting point to investigate molecular nanomagnets is to determine their spin Hamil-
tonian. Inelastic Neutron Scattering (INS) is the ideal technique to find isotropic-exchange
and zero-field splitting parameters. Moreover, high resolution INS experiments allow us
to extract the energy splitting induced by anisotropic interactions, as well as the param-
eters related to spin operators with k > 2 [80].
Indeed, the typical INS spectrum consists of a series of peaks whose positions directly
give the differences between the system eigenvalues, while the intensities are related to
the composition of the eigenvectors. If compared to EPR spectroscopy, INS shows some
remarkable advantages: a detailed picture of the low lying energy levels from an anal-
ysis of spectra taken with zero magnetic field, the possibility to observe not only intra-
multiplet but also inter-multiplets (with ∆S = 1) transitions and the information about
the composition of the eigenfunctions, given by the dependence of the cross-section on
the transferred wave-vector.
Recently developed INS instruments also yield the four-dimensional inelastic-neutron
scattering function in vast portions of reciprocal space and enables the spin dynamics to
be determined directly [81].

2.3.1 INS Cross-section

The magnetic scattering is induced by the interaction of the magnetic moment of the
neutron with the magnetic field B generated by the unpaired electrons of the examined
magnetic ions:

Ĥ = −µ̂n · B. (2.14)
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Here µ̂n is the magnetic moment of the neutron. We recall that the magnetic moment
of the electron (neutron) is related to its spin by µ̂e = −γeµB ŝ (µ̂n = −γnµnσ̂)1. µB
(µn) are electronic (nuclear) Bohr magnetons and γe = −2 (γn = −1.91) are the re-
spective gyromagnetic factors. From now on, we consider spin-only magnetic scatter-
ing events, neglecting the contribution of the orbital angular momentum of the ion to
the magnetic moment. This is a reasonable assumption in all the MNMs investigated
in this work, since they consist of 3d ions whose orbital angular momentum is nearly
completely quenched by the crystal field interaction. Furthermore, we usually consider
atoms where the unpaired electrons have strongly localized wave-functions.
The magnetic field generated by the electron moving with ve is given by:

B = ∇×
(
µ̂e × R
|R|3

)
− e

c

ve × R
|R|3

, (2.15)

where R is the distance between the electron and the neutron. Consequently, the mag-
netic contribution in Eq. 2.14 becomes:

−γnµnσ̂ ·B = γnµn

[
2µBσ̂ · ∇ ×

(
ŝ× R
|R|3

)
− e

2mec

(
p̂e ·

σ̂ × R
|R|3

+
σ̂ × R
|R|3

· p̂e

)]
, (2.16)

where the first part is a dipolar term, while the second one represents the electron-
neutron interaction, due to the motion of the electron. p̂e represents the linear momen-
tum of the electron.
Then, if we consider an INS experiment in which the magnetic ions of the sample interact
with a neutron beam, the differential cross-section may be expressed as:

d2σ

dΩdE′
= (2γnµnµB)

2 k
′

k

∑
λλ′

∑
σσ′

[
pλpσ

|〈k′λ′σ′ |
∑
i

σ · ∇ × ŝi × R
|R|3

− 1

2~

(
p̂i ·

σ̂ × R
|R|3

+
σ̂ × R
|R|3

· p̂i

)
|kλσ〉|2

δ (~ω + Eλ − Eλ′)

]
. (2.17)

Here the index i labels the magnetic ions. k and k′ are, respectively, the initial and final
wave-vectors of the neutron, |λ〉 and |λ′〉 the initial and final state of the system with
energies Eλ and Eλ′ , |σ〉 and |σ′〉 the initial and final polarization state of the neutron.
The occupation probability of the initial state is pλ = e−βEλ/Z, with Z =

∑
ν e
−βEν .

Finally, the Dirac delta function guarantees the energy conservation, being ~ω the energy
exchanged by the neutron in the interaction with the system.
The matrix element of the magnetic interaction potential can be recast in the form:

2π~2

mn

〈
k′
∣∣∣∣σ̂ · ∇ × ŝi × R

|R|3

∣∣∣∣k〉 = 4πeiQ·riσ̂ ·
[
Q̃×

(
ŝi × Q̃

)]
2π~2

mn

〈
k′
∣∣∣∣p̂i · σ̂ × R

|R|3

∣∣∣∣k〉 = −4πi

|Q|
eiQ·riσ̂ ·

(
Q̃× p̂i

)
, (2.18)

1Here ŝ = σ̂/2 and µn = me
mn

µB , me and mn being the electron and neutron mass, respectively.
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where ri is the position vector of the ith electron, Q = k − k′ and Q̃ = Q/|Q|. By
introducing the operator

Q̂⊥ =
∑
i

eiQ·ri
[

Q̃×
(

ŝi × Q̃
)
− i

~|Q|
Q̃× p̂i

]
, (2.19)

we see that neutrons are only sensitive to the perpendicular component of the exchanged
wave-vector. Indeed, the cross-section can be rewritten as:

d2σ

dΩdE′
=
( mn

2π~2

)2

(8πγnµnµB)
2 k
′

k

∑
λλ′

∑
σσ′

[
pλpσ ×

× 〈λσ|
(
σ̂ · Q̂⊥

)†
|λ′σ′〉〈λ′σ′|Q̂⊥ · σ̂|λσ〉δ (~ω + Eλ − Eλ′)

]
. (2.20)

Since, for unpolarized neutrons,
∑
σ pσ〈σ|σ̂ασ̂β |σ〉 = δαβ , the differential cross-section

simplifies into:

d2σ

dΩdE′
= r2

0

k′

k

∑
αβ

(
δαβ − Q̃αQ̃β

)∑
λλ′

pλ〈λ|Q̂†α|λ′〉〈λ′|Q̂β |λ〉δ (~ω + Eλ − Eλ′) . (2.21)

Here r0 = γne
2

mec2
, α, β = x, y, z and we have skipped some boring mathematical passages.

For spin-only scattering events, as it is often the case in MNMs containing transition metal
ions, the operator Q̂ is given by:

Q̂ =
∑
d

eiQ·Rd
∑
ν

eiQ·rν ŝν , (2.22)

where the sum over d runs over all the atomic sites with position Rd and the sum over
ν runs over the unpaired electrons within each magnetic ion, with position rν . By intro-
ducing the total spin of each magnetic ion at position d, ŝd, we find

〈λ|Q̂|λ′〉 =
∑
d

eiQ·RdFd(Q)〈λ|ŝd|λ′〉, (2.23)

i.e. the matrix elements of the operator Q̂ are proportional to that of the total-spin op-
erator, with coefficients related to the form factor of the ion, Fd(Q) =

∫
eiQ·rρs(r)dr. This

is the Fourier transform of the normalized spin density ρs(r) associated to the dth ion of
the system.
We finally get the following expression for the differential cross-section for spin-only
magnetic scattering:

d2σ

dΩdE′
= r2

0

k′

k

∑
αβ

(
δαβ − Q̃αQ̃β

)
×

×
∑
λλ′

pλ
∑
d,d′

F ∗d (Q)Fd′(Q)eiQ·(Rd′−Rd) × (2.24)

× 〈λ|ŝα,d|λ′〉〈λ′|ŝβ,d′ |λ〉δ (~ω + Eλ − Eλ′) .
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It is customary to write it as d2σ
dΩdE′ = r2

0
k′

k S(Q, ω), where S(Q, ω) is the scattering func-
tion. The differential cross-section can also be rewritten as

d2σ

dΩdE′
=

A

Nm

k′

k
e−2W

∑
λλ′

e−βEλ

Z
Iλ,λ′(Q)δ (~ω + Eλ − Eλ′) , (2.25)

where we have included the Debye-Waller factor e−2W , the number of magnetic ions,
Nm, and incorporated all the constants into A = 0.29 barn and the transition intensity
into Iλ,λ′(Q).

2.3.2 Cross-section for powder samples

Due to the difficulty of synthesizing sufficiently large single crystals, INS experiments
are often performed on powder polycrystalline samples. The cross-section for a powder
sample is obtained by averaging Eq. 2.25 over all the possible directions of Q. In other
words, we need to replace Iλ,λ′(Q) with [82]

Īλ,λ′(Q) =
∑
d,d′

∫
dΩ

4π
eiQ·Rdd′

∑
αβ

(
δαβ − Q̃αQ̃β

)
〈λ|ŝα,d|λ′〉〈λ′|ŝβ,d′ |λ〉. (2.26)

The numerical evaluation of this integral is a computationally long task. However, it
was shown that it can be analytically determined [83]. With some algebra, one finds the
following expression:

Īλ,λ′(Q) =
∑
d,d′

F ∗d (Q)Fd′(Q)
{2

3

[
j0(QRdd′) + C2

0j2(QRdd′)
]
s̃zd s̃zd′

+
2

3

[
j0(QRdd′)−

1

2
C2

0j2(QRdd′)
] (
s̃xd s̃xd′ + s̃yd s̃yd′

)
(2.27)

+
1

2
j2(QRdd′)

[
C2

2

(
s̃xd s̃xd′ − s̃yd s̃yd′

)
+ C2

−2

(
s̃xd s̃yd′ + s̃yd s̃xd′

)]
+ j2(QRdd′)

[
C2

1

(
s̃zd s̃xd′ + s̃xd s̃zd′

)
+ C2

−1

(
s̃zd s̃yd′ + s̃yd s̃zd′

)]}
where Rdd′ gives the relative position of ions d and d′, j0,2(QRdd′) are spherical Bessel
functions and

C2
0 =

1

2

[
3

(
Rdd′,z
Rdd′

)2

− 1

]

C2
2 =

R2
dd′,x −R2

dd′,y

R2
dd′

C2
−2 =

Rdd′,xRdd′,y
R2
dd′

(2.28)

C2
1 =

Rdd′,xRdd′,z
R2
dd′

C2
−1 =

Rdd′,yRdd′,z
R2
dd′

and s̃αd s̃βd′ = 〈λ|sαd |λ′〉〈λ′|sβd′ |λ〉, α, β = x, y, z. Since spin operators appearing in the
expression of the scattered intensity are rank 1 tensor operators, the allowed magnetic
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transitions obey the selection rules ∆S = 0,±1 and ∆M = 0,±1. Eq. 2.27 represents a
general form of the formula reported in [82] and it can be used whatever the symmetry
and the anisotropy of the investigated system. In molecules showing axial symmetry,
only products of terms with α = β survive.
To account for the finite experimental resolution, the delta-function in the expression of
the cross-section should be replaced by a peak function, usually a gaussian. Further-
more, peaks can result larger than the experimental resolution due to local disorder (as
in the case of EPR).
Together with the inelastic peaks, INS data also contain an elastic and a quasi-elastic con-
tribution. The elastic contribution arises from neutron diffraction (k = k′). Conversely,
quasi-elastic neutron scattering is characterized by small energy transfers, if compared to
the incident energy of the neutrons. In order to reproduce the experimental curves, it is
therefore necessary to add to the inelastic cross-section a gaussian and a lorentzian func-
tion, accounting respectively for the elastic and quasi-elastic scattering, whose width
depend on the instrumental resolution and on the temperature. Moreover, the contribu-
tion arising from phonon-scattering gives rise to a non-trivial background which must
be carefully subtracted in order to focus on magnetic transitions.

2.3.3 Unravelling the spin dynamics

The implementation of large arrays of position-sensitive detectors in cold-neutron time-
of-flight spectrometers, together with the advances in software, has recently opened un-
precedented possibilities in single-crystal INS experiments on MNMs, allowing the de-
termination of the four-dimensional scattering function S(Q, ω) in a vast portion of the
reciprocal space. On the one hand, this provides a much more selective characterization
of the MNMs when different candidate models can be discriminated only by the vecto-
rial Q-dependence of S(Q, ω). On the other hand, the amount of available information is
so large that the full pattern of real-space dynamical two-spin correlations can be deter-
mined, without using any model Hamiltonian [81]. For a MNM with uniaxial anisotropy
and T → 0

S(Q, ω) ∝
∑

α=x,y,z

(
1− Q2

α

Q2

)∑
λ

∑
d≥d′

Fd(Q)Fd′(Q)cos(Q · Rdd′)×

× 〈0|ŝα,d|λ〉〈λ|ŝα,d′ |0〉δ(ω − ωλ), (2.29)

where |0〉 is the ground eigenstate, ωλ = Eλ/~ and we have fixed E0 = 0. This formula
can be recast in terms of T = 0 dynamical correlation functions:

〈ŝα,d(t)ŝα,d′(0)〉 =
∑
λ

〈0|ŝα,d|λ〉〈λ|ŝα,d′ |0〉e−iωλt. (2.30)

In fact, the Fourier coefficients cαdd′(ωλ) = 〈0|ŝα,d|λ〉〈λ|ŝα,d′ |0〉 in Eq. 2.30 coincide with
those in Eq. 2.29. Whereas the values of ωλ are directly read out from the energies of
the peaks in the INS spectrum, the cαdd′(ωλ) can be extracted from the data by fitting Eq.
2.29 to the observed Q-dependence of each peak. Indeed, for each value of ωλ these
coefficients are the only unknown quantities in equation Eq. 2.29.
The information on the low-temperature spin dynamics embedded in the dynamical
correlation functions can be visualized by exploiting the link between these correlations
and linear response functions (see Appendix D). The building blocks of such functions
are the set of susceptibilities χα

′,d′

α,d (t), which provide the response of ŝα,d at time t to a
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Figure 2.2: Scheme of a IN5 direct time-of-flight neutron spectrometer at the In-
stitute Laue-Langevin. Figure from http://www.ill.eu/instruments-support/instruments-
groups/instruments/in5.

delta-pulse perturbation produced by a field b of direction α′ applied on spin d′ at time
zero:

δĤ(t) = −bŝα′,d′δ(t)→ 〈ŝα,d〉(t)− 〈ŝα,d〉eq = bχα
′,d′

α,d (t) (2.31)

with

χα
′,d′

α,d (t) =
i

~
Θ(t)〈[ŝα,d(t), ŝα′,d′(0)]〉 ≡ δαα′

2

~
Θ(t)

∑
λ

cαdd′(ωλ)sin(ωλt), (2.32)

where Θ(t) is the Heaviside step-function and 〈ŝα,d〉eq is the equilibrium average. Here
the response is diagonal because of axial symmetry. This framework allows us to extract,
for instance, the propagation through the molecule of a fluctuation on a given site at time
t = 0.

2.3.4 Time-of-flight spectrometers

Neutrons can be produced either by continuous (reactors) or by pulsed (spallation) sources.
The former exploit a controlled chain reaction of nuclear fission (typically on Uranium),
while the latter use a particle accelerator to produce a beam of neutrons. A mercury, tan-
talum, lead or other heavy metal target is used, and 20 to 30 neutrons are expelled after
each impact of the proton beam. Although this is a far more expensive way of produc-
ing neutron beams than by a fission reaction in a nuclear reactor, it has the advantage
that the beam can be pulsed with relative ease, without needing a monochromator (as in
the case of continuous sources). In both cases the final state of the neutrons is analyzed
either by a crystal analyzer or by the time-of-flight technique.
The Time-of-flight (TOF) technique is a general method for determining the kinetic en-
ergy of a traveling neutron, by measuring the time it takes to fly between two fixed
points whose distance is known. It is particularly useful in the case of the neutron spec-
troscopy, where the energy of the scattered neutrons has to be determined. Furthermore,
the TOF technique can also be used for fixing the energy of the neutron beam before the
interaction with the sample, i.e. for filtering a particular velocity, by means of a complex
system of rotating disc choppers. This kind of choppers system acts as a monochroma-
tor, since it selects just a wavelength out of the incoming white beam, by means of the

http://www.ill.eu/instruments-support/instruments-groups/instruments/in5
http://www.ill.eu/instruments-support/instruments-groups/instruments/in5
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De Broglie’s relationship λ = h/mv, v being the neutron velocity.
TOF spectrometers may be divided into two classes:

• Direct geometry spectrometers: in which the incident energy is defined before the
sample by a device such as a monocrystal (Bragg diffraction principle) or a chop-
pers system (TOF method), and the final energy is determined by time-of-flight
between the sample and the detectors.

• Indirect (inverted) geometry spectrometers: in which the sample is illuminated by
a white incident beam, the incident energy is determined at the sample position
by the measurement of the time-of-flight, and the final energy is measured by a
monocrystal.

By recording the time of arrival tf of each analysed neutron in a detector relative to the
emission time t0, we can investigate the energy gain/loss occurring within the sample.
A scheme of a direct-geometry time-of-flight spectrometer (the IN5 spectrometer at the
Institute Laue Langevin in Grenoble) is shown in Fig. 2.2. The primary flight-path,
L1, as well as the secondary path L2 (from the sample to the bank of detectors) are
accurately known. Hence, the loss/gain in neutron energy can be calculated as a result
of a distribution of arrival times:

∆E = Ein − Eout =
1

2
mn

[(
L1

τ1

)2

−
(

L2

τ − τ1

)2
]
. (2.33)

Here τ = tf − t0 is the total time-of-flight, while τ1 is the time it takes for a detected
neutron to travel a distance L1.
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We report here a scheme for quantum information processing with molecular nano-

magnets, manipulated by uniform magnetic pulses. These are used to imple-
ment a set of one- and two-qubit gates, which can lead, on a properly-engineered

molecular register, to universal quantum computation. As first proposed in Refs. [27, 36,
17], uniform magnetic fields can be used to induce the required time evolution of the
register, by exploiting auxiliary states and the structure of intermolecular interactions.
In particular, by an appropriate topology and hierarchy of exchange couplings between
different molecular units, it would be possible to use uniform pulses to effectively switch
on and off intermolecular interactions, thus implementing two-qubit gates and quantum
simulation algorithms [17]. These ideas [4] are outlined in section 3.1. So far, however,
the engineering of potentially scalable supramolecular complexes fitting these requisites
has proven a very hard chemical task.
We show that the here-reported Cr7Ni-Ni-Cr7Ni and Cr7Ni-Co-Cr7Ni families of com-
plexes have the right characteristics to implement one- and two-qubit gates with uniform
magnetic fields, i.e., with no need of local control [84]. The magnetic couplings are engi-
neered by coordination chemistry and several variants with different geometry are ob-
tained, with either Ni2+ or Co2+ ions acting as a switch of the effective inter-molecular
interaction. These two-qubit units are optimal for proof-of-principle experiments and
can be exploited as building blocks of scalable architectures for quantum simulation.
We first focus on the Ni-switch compounds. We carry out an ab-initio study of this newly
synthesized family of complexes by means of the approach introduced in Sec. 1.1. Using
the calculated parameters, we numerically simulate one- and two-qubit gates, finding
high fidelity (≥ 99%) on all compounds. As an example of quantum simulation, we
theoretically demonstrate how a simple pulse sequence can be used to mimic the time-
evolution of the transverse-field Ising model. The robustness of the scheme is demon-
strated by including the effect of decoherence in a master equation formalism. For rea-
sonable values of the qubits dephasing time, we still achieve high fidelity on the quan-
tum simulation.
The Co-switch complex is characterized by EPR spectroscopy. The combination of the
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perpendicular arrangement of the rings and of the anisotropy of their g tensors allows
us to selectively address each of them, thus implementing CNOT gates and simulating
anti-symmetric Hamiltonians with very high fidelity.
Finally, we provide an estimate of the residual qubit-qubit effective interaction which is
still present when the switch is in the off state. We also suggest possible strategies to
minimize it in order to improve the performance of the setup, in view of scaling it to a
sizeable number of qubits.

3.1 Quantum gates in permanently coupled molecular qubits: state of
the art

In order to be good candidate qubits, MNMs should have an effective S = 1/2 ground
state well separated in energy from the excited multiplets. The two states of the doublet
can be split by means of a static magnetic field and microwave pulses resonant with this
gap can be used to perform rotations. The low-lying gap should be spectroscopically
resolved from all the others (in terms of pulse spectral-width), in order to implement
rotations with negligible leakage to other states, outside from the computational basis.
This condition is easily fulfilled with attainable pulse durations. Typical Rabi oscillations
between logical |0〉 and |1〉 occur on a time-scale of a few ns for technologically achiev-
able values of the oscillating field (∼ 10 G) and matrix elements of about 1 µB .
Rabi oscillations have been demonstrated in several molecular systems, such as the high-
spin Fe4 [33] or the low-spin V15 [85, 86], besides the Cr7Ni anti-ferromagnetic ring
[6, 87]. To date, this is probably one of the most promising molecular qubits. Indeed,
the intra-ring interactions result in a nearly isotropic doublet ground state, with remark-
ably long decoherence times [30], which could be further increased by chemically engi-
neering the molecular structure. Furthermore, it can be grafted onto surfaces without
significantly modifying its magnetic properties [35].
Besides single-qubit rotations, the implementation of quantum algorithms requires two-
qubit entangling gates. So far, these have been experimentally demonstrated only in
permanently coupled molecular nanomagnets. For instance, Nakazawa et al. [88] de-
signed a two-qubit assembly consisting of two radicals, made inequivalent by the g ten-
sors pointing along different directions. The distinguishability of the qubits is a nec-
essary condition for the implementation of the CNOT. The dipolar interaction between
the qubits produces a splitting in the lowest two-qubit states which allows to selectively
address the |10〉 ↔ |11〉 transition by means of resonant pulses, while keeping the other
components of the wave-function frozen. In other words, the excitation of the target
qubit depends on the state of the control. The coherent oscillation of the target qubit was
achieved on a time-scale of about 200 ns (determined by the qubit-qubit interaction), be-
low the measured decoherence time (∼ µs). A similar approach was followed in Ref.
[89], by using a dimer of rare-earth ions (CeEr). One spin belonging to a MNM dimer is
selectively excited depending on the state of the other, by addressing a single transition
among the transitions of the dimer. Two-qubit units consisting of permanently coupled
Cr7Ni rings have been recently employed to implement a conditional dynamics by dou-
ble electron–electron resonance techniques [90], in the line of proposals [88, 89]. The
drawback of this approach is that the two qubits are permanently coupled, thus making
the implementation of single-qubit rotations tricky. In principle, this could be done by
simultaneously irradiating the sample with two pulses of slightly different frequencies,
matching the pertinent gaps. However, in a many-qubit register, spectroscopically re-
solving the relevant gaps would be challenging, thus hindering the scalability of such
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architecture. Finally, the inability of turning off the inter-qubit interaction leads to an
unwanted spontaneous evolution of the system, which should be corrected for a reliable
computation.
Here we focus on an alternative approach, which exploits non-computational states to
switch on and off the inter-qubit coupling [27, 36]. This is possible by properly choosing
the linkers between the qubits and the pattern of the exchange interactions among them.
In particular, this scheme requires molecular qubits to be permanently coupled to non-
computational magnetic units interposed between them, which act as a switch of the
inter-qubit coupling. The interaction between qubits and switches should be such that
the effective qubit-qubit coupling vanishes as long as the switches are in their ground
state, thus allowing the implementation of single-qubit rotations. Because of the qubit-
unit interaction, the energy required to bring the qubit-switch-qubit trimer into the state
in which the switch is excited depends on the initial state of the qubits. Therefore, a
conditional excitation of, e.g., the |11〉 component of the two-qubit wave-function is pos-
sible. The application of two subsequent pulses with proper delay to excite and de-excite
the switch implements a controlled-phase gate.
A scheme for quantum information processing and quantum simulation based on these
ideas is described in detail in Ref. [17]. It relies on using effective S = 1/2 spins (Cr7Ni)
to encode the qubits, while interposed complexes with a S = 0 ground state are used as
switches of the effective qubit-qubit interaction. The register consists of an ABAB chain
of qubits, in which A and B transitions are spectroscopically distinguishable. In the idle
configuration, the qubits are decoupled. Hence, single qubit gates can be implemented
simultaneously on all A (B) qubits of the chain by resonant magnetic pulses. Conversely,
conditional gates between neighboring pairs of qubits are performed by temporarily
bringing the switch to an excited S = 1 state by a microwave pulse of suitable phase and
duration.
Beyond enabling to switch on and off the qubit-qubit interaction, the presence of non-
computational states would also allow to bypass the lack of local control. This could be
done, in an ABAB chain of qubits, by using A qubits to encode quantum information,
while adjacent B qubits are ancillary units [91, 27]. All the B qubits are set to |0〉, ex-
cept for a control unit that is prepared in |1〉. Then, the control unit is moved along the
chain via a series of SWAP gates, thus bringing it close to the qubit (qubit-pair) which
we aim to manipulate. This allows one to individually address single (or single pairs)
of qubits with uniform pulses, thus making the ABAB register universal. We note, how-
ever, that in a real system the large number of required SWAP gates would result in
very long computational times (possibly exceeding the decoherence time). In fact, this
approach implies a sequential implementation of the gates. In general, the capabilities
of the device (e.g. the class of Hamiltonians that could be simulated) are enlarged by
reducing the degree of parallelization. We stress that the physical implementation of a
dedicated quantum computer (e.g. oriented to the digital simulation of some interesting
quantum models) would already be a great achievement. Many translationally invariant
Hamiltonians could be, for instance, simulated even in the lack of local control and in a
completely parallel implementation, as we will show below.
An ideal switch fitting the scheme of Ref. [17] is represented by antiferromagnetically
coupled homo-metallic dimers (showing an S = 0 ground state), symmetrically linked
to the two neighboring Cr7Ni qubits. However, the dimer can be excited to the S = 1
state (thus turning on the inter-qubit coupling) only if the spectroscopic g tensors of
the two ions of the dimer are significantly different. Otherwise the matrix element of
the transition vanishes and the excitation becomes too slow, or forbidden at all. Due to
the difficulty of chemically engineering a pair of symmetrically-coupled homometallic
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ions with sufficiently different ligand cages (and hence different g), this ideal approach
(which guarantees a perfect decoupling of the qubits in the idle phase) is not straightfor-
ward.
In this work we propose a different and easier implementation of that scheme, which
can be exploited for proof-of-principle experiments of quantum simulation algorithms
on dimers or short chains of molecular qubits. Here the qubit-qubit coupling is switched
by a single interposed ion (M). Even if less efficient, this approach can be implemented
with the newly synthesized family of complexes here reported, namely Cr7Ni-M-Cr7Ni.
A necessary condition is that as long as the switch is in the ground state, the effective
qubit-qubit interaction (resulting from virtual excitations of the switch) is small enough
that the associated unwanted evolution is very slow on the timescale of the quantum
gates. This condition is fulfilled if the energy of the excited state of the switch is much
larger than the qubit-switch coupling. However, this coupling must be large-enough to
ensure that the excitation energy of the switch is sufficiently dependent on the state of
the qubits to enable conditional dynamics. This requires a suitable chemical engineering
of the qubit-switch bond. In particular, the feasibility of the scheme relies on a weak M-
ring coupling, if compared to the other energy-scales, namely the central-ion zero-field
splitting and the Zeeman interaction with an applied field. In this respect, the (Cr7Ni)2Ni
and (Cr7Ni)2Co classes of compounds are particularly promising, as we demonstrate be-
low. Indeed, on the one hand, Ni2+ ions typically show sizeable zero-field splittings; on
the other hand, the highly anisotropic behavior of Co2+ leads to a significant splitting of
the |01〉-|10〉 states, thus effectively suppressing the residual inter-qubit interaction.

3.2 Ni switch

A sketch of the here-proposed systems is shown in Fig. 3.1, consisting of two Cr7Ni
qubits, linked through a central Ni2+ ion. This acts as a switch in the Cr7Ni-Ni-Cr7Ni
complex and can be described as an S = 1 spin with axial anisotropy DS2

z . To match the

Figure 3.1: Scheme of a pair of Cr7Ni rings, linked by a Ni2+ ion. The effective isotropic and
axial Ni-ring couplings are given by Jiso = 1.13JCr − 0.63JNi and Jan = 0.14JCr − 0.10JNi,
respectively (see Eqs. 3.1 and 3.2).

schematic structure of Figure 3.1 in a supramolecule our chemists coworkers (prof. Win-
penny’s group) have introduced an N-donor ligand onto the backbone of the Cr7Ni ring,
thus functionalizing it to be linked to a suitable ion. The five synthesized compounds all
contain two Cr7Ni rings disposed about a central Ni2+ switch (Figure 3.2). The structural
parameters within the individual Cr7Ni rings are unchanged between the compounds,
however the coordination geometries at the central Ni-site varies between them. The
chemistry allows us to modify the crystal environment of the Ni-switch moving from
cis to trans geometries, and this influences the Ni anisotropy and the Ni-ring coupling.
Compounds CIS-1 and CIS-2 contain a cis arrangement of the N-donors derived from the
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substituted rings and in both cases the central Ni site lies on a two-fold rotation axis. In
TRANS-3, TRANS-4 and TRANS-5 the pyridine donors are arranged trans; for TRANS-4
and TRANS-5 the Ni site sits on an inversion centre, while for TRANS-3 the Ni is not on
any symmetry element. In each case the Ni site is six-coordinate, with four sites occupied
by O-donors and two by N-donors. If we consider the two cis-compounds, the Ni-N dis-
tance is noticeable longer in CIS-2 than in CIS-1, suggesting the strength of the Ni-ring
coupling will be weaker in CIS-2 than in CIS-1. The variation in the trans-compounds is
perhaps more subtle; the Ni-N bond length is very slightly longer in TRANS-3. The bond
angles are all close to those expected for a regular octahedral coordination geometry,
with the greatest variation found for compound TRANS-3, which is the only molecule
where the Ni is not on a symmetry element. Within each family of compounds, the Ni-
ring coupling is also controlled by the chemical substitution CF3 → CH3 close to the
Ni-ring bond. In addition, we can envisage connecting some of these elementary units
in order to obtain chains of qubits.
We first investigate this newly synthesized family of compounds by means of the ab-
initio approach introduced in Sec. 1.1. In this way we determine the low-energy spin
Hamiltonian and the relevant parameters describing the system.

Figure 3.2: Molecular structures determined from x-ray data for CIS-2, a), and TRANS-4, b). The
plane of the two rings are parallel in b), while they are not in a). The localized highest energy
3d orbital on the central ion obtained by ab-initio calculations is also shown. The black arrows
indicate the z direction in Eq. 3.1, determined by diagonalization of the zero-field-splitting tensor
calculated ab-initio. In the figure, H atoms and CH3 groups on the rings are not shown for clarity,
O are red, F are yellow, C are grey, N blue, Cr green and Ni violet.

3.2.1 Ab-initio calculations

Ab-initio calculations are based on a novel and flexible approach (see Section 1.1 and
Chapter 5) which has already been successfully applied to determine the spin Hamilto-
nians of three prototype MNMs, including Cr7Ni [47]. Differently from other schemes,
strong correlation effects are not accounted for at a static mean field level by means of



44 3.2 Ni switch

hybrid exchange-correlation functionals [53, 52, 92]. They are explicitly included in a
generalized Hubbard model [60], which is constructed using localized Boys orbitals [56]
to describe the 3d electrons of the transition metal ions. The model accounts for both
the electron-transfer effect, by means of the so-called hopping integrals, and the strong
electron-electron correlations, controlled by the screened Coulomb integrals. The hop-
ping integrals are obtained at the end of a self-consistent DFT run, performed in the
Local Density Approximation (LDA). In a subsequent step, the screened Coulomb inte-
grals are also calculated self-consistently by means of the constrained LDA method [57].
This leads to a molecule-specific generalized Hubbard model (Eq. 1.1). Finally, the spin
Hamiltonian is obtained by means of a canonical transformation [58] applied to such a
Hubbard model. In this way, no assumption on the form of this spin Hamiltonian is
needed and all the interactions are deduced systematically, including subtle anisotropic
terms. In order to reduce the computational effort, calculations are performed by sub-
stituting CH3 groups with H on the rings, according to the hydrogen termination tech-
nique [53]. However, we did not modify the neighborhood of the central Ni ion. We
have checked that this approximation leads only to slight modifications in the extracted
single-ring parameters.
To derive the low-energy spin model, it is convenient to work in the basis of crystal-field
states, obtained by diagonalizing the on-site matrices ti,im,m′ (see Eq. 1.1). The different
geometry of the CIS and TRANS compounds leads to significantly different one-electron
crystal-field eigenstates. At all sites the environment of the magnetic ion is approxima-
tively octahedral; thus the crystal-field orbitals split into a lower energy t2g-like qua-
sitriplet and a 1-2 eV higher energy eg-like quasidoublet. The highest-energy crystal
field orbital is shown, for the central Ni2+ ion of (CIS-2) and (TRANS-4), in Fig. 3.2: it
clearly shows a 3d3z2−1 shape, with significant tails on the neighboring ligands. These
tails are involved in electron-hopping and consequent super-exchange processes.
For the present class of compounds, we find that the relevant interactions are described
by the following microscopic spin Hamiltonian:

Ĥmicro =

2∑
i=1

(
JNiŜ · ŝiNi + JCrŜ · ŝiCr

)
+ Ŝ ·D · Ŝ

+µBB · gNi · Ŝ +

2∑
i=1

Ĥring(i), (3.1)

where the first term describes the exchange coupling between the two Cr7Ni rings and
the central Ni2+ ion, and D is the zero field splitting tensor of the Ni ion (see Fig. 3.1). We
indicate with capital letters (S) the spin of the central Ni2+ ion and with lowercase letters
those belonging to the rings (s1,2

Ni , s
1,2
Cr). The last term describes the intra-ring Hamilto-

nian which has been determined from neutron spectroscopy [87], torque magnetometry
[73] and electron paramagnetic resonance [9]. The parameters of Ĥring inferred from
experiments are in good agreement with those calculated from first principles by means
of the present approach [47].
The exchange constants JNi and JCr are the sum of a ferromagnetic (FM) screened
Coulomb exchange contribution JCE and a super-exchange term JSE , which contains
both FM and AFM contributions. Table 3.1 reports the values of the super- and screened
Coulomb-exchange parameters obtained ab-initio. We find a small resulting exchange
interaction in all compounds. While compounds (CIS-2), (TRANS-3) and (TRANS-5)
show a competition between JSE and JCE , in (CIS-1) and (TRANS-4) the Coulomb part
dominates. It is important to note that the resulting Ni-ring superexchange coupling,
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Table 3.1: Calculated super-exchange and Coulomb-exchange couplings (in µeV ) for CIS and
TRANS variants of Cr7Ni-Ni-Cr7Ni. The Coulomb-exchange coupling is estimated starting by its
bare value and introducing a factor of screening comparable with the one obtained in analogous
calculations.

JSENi JCENi JSECr JCECr
(CIS-1) 27 -69 -2 -7
(CIS-2) 0.6 -1.4 3.5 -2.5

(TRANS-3) 2 -1 2 -1
(TRANS-4) 14 -28 -8 -24
(TRANS-5) 2 -12 9 -2

although very small (JSE ∼ 10 µeV), can be reliably obtained by means of the present
approach. Indeed, the value of JSE depends on the ratio between the square of the hop-
ping integrals (of the order of meV) and the screened Coulomb terms (∼ eV) which are
well beyond our numerical accuracy. The screened value of JCE is in this case too small
to be reliably determined with the constrained LDA approach. Nevertheless, a reason-
able estimate can be obtained by assuming that the bare Coulomb exchange integrals
are screened with the same screening-factor determined ab-initio for Cr7Ni in Ref. [47].
Finally, D and the small anisotropy of the gNi tensor originate from the combined action
of crystal-field and spin-orbit interactions. We determine the full tensors and we diago-
nalize them in order to find the principal anisotropy axes.

3.2.2 Effective low-energy Hamiltonian

Since the interactions of each ring with the central Ni2+ ion are much weaker than the
intra-ring couplings, the microscopic Hamiltonian Ĥmicro (Eq. 3.1) can be projected in
the subspace in which the two rings are in the ground doublets T = 1/2, thus obtaining:

Ĥs = Jiso

2∑
i=1

(
ŜxT̂

i
xi + ŜyT̂

i
yi + ŜzT̂

i
zi

)
+ Jan

2∑
i=1

(
2ŜzT̂

i
zi − ŜxT̂

i
xi − ŜyT̂

i
yi

)
+ D

[
Ŝ2
z − S(S + 1)/3

]
+ E(Ŝ2

x − Ŝ2
y) + µBB · gNi · Ŝ + µBB ·

2∑
i=1

gi · T̂
i
, (3.2)

where Ŝα and T̂ iα indicate, respectively, the components of the spin of the central Ni2+

ion and of each ring, z, x, y are the principal anisotropy axes of the Ni2+ ion and zi, xi, yi
are the principal axes of the two rings. D and E are axial and rhombic zero-field-splitting
parameters. The last terms describe the Zeeman interaction with an external field B. The
effective exchange parameters can be then deduced from the microscopic parameters
calculated ab-initio: Jiso = 1.13 JCr − 0.63 JNi and Jan = 0.14 JCr − 0.10 JNi.
Table 3.2 reports the resulting parameters for the effective Hamiltonian 3.2. We find a
small Ni-ring exchange interaction in all compounds. In particular, Jiso is AFM for the
two CIS compounds, but significantly stronger in CIS-1 than in CIS-2, due to the sub-
stitution between pyridine and pyridazine groups in the super-exchange path. AFM
couplings of the same order are found in the TRANS-5 and TRANS-3 variants, while
TRANS-4 shows a FM and significantly larger value of Jiso. This difference reflects the
complete substitution CH3 → CF3 in the cage of the central Ni2+ ion in TRANS-4. In-
deed, Figure 3.3 shows that the overlap between the calculated d-like orbitals of the Ni2+
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Table 3.2: Parameters of the Spin Hamiltonian deduced ab-initio. Calculated exchange (in µeV )
and zero field splitting (in meV ) parameters of the effective Hamiltonian (3.2).

Jiso Jan D E
(µeV ) (µeV ) (meV ) (meV )

CIS-1 16.1 3.00 -0.32 -0.01
CIS-2 1.7 0.23 -0.27 -0.03

TRANS-3 0.5 0.03 -0.47 -0.06
TRANS-4 -27.4 -3.00 -0.72 -0.05
TRANS-5 14.2 2.00 -0.44 -0.02

ion and of the ring is significantly larger in this case, because the CH3 →CF3 substitution
leads to a larger delocalization of the orbitals belonging to the central Ni-switch. This
also explains the intermediate value of Jiso found in TRANS-5, in which the substitu-
tion has been carried out on only half of the CH3 groups. These results demonstrate the
sophisticated level of chemical control of the magnetic coupling between the Ni-switch
and the rings in this family.

Figure 3.3: Chemical control of the ring-Ni coupling. The substitution of CF3 groups close to the
central Ni2+ ion increases the delocalization of its d-like orbitals, resulting in a larger overlap with
the d-like orbitals of Cr7Ni rings. This effect is visible in these pictures where only the upper half
molecule of Fig. 3.2 is shown. The surface plots map the modulus of exemplary orbitals providing
large contributions to the ring-Ni2+ exchange (red surface: central Ni2+ ion, blue surface: Cr3+

(a,b) and Ni2+ (c,d) ions belonging to the upper Cr7Ni ring). (a) and (c) panels refer to the TRANS-
3 compound, whereas (b) and (d) panels refer to TRANS-4, which displays the largest Ni-ring
exchange interaction. In TRANS-3 Ni(hfac)2 is the central switch, rather than Ni(acac)2 in TRANS-
4 (H: dark grey, F: yellow).

Figures 3.2 and 3.3 also show (black arrows) the z axis direction, obtained by diagonal-
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ization of the on-site zero field splitting tensor D. We note that this direction is nearly
orthogonal to the planes of the two rings for the TRANS variants, and nearly parallel for
the CIS ones, reflecting the different ligand cages of the Ni2+ ion. The diagonal form of
the D tensor gives direct access to the axial and rhombic parameters, D and E , appearing
in the effective Hamiltonian 3.2: we find negative values of D for all the examined com-
pounds, indicating an easy-axis magnetic anisotropy along the black arrows of Fig. 3.2.
By comparing the crystalline environment of the central Ni2+ in the different variants,
we note a higher rhombicity in CIS-2 and TRANS-3 which results in a larger value of
E/D calculated for these compounds (see Table 3.2). In the reference frame diagonal-
izing D, also gNi is diagonal. We find nearly isotropic g-tensors for all the examined
compounds, with 2.11 < gNiαα < 2.19, α = x, y, z.

3.2.3 Quantum gates with always on magnetic coupling

Since Jiso and Jan are much smaller than the other terms, the eigenstates of 3.2 are prac-
tically factorized states |qubits〉⊗|MNi〉 and to first order the coupling with the Ni2+ ion
merely renormalizes the external field felt by the qubits. If B is along z and neglecting
for simplicity the small rhombic term (i.e., assuming E = 0), second-order corrections
lead to a small xy residual qubit-qubit interaction quadratic in the exchange couplings
and inversely proportional to D + µB∆gB:

Ĥres =
λ

2

(
σ̂1
z + σ̂2

z

)
+

Γ

4

(
σ̂1
xσ̂

2
x + σ̂1

yσ̂
2
y

)
, (3.3)

where σ̂1,2
α are Pauli matrices referred to each qubit, Γ = (Jiso − Jan)2/(D + µB∆gB),

λ = Γ/2− (Jiso + 2Jan) and ∆g = gringz − gNiz . Hence, sufficiently large values of D and
µB∆gB with respect to Jiso result in a very slow unwanted evolution of the qubits, thus
allowing us to implement gates without significant errors. This conclusion also holds for
B along a generic direction and E 6= 0.
To illustrate the way gates are implemented, we consider here two representative ex-
amples of CIS and TRANS compounds. Fig. 3.4-(a) shows the calculated level dia-
gram of (CIS-2) as a function of the static field. The four low-energy levels labeled
|α, β〉 (α, β = 0, 1) in Fig. 3.4-(a) practically correspond to |M1〉 ⊗ |M2〉 ⊗ |MNi = −1〉,
where |Mi〉 is the eigenstate of the component of spin i along B. Hence, in these states
the two rings are effectively decoupled and we can straightforwardly define the com-
putational basis. Single-qubit gates can thus be implemented by means of uniform
resonant magnetic pulses whose duration is chosen in order to obtain a rotation of
the desired angle. Since in the CIS variants the two rings lie in non-parallel planes,
the anisotropy of the gi tensors of the rings can be exploited to independently rotate
each qubit. As an example, Fig. 3.5-(a) reports the calculated time-dependence of the
components of the wavefunction |cj(t)|2 = |〈j|ψ(t)〉|2 of compound CIS-2 in a π rota-
tion of the first qubit around the x axis. In the previous expression, |j〉 are the two-
qubit states belonging to the computational basis and |ψ(t)〉 is the wave-function at
time t. In the simulations, we employed an oscillating field with a gaussian envelope,

B(t) = B0 cos(ωt + φ)e−
(t−t0)2

2τ2 , perpendicular to the static field. In an ideal scenario,
the rotation of each qubit is completely independent from the state of the other qubit.
Consequently, for instance, transitions |00〉 → |01〉 and |10〉 → |11〉 should be induced by
the same pulse. In the case of a δ-like pulse, this would mean that the pulse frequency
should match E11 − E10 = E01 − E00. However, the small residual coupling between
the qubits causes an energy-shift δE ≡ (E11 − E10)− (E01 − E00), which could prevent
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Figure 3.4: Level diagram for two representative compounds. (a) Level diagram of (CIS-2) as a
function of the external magnetic field. The parameters of the spin Hamiltonian 3.2 are deduced
ab-initio. Quantum gates are simulated with a static field of B = 4 T , choosing the direction
(θ = 65◦ with respect to the Ni easy-axis) to optimize the fidelity. Computational states are defined
on the right part of the figure, and the dashed arrow indicates the excitation involved in the Cϕ.
(b) Lowest levels of compound TRANS-5 as a function of the field applied along the Ni easy-
axis. The eigenstates correspond to the two-qubit states |00〉 and |11〉 and to the symmetric and
antisymmetic superpositions |+〉 ≡ 1√

2
(|01〉 + |10〉) and |−〉 ≡ 1√

2
(|01〉 − |10〉). The continuous

arrows indicate the transitions involved in the simultaneous rotation of the two qubits.
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the implementation of one-qubit gates. However, for the present compounds δE is so
small that this potential problem is overcome by exploiting the dispersion of the gaus-
sian pulses.
Fig. 3.4-(b) reports the calculated field-dependence of the energy levels in the TRANS-5
compound. In this case the two rings are parallel and it is not possible to individually
rotate each qubit with uniform pulses. This implies that these systems can be exploited
to simulate only Hamiltonian terms invariant by permutation of the two sites.
The entangling two-qubit gate controlled-ϕ (Cϕ) is obtained (for both CIS and TRANS
variants) by exciting and de-exciting the |11〉 component of the wavefunction to the state
|e〉 outside the computational basis (see dashed arrows in Fig. 3.4), corresponding to a
rotation of the central Ni2+ ion state. This allows us to implement a conditional (two-
qubit) dynamics because the energy cost of this rotation depends on the states of the two
molecular qubits by an amount of the order of Jiso. Hence, Cϕ can be implemented by
a pulse resonant with the gap indicated by the dashed arrows in Fig. 3.4, followed by a
repetition of the same pulse that brings the state back to |11〉 (see Fig.3.5-(b) for the CIS-2
variant) with an additional phase ϕ. The value of ϕ is controlled by the phase difference
between the first and the second pulse. It is worth noting that the sign of Jiso is not
important for the feasibility of the scheme.

The fidelities F (Eq. 0.17) obtained in the simulation of one- and two-qubit gates are
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Figure 3.5: Simulation of universal quantum gates. Squared absolute value of the components
of the system wave-function |cj(t)|2 as a function of time, for a single-qubit rotation (a) and Cϕ
(b). The simulation is performed on the (CIS-2) compound, employing a gaussian magnetic pulse

B⊥(t) = B⊥0 e
− (t−t0)2

2τ2 cosωt, with B⊥0=50 G (a) and B⊥0=12.5 G (b). In the variants with larger
Jiso, the time required for the implementation of Cϕ can be substantially reduced by increasing
B⊥0.

reported in Table 3.3 for the different compounds. For each compound, the direction
and magnitude of the applied field are chosen in order to optimize F . These calculations
have been performed by initializing the system in a generic superpositions of the two-
qubit basis states, and by performing rotations of π/3 around the x axis or controlled-ϕ
gate with ϕ = π.
In view of designing two-qubit proof-of-principle experiments, we note that the pres-
ence of a small rhombic anisotropy allows us to implement high-fidelity quantum gates
in TRANS variants also in small applied fields. Indeed, the resulting anticrossing in the
low-lying energy levels can be exploited to match the two low-energy gaps indicated
by continuous arrows in Fig. 3.5-(b), thus effectively decoupling the two qubits in the
computational basis (see Table 3.3). For all variants we find F ≥ 99%.
The ring-Ni coupling Jiso plays a twofold role in determining F : on the one hand large
values of Jiso ensure larger fidelities in the implementation of Cϕ gates, on the other
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Table 3.3: Fidelity of quantum gates. Fidelities of one- (FR) and two-qubit (FCZ ) gates for each
variant of Cr7Ni-Ni-Cr7Ni. The first two columns show the intensity (B) of the static magnetic
field and the angle (θ) it forms with the central Ni easy axis. The amplitude of the oscillating field
employed for CZ (B⊥0) is shown in the last column, while it is always set to 50 G for rotations.

B θ FR FCZ B⊥0

CIS-1 9.00 T 13◦ 99.0 99.9 25 G
CIS-2 4.00 T 65◦ 99.9 99.2 12.5 G

TRANS-3 1.00 T 0◦ 99.9 99.1 10 G
TRANS-4 1.17 T 0◦ 99.9 99.9 25 G
TRANS-5 0.57 T 0◦ 99.9 99.9 25 G

hand they give rise to a not-perfect decoupling of the two qubits during rotations (be-
cause of the residual second-order coupling, see Eq. 3.3). Even if Jiso is very small
in CIS-2 and TRANS-3 variants, Cϕ can be implemented using oscillating fields of 10-
12.5 G. Other variants with larger Jiso allow us to employ larger oscillating fields, re-
sulting in shorter gating times, but less spectral resolution. In particular, a value of
|Jiso| & 2 − 3 µeV is sufficient to spectrally resolve this transition even with an oscillat-
ing field as large as 25 G.

3.2.4 Quantum Simulation

In the previous section, we have shown that single-qubit rotations and two-qubit gates
can be implemented with high fidelities by uniform electromagnetic pulses. Hence, these
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Figure 3.6: Simulation of the transverse-field Ising model. Time oscillations of the longitudinal
average magnetization 〈

∑
i ŝ
i
z〉 in a transverse-field Ising model for the case with λ = 2b and

N = 2 qubits. The spins are parallel at time t = 0. The exact result (continuous line) corresponding
to 10 trotterization steps is well reproduced by the simulation (dots).

systems can be exploited to implement quantum simulation algorithms, by decompos-
ing the target time evolution into a sequence of elementary operations as in Ref. [17].
See also Sec. 0.1.5 for an overview on digital quantum simulation. In practice, we adopt
a two-step procedure: i) the time-evolution operator of the Hamiltonian which we want
to simulate is decomposed in a product of elementary gates by the well-known Trotter-
Suzuki formula; ii) these gates are implemented by a sequence of magnetic pulses as
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described before. For instance, Fig. 3.6 shows the theoretical results (dots) for the quan-
tum simulation with the TRANS-5 variant of the oscillations of the magnetization in the
prototypical Transverse-field Ising model (TIM), compared with the exact result corre-
sponding to 10 trotterization steps [16]. The TIM Hamiltonian for N sites is:

ĤTIM = λ

N−1∑
k=1

ŝkz ŝ(k+1)z + b

N∑
k=1

ŝkx. (3.4)

The duration of the pulse sequence implementing the simulation is about 350 ns, signif-
icantly shorter than the expected decoherence time. This provides an example of an al-
ready feasible proof-of-principle experiment, which would require measuring the mag-
netization of one of the existing single crystals after the pulse sequence. Other models
can be simulated as described in Ref. [17].

3.2.5 Decoherence

The previously reported simulations considered an ”ideal” Hamiltonian evolution, oc-
curring on a time-scale much shorter than the expected qubit decoherence time. A first,
quantitative estimate of the performance of the proposed setup in a more realistic sce-
nario can be obtained by including the effect of decoherence in a master equation for-
malism (see Appendix E). To this aim, we numerically solve the Liouville-von Neumann
equation of motion for the system density matrix, subject to the pulse sequence imple-
menting the gates:

˙̂ρ=−i
[
Ĥ, ρ̂

]
+

1

T ring2

∑
i=1,2

DT̂ i0+T̂ i0− [ρ̂]+
1

T swich2

∑
k=0,1

DŜk+Ŝk− [ρ̂]. (3.5)

Here T ring2 and T switch2 are the pure dephasing rates of the qubits and of the Ni switch,
respectively. The dissipator acting on the k−th transition of spin S is given byDŜk+Ŝk− =

Ŝk+Ŝk−ρ̂ Ŝk+Ŝk− − 1
2

(
Ŝk+Ŝk−ρ̂+ ρ̂Ŝk+Ŝk−

)
. Here, to describe pure dephasing in an

ion with spin S, we need to include all the spin raising and lowering operators Ŝk+ =

|k + 1〉〈k| and Ŝk− = Ŝ†k+ for k = 0, ..., 2S − 1. Consequently, only k = 0 terms must be
included for the qubits and k = 0, 1 for the Ni switch. For simplicity, we have assumed
the same dephasing time for the two transitions of the Ni switch. Fig. 3.7 (left panel)
shows a colormap of the fidelity in the implementation of a controlled-ϕ gate (with ϕ =
π/3), as a function of the pure dephasing times of the rings and of the switch. It is worth
noting that for reasonable values of T2 ∼ µs the fidelity remains very high (above 99
%). This is confirmed also by the results reported in Fig. 3.7 (right panel), where the
oscillation of the magnetization in the TIM model is well reproduced for T2 ∼ 10 µs and
is still captured also for smaller T2 ∼ µs.

3.3 Co switch

In this section we analyze an alternative supra-molecular complex consisting of two
perpendicularly arranged qubits, linked by means of a Co2+ ion, synthesized by our
chemists co-workers in Manchester. They also characterized the compound by continuous-
wave (CW) Electron Paramagnetic Resonance (EPR) spectroscopy. Here we demonstrate
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Figure 3.7: Effect of decoherence on the Quantum gates. Left panel: fidelity of the Cϕ gate im-
plemented on compound TRANS-5, as a function of the pure dephasing rates of the rings (T ring2 )
and of the Ni switch (T switch2 ). The simulation is performed by numerically solving the master
equation for the system density matrix, for ϕ = π/3 and initializing the two-qubit state in a ran-
dom initial state. (b) Oscillations of the magnetization in the digital quantum simulation of the
TIM on a pair of qubits (compound TRANS-5). Different series of points compare results obtained
for different values of the dephasing rates.

the high performance of the proposed quantum computing scheme by detailed numeri-
cal simulations.
The central Co2+ ion has a six-coordinate CoN6 octahedral environment with a cis-
arrangement of the two thiocyanate N atoms. The Co–N bond distances are typical
of high spin Co2+ ions, with the bonds to the thiocyanate ligands shorter than those to
terpy or pyridine N-donors. This produces a distorted octahedral, high-spin d7 Co2+

site (SCo = 3/2) with an important spin-orbit coupling (4T1g term in idealOh symmetry)
which leads to an effective spin 1/2 ground state at low temperature (as also confirmed
by EPR spectroscopy). The cis coordination geometry at the Co2+ node leads to an al-
most orthogonal orientation of the two qubits. This asymmetry is one of the require-
ments for the implementation of a CNOT gate, as we will show below.

3.3.1 EPR Characterization

To gain information about the qubit-qubit interaction and characterize the supra-molecule
CW EPR measurements have been performed and analyzed in Manchester. Results are
shown in Fig. 3.8. They are well reproduced by assuming a model Hamiltonian consist-
ing of a chain of three S = 1/2, interacting via an anisotropic exchange coupling:

Ĥ = ŝ1 · J1C
· ŜC + ŜC · J2C

· ŝ2 +

+ µB

(
ŝ1 · g

1
+ ŜC · g

C
+ ŝ2 · g

2

)
· B. (3.6)

Here ŝ1 and ŝ2 are the spins of the two rings, while ŜC is the effective spin 1/2 modeling
the Co ground doublet. The best-fit parameters are reported in Table 3.4.
Implementing interesting quantum algorithms requires long-lived qubits, which can be
manipulated many times without errors. In order to check that this key property is pre-
served, even in the present supra-molecular assembly, pulsed-EPR measurements have
been performed in Manchester on the investigated compound. The decoherence time is
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B

Figure 3.8: EPR spectroscopy of the Co-switch compound. Measured powder W-band (≈ 90
GHz) EPR spectra at 5 K of the Co-switch compound (black) and corresponding simulation (red)
using the Hamiltonian 3.6, with the parameters given in Table 3.4.

assessed using a π/2− τ − π − τ echo sequence, finding remarkably long T2 ∼ 800 ns 1.
This demonstrates that the phase memory time is not influenced by fine structural details
in the linking of the rings. It is worth noting that these results are extremely promising,
as no attempt of optimization of the system for phase memory have been done, and
clearly show that Cr7Ni rings are excellent candidates for the physical implementation
of QIP, independently if they are integrated in a supramolecular assembly.

Table 3.4: Parameters of the Co-switch Hamiltonian. Best-fit parameters obtained from EPR spec-
troscopy for the supra-molecular assembly linked by the Co-switch. Exchange coupling constants
are given in µeV .

gx gy gz
Q1 1.78 1.78 1.74
Co 1.78 4.25 6.50
Q2 1.78 1.78 1.74

Jx Jy Jz
J1C 35 -84 -42
J2C 17 -42 -84

3.3.2 Simulation of the CNOT gate

In the following, we show that the here reported compound is suitable to implement the
CNOT gate, using uniform magnetic pulses as the only manipulation tool. Analogously
to the Ni-switch complexes, we define the computational basis within the low-energy
subspace where Co2+ is frozen into its M = –1/2 state, which corresponds to the four
lowest levels, shown in red in Fig. 3.9-(a). The four levels correspond to arrangements
of the spins on two qubits, ŝ1 and ŝ2, having the relative orientations | ↓↓〉, | ↓↑〉, | ↑↓〉
and | ↑↑〉 respectively, which we label as |00〉, |01〉, |10〉 and |11〉 in Figure 3.9-(a). In a
field of few Teslas the eigenstates are factorised, with negligible entanglement between

1The decay of the echo intensity has been fitted with a single exponential I = I0e−2t/T2
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(a) (b)

Figure 3.9: A CNOT Gate based on the structure of the Co-switch complex. (a) Field-dependence
of the energy levels resulting from the Hamiltonian 3.6. The low-energy group of levels (red),
where Co is frozen into its M = –1/2 state, defines the computational basis. The high-energy group
of levels, where the Co spin is inverted, is exploited to perform two-qubit gates. (b) Simulation
of the pulse sequence implementing CNOT as R̂y(π/2)ÛCZR̂y(−π/2), where R̂y(θ) is a rotation
of the target qubit by an angle θ around the y-axis and ÛCZ is the unitary operator implementing
a controlled-Z gate. We illustrate the gate by starting at time t = 0 with a superposition state
|0〉+|1〉√

2
⊗ |0〉, which transforms under a CNOT gate (with the left qubit acting as control) into

the Bell state |00〉+|11〉√
2

. The latter state is actually obtained by the pulse sequence implementing

R̂y(π/2)ÛCZR̂y(−π/2), with a fidelity of 99.7%. The envelope of the pulses implementing the two
R̂y rotations and the CZ are outlined at the bottom. Note that performing the CZ gate (two central
pulses) requires temporarily leaving the computational subspace. The intensity of the oscillating
field at the pulse maximum is 50 G, and we assume a static field is 5 T directed along z.

the rings and the Co2+. Hence it is possible to implement high-fidelity single-qubit rota-
tions by EPR pulses resonant with low-energy gaps [see, e.g., the shorter arrow in Figure
3.9-(a)]. The residual very weak qubit-qubit interaction results in an unwanted evolution
of the qubits state, however only on a timescale (ca. 500 ns) much longer than that of the
proposed CNOT gate (see discussion below). The combination of the inequivalent and
anisotropic ring-Co exchange interaction and of the perpendicular arrangement of the
two rings makes the two qubits significantly inequivalent. This makes the |10〉 and |10〉
states non-degenerate and therefore in principle we can control whether we perform the
|00〉 → |01〉 or |00〉 → |10〉 single-qubit rotation.
Conversely, two-qubit gates can be implemented by exciting the switch, i.e., by tem-
porarily bringing the complex to states where the Cobalt ion is in its M = +1/2 state (as
in the case of the Ni switch). In particular, a controlled phase-shift (Cϕ) gate is obtained
by a pulse resonant with the transition corresponding to the longer arrow in Figure 3.9-
(a), followed by a repetition of the same pulse that would bring the state back with an
additional phase ϕ. The value of ϕ is controlled by the phase difference between the first
and the second pulse. For a pulse with field along the y-direction the implementation of
this gate is relatively fast thanks to the large value of gy for Co2+ ion. Moreover, the rel-
atively large exchange interaction in Eq. 3.6 allows us to employ large oscillating fields
(50 G), since the desired transition is spectroscopically well resolved from all the others.
Consequently, the Cϕ gate can be performed in only about 12 ns, with fidelities close to
99.99 %.
The CNOT gate is then obtained by the sequence of gates R̂y(π/2)ÛCZR̂y(−π/2), where
R̂y(θ) is a single-qubit rotation of the target qubit by an angle θ around the y-axis (see
Sec. 0.1.1) and ÛCZ is the unitary operator implementing the controlled-Z gate. We have
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numerically resolved the time-dependent Schrödinger equation for the Hamiltonian 3.6
in presence of the pulse sequence implementing the CNOT. Results are reported in Fig-
ure 3.9-(b) and show that this two-qubit gate can be obtained with very high fidelity in
only 30 ns. As noted above, the two qubits are significantly inequivalent, even if the g
tensor of the rings is nearly isotropic. This makes this complex well suited for the quan-
tum simulation of antisymmetric Hamiltonians.

3.3.3 Quantum Simulation of an anti-symmetric Hamiltonian

As an illustrative example, we apply a sequence of single and two-qubit quantum gates
to simulate the evolution induced on two S = 1/2 spins by the Dzyaloshinskii-Moriya
anti-symmetric exchange interaction Ĥa = Gy (ŝ1z ŝ2x − ŝ1xŝ2z). The sequence of quan-
tum gates required to implement the evolution induced by a Hamiltonian term of type
Gy ŝ1z ŝ2x is R̂y(π/2)e−iGytŝ1z ŝ2z R̂y(−π/2), where R̂y(θ) is a rotation of the second qubit
about the y-axis and the Ising Gytŝ1z ŝ2z evolution is obtained similarly to the Cϕ gate,
by simultaneously exciting and de-exciting both components |00〉 and |11〉 outside the
computational basis to the corresponding states where the Co spin has been tilted. Fig-
ure 3.10 shows that the calculated fidelity for the simulation of this model is high, and
indeed the agreement with the exact evolution is evident. Here in order to monitor the
time evolution induced by Ĥa on the two-qubit state we have reported the associated
evolution of the average total spin of the two qubits 〈Ŝz〉 = 〈ŝ1z + ŝ2z〉. In fact, this ob-
servable can be extracted in an actual experiment on an ensemble of molecules by a mea-
surement of the sample magnetization. We have also simulated the evolution due to the
other terms of Dzyaloshinskii-Moriya interaction. In particular, for a term Gz ŝ1y ŝ2x the
sequence of gates to be implemented is R̂1

x(−π/2)R̂2
y(π/2)e−iGytŝ1z ŝ2z R̂2

y(−π/2)R̂1
x(π/2).
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Figure 3.10: Quantum simulation of an antisymmetric Hamiltonian. Oscillation of the expec-
tation value of the magnetization in the quantum simulation of the antisymmetric Hamiltonian
Ĥa = Gy (ŝ1z ŝ2x − ŝ1xŝ2z). The simulation (points) is performed with the parameters obtained
from EPR (Table 3.4) and is in excellent agreement with the exact evolution (continuous line). The
time required for the whole simulation is about 70 ns (much shorter than the qubit dephasing
time) and the average fidelity is 98.5 %. The intensity of the oscillating field at the pulse maximum
is 50 G, and we assume a static field is 5 T directed along z.
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For each of this terms, we have obtained fidelity of the order of 99.5 % on a random
superposition initial state.

3.3.4 Residual qubit-qubit coupling in the Co-switch compound

We determine the form of the unwanted residual effective ring-ring interaction in the
low-energy subspace in which Co is in its M = −1/2 state (switch in the off state). By
using second-order perturbation theory the Co-qubit coupling leads to a residual qubit-
qubit interaction given by

Ĥres = ΓxxŜ1,xŜ2,x + ΓyyŜ1,yŜ2,y + λ1Ŝ1,z + λ2Ŝ2,z + C, (3.7)

with

Γxx =−
g1,zJ1,yJ2,x

(
g2
Co,z − g2

2,z

)
+J1,x

[
J2,xgCo,z

(
2g2
Co,z − g2

2,z − g2
1,z

)
+J2,yg2,z

(
g2
Co,z − g2

1,z

)]
4µBBz

(
g2
Co,z − g2

1,z

)(
g2
Co,z − g2

2,z

)
Γyy =−

g2,zJ1,yJ2,x

(
g2
Co,z − g2

1,z

)
+J2,y

[
J1,ygCo,z

(
2g2
Co,z − g2

2,z − g2
1,z

)
+J1,xg1,z

(
g2
Co,z − g2

2,z

)]
4µBBz

(
g2
Co,z − g2

1,z

)(
g2
Co,z − g2

2,z

)
λ1 =−J1,z

2
−

2gCo,zJ1,xJ1,y + g1,z

(
J2

1,x + J2
1,y

)
8µBBz

(
g2
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λ2 =−J2,z

2
−
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(
J2

2,x + J2
2,y

)
8µBBz

(
g2
Co,z − g2

2,z

)
Apart from a constant term and a renormalization of the external field felt by the qubits,
we find XX and YY interactions, which induce an unwanted evolution when the switch is
turned off, by mixing states |01〉 and |10〉. To obtain high-fidelity single qubit gates, these
interactions should be small. The expression above shows that these can be controlled
by the strength of the applied field or by the size of the Co-ring exchange. With a static
field of 5 T the oscillation induced by Ĥeff occurs on a timescale of 0.5 µs, which is much
longer than the time required for elementary gates. This is clearly shown in Figure 3.11
(left panel), where we report the fidelity of such an idle evolution for a pair of qubits
initialized in |01〉+|10〉√

2
. We have checked that this state is one of the most error-prone.

We see that the timescale of the unwanted evolution (TUE , defined as the time required
to reduce the fidelity to 0.9) is 170 ns, much more than the CNOT gating time (34 ns).
It is worth noting that by halving the Co-ring exchange interaction we gain an order of
magnitude in the timescale of the unwanted interaction (red line), without significantly
affecting the gate fidelities. This enhancement is due to the significant splitting (induced
by the asymmetric coupling to the switch) between the |01〉 and |10〉, which therefore are
affected by the residual interaction only at perturbative orders higher than two.

3.4 Scalability

The proposed schemes for quantum information processing can be extended to chains of
Cr7Ni rings, connected through Ni/Co ions. Indeed, we can envisage connecting some
of the proposed two-qubit units to form finite chains of qubits with nearest-neighbors
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switchable interactions [93].
Given the ability to overcome these issues on the experimental side, it is crucial to gain
a deeper insight into the theoretical scalability of the proposed schemes. Indeed, the ex-
tension of the two-qubit setup to a multi-qubit register raises some fundamental issues
concerning the propagation of errors. In the proposed implementation, we can identify
two main sources of errors: pure dephasing of the qubits and imperfect operation of the
switch, which leads to a residual inter-qubit interaction still present also in the off state.
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Figure 3.11: Effect of the residual qubit-qubit interaction. Left: fidelity of the idle evolution for
a two-qubit state prepared in |01〉+|10〉√

2
as a function of time. Inset: zoom on the timescale of the

CNOT gate. Right: unwanted evolution time (TUE) against number of qubits in a one-dimensional
chain. TUE is defined as the time required to reduce the fidelity to 0.9. Different sets of points
compare the effect of a reduction of the exchange constants or of an increase of the magnetic field.
The N−qubit state was initialized in |0101...〉+|1010...〉√

2
, which was checked to be one of the most

error-prone.

First of all, we notice that errors induced by decoherence increase with the overall com-
putational time. We stress that the proposed platform allows us to manipulate simulta-
neously non-overlapping parts of the register, thus drastically reducing the computation
time and decoherence-induced errors with respect to a serial implementation. As al-
ready noticed above (Sec. 3.1), this limits the class of target Hamiltonians which can be
simulated, but greatly increases the performance of the setup, by reducing the computa-
tional time. Suppose, for instance, that we need to induce a two-qubit evolution on each
pair of neighboring qubits. This can be performed first by turning on simultaneously the
interaction between all the N/2 ”even” bonds, and then simultaneously on the remain-
ing N/2 ”odd” bonds. Excitations of the ”even” switches can be made spectroscopically
distinguishable from the excitation of the ”odd” switches by proper chemical engineer-
ing.
In the following, we examine the scaling of the errors with the number of qubits in the
register. Both the effect of decoherence and of the residual inter-qubit interaction are
enhanced by increasing the number of qubits, since they influence idle and manipulated
qubits on an equal footing. First, we focus on the effect of pure dephasing on a set of
non-interacting qubits, subject to a Lindblad (Markovian) dynamics. For each qubit, ini-
tialized in a pure state |ψ(0)〉 = α|0〉 + β|1〉, corresponding to ρ̂(0) = |ψ(0)〉〈ψ(0)|, the
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time dependence of the fidelity is given by:

F1 =

√
|α|4 + |β|4 + 2|α|2|β|2e−

t
2T2 =

√
1− 2|α|2|β|2

(
1− e−

t
2T2

)
, (3.8)

where we have exploited |α|2 + |β|2 = 1 and assumed T2 as the single-qubit dephasing
time. It can be easily verified that the state maximizing the error ε = 1 − F2 on a single
qubit is that characterized by |α|2 = |β|2 = 1/2. It was also recently shown [94] that
the choice |ψ(0)〉⊗N as the initial state for N qubits is the one maximizing the N−qubit
error εN . Its fidelity is simply the product of single qubit fidelities or, equivalently (to
lowest order in ε), εN = Nε1 = N

2

(
1− e−

t
2T2

)
. Finally, in the limit t � 2T2, we find

εN = N t
4T2

. It is worth noting that, in a parallel implementation, t is limited by the value
it assumes for a chain of 3 qubits, whereas in a serial scheme it increases linearly with
N . By proper chemical engineering of the qubits, T2 as large as ∼ 15 µs can be obtained.
This enables the implementation of several two-qubit gates (∼ 20) even on a chain con-
sisting of 10 qubits (in this case the error is still 0.1).
We now analyze the effect on scalability of an imperfect operation of the switch, for both
Ni and Co variants. As a consequence of the always on residual interaction an unwanted
evolution of the qubits is induced even in the idle configuration. The effect of this im-
perfect decoupling between the qubits increases with N , thus limiting the maximum
number of qubits which can be independently rotated. For instance, with the present
Ni systems quantum gates can be performed only in short chains with N ' 5 − 6. This
number can be significantly increased by improving the performance of the switch. This
in turn could be obtained by modifying the ligand cage of the Ni ion in order to increase
the zero-field splitting and reduce the harmful residual second-order couplings.
As far as the Co-switch compound is concerned, by halving the Co-ring exchange in-
teraction we gain an order of magnitude in the timescale of the unwanted interaction.
This can be easily obtained by coordination chemistry (as demonstrated for the family
of Ni complexes) and would become crucial in order to scale the present architecture to
a sizeable number of qubits. A plot of the unwanted evolution time against the number
of qubits (arranged in a one-dimensional chain) is reported in Figure 3.11 (right panel).
The parameters measured by EPR in the proposed compound (blues circles) allow us
only to manipulate a few qubits on a chain. Conversely, if the exchange interaction is
reduced by a factor 2 (red points), many gates can be implemented even in a linear array
of 8 qubits. A similar result can also be obtained by increasing the magnetic field from
5 to 9 T (black circles). We stress, however, that the present compound is already very
promising for immediate proof-of-principle experiments.

3.5 Conclusions

Summarizing, we have proposed a scheme for implementing a universal set of one
and two-qubit gates in permanently coupled molecular qubits. We have shown that
two newly synthesized families of molecular nanomagnets, consisting of pairs of Cr7Ni
bridged via a single divalent metal ion (Ni or Co), are very promising two-qubit as-
semblies for applying the proposed scheme in proof-of-principle experiments and can
constitute the elementary units of future scalable setups, capable of simulating interest-
ing physical models.
The compounds have been extensively studied by means of ab-initio calculations or
EPR spectroscopy, thus extracting on all variants the exchange constants, the zero-field-



MNMs controlled by uniform pulses for QIP 59

splitting parameters and the g tensors. Using these results, we have shown that single-
qubit rotations and two-qubit gates can be implemented with high fidelities by uniform
electromagnetic pulses. Even if the parameters change significantly in the various com-
pounds, quantum gates can always be implemented. Indeed, within our scheme, the
feasibility of these gates only relies on the smallness of the qubit-switch exchange cou-
pling with respect to the other energy scales (zero-field splitting of the Ni and difference
in Zeeman energy between switch and qubits) and not on their precise values.
These systems can thus be exploited to implement quantum simulation algorithms of
prototypical model Hamiltonians. In this respect, the performance of the proposed setup
as a quantum simulator has been tested by numerical experiments, finding it to be robust
also with respect to errors due to decoherence.

Part of the content of this chapter was published in NPG Sci. Rep. 4, 7423 (2014) (Ref.
[84]).

http://www.nature.com/articles/srep07423




QIP with local control of the qubit-qubit interaction

C
H

A
P

T
E

R

4
Here we propose a protocol to implement the

√
iSWAP (SQiSW) 2-qubit gate on

a Cr7Ni-M-Cr7Ni complex. Contrary to the method introduced in the previous
chapter, which employs global fields as a manipulation tool, this scheme is based

on a local control of the qubit-qubit interaction. Indeed, it exploits the electric control of
a redox-active linker, which can be locally addressed by a tip to reversibly switch on and
off the qubit-qubit interaction, thus implementing the SQiSW gate.
Two different classes of compounds have been synthesized by our chemist co-workers
in Manchester, with different redox-active linkers acting as a switch: a Co2+,3+ ion
(1) or a triangular Ru3+

2 Co2+,3+ unit (2). The complexes have been characterized by
continuous-wave and pulsed EPR spectroscopy and the obtained parameters are used
to demonstrate that they are suitable for the implementation of the proposed scheme
with remarkably high fidelity.

4.1 Characterization of the compounds

Compounds (1) and (2) have been structurally and magnetically characterized by X-ray
diffraction and EPR spectroscopy, respectively. All measurements and analysis reported
in this Section have been carried out by our co-workers in Manchester. Compound (1)
consists of two equivalent Cr7Ni rings (arranged in parallel) and linked by a redox-active
Co2+,3+ switch, as shown in Fig. 4.1-(a).
The EPR continuous-wave spectra of (1) are shown in Fig. 4.1-(b), for both the reduced
and oxidized forms. Complex (1) was initially studied as prepared, while (1ox) was made
by oxidation with AgBF4; to complete the cycle (1) was regenerated using cobaltocene
as a reducing agent. The EPR spectrum of (1) depends on the oxidation state of the cen-
tral cobalt site. Here Q-band EPR is particularly informative, showing three resonances
between 1100 and 1500 mT (Fig. 4.1). The spectra of (1) can be simulated by considering
a simple Hamiltonian:

Ĥ = J
(

Ŝ1 · Ŝ2 + Ŝ2 · Ŝ3

)
+ µB

(
Ŝ1 · g1

+ Ŝ2 · g2
+ Ŝ3 · g3

)
· B, (4.1)
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where J is the isotropic interaction between the effective S2 = 1/2 centre on the Co2+

site and the two effective S1,3 = 1/2 Cr7Ni rings. The spectra can be simulated using g-
tensor measured for the isolated Co2+ complex (gx = 2.022, gy = 2.111, gx = 2.215) and
the known g-values of Cr7Ni rings (gx = 1.78, gy = 1.78, gx = 1.74); the only variable
here is the ring-Co isotropic exchange interaction, J , which is essential to reproduce the
experimental features. A good agreement between the simulated and the experimental
spectra was found for J = 6.0 µeV . The EPR spectrum of (1ox) is very simple, and re-
sembles that of Cr7Ni rings; this demonstrates that here Co is in its low spin diamagnetic
state. The process is completely reversible: indeed, reduction of (1ox) back to (1) regen-
erates the original spectrum [compare black and blue curves in Fig. 4.1-(b)].
Pulsed-EPR measurements have also been performed in Manchester in order to check if
the long decoherence time T2 of the Cr7Ni rings is preserved, even in the present redox-
active assembly. By fitting the echo-intensity [Fig. 4.1-(c)] with a single exponential, it
is found T2 = 818 ns (and ∼ µs in the oxidized form), at least two orders of magnitude
larger than the time required for the elementary gates (see below). This result is really
promising, since no attempt to optimize the structure of the compound in order to in-
crease its coherence has been done.

Complex (2) crystallises in the hexagonal P6122 space group. Its molecular structure
[Fig. 4.2-(a)] consists of two Cr7Ni rings linked through the iso-nicotinate groups to the
[Ru3+

2 Co2+O(tBuCO2)6(py)] cluster. Fig. 4.2-(b) reports the product of the molar sus-
ceptibility and the temperature (χMT ) for this triangular unit, which should act as a
switch in complex (2). The temperature dependence of χMT reveals a typical behav-
ior of an octahedral, high-spin d7 Co2+ site (SCo = 3/2) with an important spin orbit
coupling, interacting with a pair of Ru3+ ions strongly coupled by AFM exchange. The
unquenched orbital angular momentum raises the room temperature χMT value to 3.11
emu K/mol, well above the spin-only value for a spin-quartet, while the decrease of
χMT in the high-temperature region can be attributed to spin orbit effects. The final
behaviour is that of an effective spin doublet.This is also confirmed by EPR data, which
can be fitted by assuming an anisotropic effective spin 1/2, with gx = 5.61, gy = 4.05
and gz = 2.77.
The EPR spectrum of the supra-molecular complex (2) is shown in Fig. 4.2-(c). Different
curves correspond to different oxidation state of the triangular unit. Cyclic voltammo-
gram measurements demonstrate that the oxidation locus is the Co2+,3+ ion. Data col-
lected at 5 K in K-band can be interpreted again by Hamiltonian 4.1, with an isotropic
symmetric coupling between the central switch and the rings (J = 6.4 µeV ). Pulsed-EPR
spin-echo measurements have also been realized, yielding pretty high values of T2 = 760
ns.

4.2 State of the art: electrically gated molecules

Previously, Lehmann and co-workers have theoretically shown [7] that two spins S =
1/2 connected by a redox-active unit can be exploited for the implementation of the√

SWAP gate by switching the redox unit with a scanning tunnelling microscope (STM)
tip at an appropriate potential. In this way one electron can be added or removed from
the redox unit very quickly. The system described in [7] is a polyoxometalate, consisting
of two (VO)2+ qubits connected to a central mixed-valence core based on the [PMo12O40]
Keggin unit. The qubits are weakly magnetically coupled via the delocalized electrons
of the central core. This coupling can be switched on and off in an all-electric way.
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Figure 4.1: Characterization of compound (1). (a) Molecular structure of (1) determined by X-ray
diffraction. Colour code: Co, brown; Cr, green; Ni, purple; N, cyan; O, red; S, yellow; C, grey; F,
pale green. nPr2NH+

2 and ClO−4 ions are not shown (H atoms and tert-butyl groups are omitted for
clarity). (b) Experimental (black trace) frozen solution Q-band EPR spectra (frequency ∼ 34 GHz)
of (1) and corresponding simulation (red trace) using the Hamiltonian 4.1 and parameters given
in the text. Measured frozen solution Q-band EPR spectra after oxidation of (1) with AgBF4 (green
trace) and subsequent reduction using (1) with cobaltocene (blue trace). The sharp peak marked
* is a radical impurity. (c) Spin echo decay using a π/2 − τ − π − τ pulse sequence with pulse
lengths of 32 and 64 ns for (1). The red solid line corresponds to the best fit using an exponential
decay function e−2t/T2 , with T2 = 818 ns.
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Figure 4.2: Characterization of compound (2). (a) Molecular structure of the neutral dimeric
supramolecular assembly of (2) with M=Co. Colour code: M, purple; Cr, green; Ni, dark red; Ru,
brown; N, cyan; O, red; C, grey; F, pale green. nPr2NH+

2 cations, as well as H atoms and tert-
butyl groups are not shown for clarity. Please note that the position of the statistically disordered
M atom has been arbitrarily assigned. (b) Temperature dependence of the product of the direct
current (dc) molar magnetic susceptibility by the temperature (χMT ) of the triangular switch unit
Ru2Co. The solid red line corresponds to the best-fit curve. (c) Experimental frozen solution K-
band EPR spectra of (2) (black trace). Simulation of (2) (red trace) using the Hamiltonian 4.1 and
parameters given in the text. Measured frozen solution K-band EPR spectra (frequency∼ 24 GHz)
after oxidation of (2) with [FeCp2](PF6) (green trace) and after reducing using (2) with cobaltocene
(blue trace).
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The effective spin Hamiltonian, in the on state, is given by:

Ĥ = JqqŜ1 · Ŝ3 + JqrŜ2 ·
(

Ŝ1 + Ŝ3

)
=

= (Jqq − Jqr) Ŝ1 · Ŝ3 +
Jqr
2

Ŝ
2
, (4.2)

where the last equality is valid apart from a constant. The perfectly entangling
√

SWAP
gate results from the unitary evolution of two qubits (here S1 and S3), coupled by a
Heisenberg interaction (see Sec. 0.1.2). In order to achieve this task, starting from Hamil-
tonian 4.2, one needs to eliminate the evolution induced by the term proportional to the
square of the total spin Ŝ = Ŝ1 + Ŝ2 + Ŝ3. It was demonstrated that particular sets of
parameters of the trimer Hamiltonian lead to a pure

√
SWAP evolution of the two qubits

after specific time intervals. However, high fidelity for the gate is guaranteed only for
fixed ratios between the qubit-qubit exchange (Jqq) and the qubit-redox unit exchange
(Jqr). In the here-reported compounds, Jqr = J and Jqq = 0 (see Eq. 4.1), resulting
in a very low fidelity of the

√
SWAP gate. In fact, for these parameters the scheme of

Lehmann and co-workers implements a different two-qubit gate, which is not a perfect
entangler, thus affecting the overall depth of circuits based on this gate.

4.3
√

iSWAP gate with local electric control

Here we propose a different and more flexible scheme for the SQiSW gate (defined in Eq.
0.11), which works if the two qubits have the same Zeeman energy but one different to
that of the switch in the on state. This is the case here for both the examined compounds,
where the g-values of the qubits and switches are very different, gz = 1.79 for Cr7Ni
rings and gz = 2.215/2.77 for the redox active unit. In the subsequent calculations, we
focus on compound (1), but a similar analysis holds also for (2).
This difference in the g-values means that in magnetic fields of a few T, the ring-Co2+

exchange J is small compared to the difference between the Zeeman energies of Co2+

ion and of the Cr7Ni rings. Hence, the spin state of the central Co2+ site is nearly frozen
in the M = –1/2 state and has only tiny virtual fluctuations that lead to an effective
interaction between the two Cr7Ni qubits given by

Ĥqq = Γ
(
Ŝ1xŜ2x + Ŝ1yŜ2y

)
+ λ

(
Ŝ1z + Ŝ2z

)
(4.3)

where z is the direction of the applied magnetic field, Ŝ1α (Ŝ2α) is the component of the
first (second) Cr7Ni spin along the α-axis (α = x, y, z), and

Γ =
J2

2µBB (g1z − gCoz)
λ = −J

2
+

J2

4µBB (g1z − gCoz)
. (4.4)

Thus, when the cobalt ion is in the diamagnetic Co3+ oxidation state, the two qubits are
decoupled and single qubit operations can be performed with very high fidelity. This
can be done by means of uniform magnetic pulses applied along a direction perpendic-
ular to the static field. For the reported simulations we employed an oscillating field

with Gaussian envelope B(t) = B0cos(ωt + φ)e−
(t−t0)2

2τ2 . The frequency ω is chosen to
match the Zeeman energy gap for the M = −1/2→M = 1/2 transition, while the phase
φ controls the rotation axis in the xy plane of the Bloch sphere and the pulse duration
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τ determines the rotation angle. Hence, we can obtain arbitrary single qubit R̂x and R̂y
rotations.
Conversely, when we have Co2+ oxidation state the state of the two qubits evolves ac-
cording to Hamiltonian 4.3, with negligible entanglement with the Co2+ centre. For
specific times, this evolution coincides with the SQiSW gate, apart from single-qubit ro-
tations along z due to the second term in 4.3. These can be obtained by exploiting the
decomposition: R̂z(ϕ) = R̂x

(
π
2

)
R̂y (ϕ) R̂x

(
−π2
)
.

Figure 4.3: Simulation of the SQiSW gate Left: By choosing |10〉 ≡ |1/2,−1/2〉 ⊗ | − 1/2〉Co
as initial state, we calculate for (1) the time-dependence of the trimer wavefunction components
on |10〉 and |01〉 ≡ | − 1/2, 1/2〉 ⊗ | − 1/2〉Co with B = 3 T. Other components are negligible.
Right: Calculated average fidelity F̄ for (1) as a function of the magnetic field B and of the gating
time, i.e., the time the Co switch is in the on state. The average has been made over four random
starting states. For each value of the field, the optimal gating time tf is the one maximizing F̄ .
The oscillations corresponding to the fringes in the picture are associated with fluctuations of the
Co spin state. As long as their frequency is much larger than 1/tf these fluctuations are negligible,
i.e., the perturbative description of Eq. 4.3 is valid.

This perturbative picture is confirmed by the results of detailed calculations for com-
pound (1) using the full Hamiltonian 4.1 (Fig. 4.3). Starting from the |10〉 logical state
(i.e. the spin on one Cr7Ni ring +1/2, representing the logical state |1〉, and on the second
ring –1/2, representing |0〉), we report in Fig. 4.3 (left panel) the time evolution of the
trimer wavefunction. In a magnetic field of 3 T, after 4 ns the wavefunction has contribu-
tions equals in modulo from |10〉 and |01〉, which corresponds to the SQiSW gate, while
after 8 ns the two spins are fully exchanged, i.e. we have the |01〉 state. An extremely
good fidelity F for compound (1) is obtained for fields of the order of about 2.5 T or
larger, after a suitable gating time tf of the order of a few ns (right part of Fig. 4.3). For
such fields the perturbative picture of Eq. 4.3 holds very well, and tf ∝ B consistently
with the form of the effective qubit-qubit coupling Γ ∝ 1/B (Fig. 4.3, right panel).

4.4 Quantum Simulation

The robustness of the scheme against decoherence has been checked by studying the
time-evolution of the system in a master equation formalism. This allows us to include
in the simulations the errors due to pure dephasing of the qubits and of the switch unit,
as outlined in Appendix E, assuming a markovian dynamics. The dynamics of the supra-
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molecular system is determined by the numerical solution of the Lindblad equation:

˙̂ρ=−i
[
Ĥ, ρ̂

]
+

1

T swich2

DŜ2,+Ŝ2,−
[ρ̂]+

1

T ring2

∑
i=1,3

DŜi,+Ŝi,− [ρ̂], (4.5)

where ρ̂ is the system density matrix, Ĥ the full Hamiltonian 4.1 and

DŜ+Ŝ−
[ρ̂] = Ŝ+Ŝ−ρ̂Ŝ+Ŝ− −

1

2

(
Ŝ+Ŝ−ρ̂+ ρ̂Ŝ+Ŝ−

)
is the dissipator (introduced in Sec. 3.2.5), depending on the S = 1/2 spin operators Ŝi
acting on the two rings and on the Co switch. It accounts for the pure dephasing dynam-
ics induced by the finite value of T2. Figure 4.4-(a) shows a colormap of the simulated
fidelity F of a SQiSW gate, as a function of the phase memory time of the rings and
of the central Co switch. The two qubits are initialized in a random state, with a static
field of 3 T. It is worth noting that the dependence on T ring2 is much more pronounced.
Conversely, F is nearly independent of TCo2 , even for values of TCo2 lower than the gate
duration (approximately 4 ns). This is due to the fact that only virtual excitations of the
switch are exploited to obtain an effective qubit-qubit interaction, and represents a re-
markable advantage of the present scheme. We also note that for the measured values of
T ring2 the fidelity of the single gate is very high (above 99.7 %).
These encouraging results allow us to propose the use of the present supramolecular
system as the basic unit of a digital quantum simulator. This can be done by applying a
sequence of single and two-qubit gates to decompose the evolution induced by the tar-
get Hamiltonian (see Section 0.1.5). As a proof-of-principle, we consider the simulation
of the time-evolution induced by the Heisenberg Hamiltonian:

Ĥ = ζ ŝ1 · ŝ2 + β (ŝ1x + ŝ2x) (4.6)

where we have added an external magnetic field β which breaks the rotational symme-
try. The sequence of required operations is schematically shown in the quantum circuit
of Figure 4.4-(b). The Heisenberg Hamiltonian can be decomposed as Ĥ = ζ(ŝ1xŝ2x

+ŝ1y ŝ2y + ŝ1z ŝ2z) = ζ
2

(
ĤXY + ĤXZ + ĤY Z

)
, where Ĥαβ = ŝ1αŝ2α + ŝ1β ŝ2β (α, β =

x, y, z). Then the three blocks [dashed boxes in Fig. 4.4-(b)] are obtained by combining
free evolution intervals induced by Ĥqq (Eq. 4.3) with proper rotations, in the line of Ref.
[95]. Results are shown in panel (c), where we report the calculated time evolution of the
total magnetization 〈Ŝz〉 = 〈ŝ1z + ŝ2z〉 of the system, initialized in a state with the two
qubits parallel. We note that the expected oscillation (curve) is excellently reproduced,
even with the inclusion of the values of T2 measured by pulsed-EPR.

4.5 Discussion

We have introduced a scheme for implementing quantum gates with molecular qubits
linked by a redox active unit, which controls the inter-qubit interaction. We have numer-
ically tested the performance of our scheme on recently synthesized supra-molecular
Cr7Ni dimers, obtaining remarkably high fidelities. Even if not reported, analogous re-
sults have been achieved for compound (2). In the latter the perturbative picture of Eq.
4.3 holds even better, leading to slightly larger fidelities. Indeed, the qubit-Co coupling
is very similar and the Zeeman energy difference is larger, if compared to (1), thanks to
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Figure 4.4: Quantum simulation in presence of decoherence. (a) Fidelity of the SQiSW gate as
a function of the phase memory time of the rings and of the Co switch. The calculation has been
performed with a random initial state and by applying a static field of 3 T on compound (1). The
optimal gating time for SQiSW has been determined analytically, from Eq. 4.3, as π/2Γ. (b) Quan-
tum circuit for the digital quantum simulation of the Heisenberg model. Hqq is the free evolution
with the Co in the on (reduced) state. The three blocks implementing HXY , HXZ and HY Z are
enclosed within dashed boxes; for simplicity, we have introduced the notation X = R̂x(π/2),
Y = R̂y(π/2), Z(λ) = R̂z(λ). Consecutive direct and inverse unitary gates cancel each other (red
crosses), thus simplifying the sequence of operations. (c) Oscillations of the magnetization in the
quantum simulation of Hamiltonian 4.6, with the system initialized in a ferromagnetic configu-
ration. The calculated evolution with (blue points) and without (red points) dephasing sources
shows an excellent agreement with the expected oscillation (continuous line).
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the larger difference between the g values of the ring and of the switch.
The here proposed scheme requires the capability to inject or remove an electron on a
timescale much shorter than one ns; typical timescales for such experiments are in the
low femtosecond region [7]. In order to be individually addressed by a tip, molecules
should be grafted on surfaces, as already shown for Cr7Ni [35]. In addition, a small
static magnetic field is needed, whose direction must be such that the two Cr7Ni rings
have the same Zeeman energy. A potential slight asymmetry in the qubit-switch cou-
pling could be compensated by an asymmetric placement of the STM tip, thus inducing
a proper difference in the local magnetic field acting on each qubit.
The performance of the proposed architecture is confirmed by numerical simulations,
which include the qubit pure dephasing in a master equation treatment. This sug-
gests that the reported supramolecular assemblies are promising candidates for proof-
of-principle experiments involving the implementation of complex sequences of gates.
Moreover, this kind of systems could constitute the basic building block of a scalable
architecture which could be used to simulate interesting physical models.

The content of this chapter was submitted for peer-review.
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Here we study a class of heterometallic rings in which one divalent metal (M =

Ni2+, Mn2+, Zn2+) is embedded in an array of trivalent ions (Cr3+). Some of the
examined complexes are also potential qubits.

The examined compounds can be organised in two families: the first one consists of
rings which are purple in solution and the solid state [96], as opposed to another fam-
ily of green {Cr7M} molecules [97]. At the experimental level, a recent, accurate study
of {Cr7M} purple rings was devoted to find a minimal set of parameters to univocally
interpret inelastic neutron scattering, electron paramagnetic resonance, magnetometry
and specific heat data [98]. Green compounds have also been extensively studied and
characterized with several experimental techniques [83].
Our aim, at the theoretical level, is to deduce the full spin Hamiltonian of the examined
families of purple and green rings by means of the recently developed ab-initio approach
which was introduced in Sec. 1.1. This method has already been used to study the mag-
netic interactions of the green Cr8 and Cr7Ni compounds, finding a remarkable agree-
ment with experiments [47, 84]. The method is based on the construction of many-body
models using localized Foster-Boys orbitals as a one-electron basis. All the interactions
are deduced systematically, including subtle anisotropic terms, without any assumption
on the form of the final spin Hamiltonian. We investigate the topology of exchange and
zero-field splitting interactions. The hierarchy of the calculated exchange interactions
along each ring reflects the chemical structure of the molecules. This kind of information
is not easily accessible by fitting experimental data, when the study is usually devoted
to find a minimal set of parameters to describe the relevant interactions [83, 98], but can
be obtained by our fully ab-initio approach. The calculated parameters are then used
to determine physical observables and mean values which are in very good agreement
with those inferred from experiments.
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5.1 Many-Body models for Molecular Nanomagnets

Here we introduce a general approach to derive the spin Hamiltonian of MNMs in a
systematic way, once the parameters or the generalized Hubbard model (Eq. 1.2) have
been calculated self-consistently. We begin our derivation by considering the single ion
term of Eq. 1.2:

Ĥi
0 = Ĥi

U + Ĥi
SO + Ĥi

CF , (5.1)

where Ĥi
U represents the on-site Coulomb interaction, Ĥi

SO = λi
∑
m

ˆ̀
im · ŝim the spin-

orbit coupling and Ĥi
CF =

∑
m,σ εmĉ

†
imσ ĉimσ the single-electron crystal-field splitting.

We work here in the basis of crystal-field orbitals. The eigenvalues and eigenvectors of
5.1 are then computed: Ĥi

0|ψik(n)〉 = Eik(n)|ψik(n)〉. Here i labels the site, k the eigen-
state and n the number of d electrons on site i. This is a good quantum number, since
[Ĥi

0, N̂
i] = 0, with N̂ i =

∑
m,σ ĉ

†
imσ ĉimσ .

Having extracted from first-principles calculations the valence of the examined ion (hence
the number n̄ of d electrons of the ground state), we focus on the lowest-energy multi-
plet with n̄ electrons. This multiplet can be described through an effective spin S and, in
the absence of spin-orbit interaction, it is (2S + 1)-fold degenerate. Spin-orbit coupling
partially removes this degeneracy, leading to a zero-field splitting.
The zero-field splitting tensor is obtained (for S > 1/2) by rotating the diagonal matrix
of the eigenvalues Eik(n̄) (limited to the ground multiplet, with k = 1, ..., 2S+ 1) into the
basis of the eigenvectors of Ŝz : Ŝz|S,M〉 = M |S,M〉, thus finding Ĥi

ZFS . |S,M〉 states
can be obtained, for instance, by applying a small magnetic field along z, which splits
the levels of the multiplet according their M value. As a subsequent step, Ĥi

ZFS is recast
in terms of Stevens operators by means of Frobenius inner product:

Ĥi
ZFS =

∑
k,q

bqkÔ
q
k(Ŝ), (5.2)

where

bqk =
Tr
[
Ôqk
†Ĥi

ZFS

]
√

Tr
[
Ôqk
†Ôqk

] . (5.3)

A similar result for Ĥi
ZFS (valid for 3d compounds, in which the spin-orbit coupling is

small with respect to on-site energy splittings) can be obtained by diagonalizing the on
site Hamiltonian Ĥi

U + Ĥi
CF without spin-orbit interaction, and then considering spin-

orbit as a second-order perturbative effect. If |φik(n̄)〉 are the eigenstates of Ĥi
U + Ĥi

CF

with n̄ electrons and E ik(n̄) the corresponding eigenvalues, we get

〈 φik(n̄)|Ĥi
ZFS |φij(n̄)〉 (5.4)

=
∑
l 6=k,j

〈φik(n̄)|Ĥi
SO|φil(n̄)〉〈φil(n̄)|Ĥi

SO|φij(n̄)〉
E ik(n̄)− E il (n̄)

Here the sum runs over the single-ion excited states with n̄ electrons and φik(n̄), φij(n̄) are
degenerate and restricted to the ground multiplet. Then we rewrite Hi

ZFS on the |S,M〉
basis and decompose it in Stevens operators, as above.
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The general form of the exchange tensor between spins corresponding to different ions
is deduced by considering the hopping term of the Hubbard model 1.2:

Ĥi,i′

1 =
∑
σ

∑
µ,ν

(
tii
′

µν ĉ
†
iµσ ĉi′νσ + ti

′i
µν ĉ
†
i′µσ ĉiνσ

)
(5.5)

acting as a second-order perturbation on the two-sites eigenstates |ψik(n̄)ψi
′

j (ñ)〉, which
are obtained as tensor product of single-site eigenstates with fixed number of electrons,
n̄ and ñ. This is a good approximation, as far as the hopping integrals are much smaller
than the energy required to move an electron among two sites. In practice, this is ensured
if electrons are well localized on the metal ions and the spin Hamiltonian description is
valid, as verified for all the examined compounds. Hence, the exchange matrix (Ĥi,i′

ex ) for
the couple of interacting ions i, i′, in

(
2Si + 1

) (
2Si

′
+ 1
)

dimension, can be expressed
as follows

〈ψik(n̄)ψi
′

j (ñ)|Ĥi,i′

ex |ψik′(n̄)ψi
′

j′(ñ)〉 = (5.6)

=
∑
l,m

〈ψik(n̄)ψi
′

j (ñ)|Ĥi,i′

1 |ψim(n̄+ 1)ψi
′

l (ñ− 1)〉〈ψim(n̄+ 1)ψi
′

l (ñ− 1)|Ĥi,i′

1 |ψik′(n̄)ψi
′

j′(ñ)〉
2[Eik(n̄) + Ei

′
j (ñ)− Eim(n̄+ 1)− Ei′l (ñ− 1)]

+
∑
l,m

〈ψik(n̄)ψi
′

j (ñ)|Ĥi,i′

1 |ψim(n̄− 1)ψi
′

l (ñ+ 1)〉〈ψim(n̄− 1)ψi
′

l (ñ+ 1)|Ĥi,i′

1 |ψik′(n̄)ψi
′

j′(ñ)〉
2[Eik(n̄) + Ei

′
j (ñ)− Eim(n̄− 1)− Ei′l (ñ+ 1)]

+
∑
l,m

〈ψik(n̄)ψi
′

j (ñ)|Ĥi,i′

1 |ψim(n̄+ 1)ψi
′

l (ñ− 1)〉〈ψim(n̄+ 1)ψi
′

l (ñ− 1)|Ĥi,i′

1 |ψik′(n̄)ψi
′

j′(ñ)〉
2[Eik′(n̄) + Ei

′
j′(ñ)− Eim(n̄+ 1)− Ei′l (ñ− 1)]

+
∑
l,m

〈ψik(n̄)ψi
′

j (ñ)|Ĥi,i′

1 |ψim(n̄− 1)ψi
′

l (ñ+ 1)〉〈ψim(n̄− 1)ψi
′

l (ñ+ 1)|Ĥi,i′

1 |ψik′(n̄)ψi
′

j′(ñ)〉
2[Eik′(n̄) + Ei

′
j′(ñ)− Eim(n̄− 1)− Ei′l (ñ+ 1)]

Then we rotate it from the |ψik(n̄)ψi
′

j (ñ)〉 to the |M1M2〉 basis for clarity. In this way,
we can decompose it in terms of bilinear spin operators ŜiαŜi

′

β by exploiting again the
Frobenius inner product:

Ĥi,i′

ex =
∑

α,β=x,y,z

Γi,i
′

αβ Ŝ
i
αŜ

i′

β , (5.7)

where

Γi,i
′

αβ =

Tr
[(
ŜiαŜ

i′

β

)†
Ĥex

]
√

Tr
[(
ŜiαŜ

i′
β

)† (
ŜiαŜ

i′
β

)] . (5.8)

5.2 Ab-initio study of {Cr7M} rings

Fig. 5.1 shows the single-electron crystal-field states for Mn2+ ion, which exhibit the
typical structure of d-orbitals in a quasi-octahedral environment: a lower energy t2g-like
quasitriplet (a)-(c) and a 1-2 eV higher energy eg-like quasidoublet (d)-(e).
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Figure 5.1: Crystal Field single-electron d-orbitals for Mn2+ in a purple Cr7Mn ring, obtained by
diagonalization of the crystal-field matrix ti,im,m′ for i = Mn, in order (a) to (e) of increasing energy.
The quasi-octahedral environment is reflected by the crystal-field splitting: a lower energy t2g-like
quasitriplet (a)-(c) and a 1-2 eV higher energy eg-like quasidoublet (d)-(e). In the contour plot only
the Mn quasi-octahedral cage is shown (Mn is purple, O is red, F is yellow and N is light-blue).

For all systems analyzed, we find that the essential spin interactions are described by the
spin Hamiltonian

H=

8∑
i=1

Γi,i+1Ŝi · Ŝi+1+

8∑
i=1

Ŝi ·Di · Ŝi (5.9)

where Γi,i+1 are the isotropic exchange couplings, Di is the local zero-field splitting
(ZFS) tensor and i = 8 corresponds to the divalent M ion. Other terms in the spin Hamil-
tonian, such as anisotropic or antisymmetric exchange interactions, as well as higher
order zero-field splitting parameters, can be systematically deduced as outlined in the
previous section. For the examined compounds, we found them to be negligible.

PURPLE GREEN
Cr Mn Ni Cr Mn Ni

|n〉 εn
|1〉 0.000 0.000 0.000 0.000 0.000 0.000
|2〉 0.201 0.081 0.088 0.010 0.051 0.077
|3〉 0.127 0.219 0.250 0.111 0.249 0.206
|4〉 2.031 1.387 1.244 2.092 2.275 1.376
|5〉 2.205 1.476 1.304 2.141 2.347 1.519

Coulomb Integrals
U i,i 6.00 6.49 6.30 5.98 6.32 6.28
J i,i 0.30 0.35 0.21 0.26 0.34 0.23
λi 16.5 20.7 33.5 16.5 20.7 33.5

Table 5.1: Crystal-field energy levels and screened Coulomb integrals for Cr, Ni, Mn ions. Top:
Crystal-field energy levels (in eV) for one representative Cr ion and for Mn and Ni ions. Bottom:
Screened Coulomb integrals U i,i, J i,i obtained via cLDA (in eV) and spin-orbit coupling λi (in
meV) [64].

As discussed in Sec. 1.1, the coupling Γi,i+1 = Γi,i+1
CE + Γi,i+1

SE is the sum of a fer-
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Γi,i+1
SE Γi,i+1

CE Γi,i
′

(meV) (meV) (meV)
Cr1-Cr2 1.89 -0.41 1.48
Cr2-Cr2 2.93 -0.51 2.42
Cr3-Cr2 2.86 -0.43 2.43
Cr4-Cr2 2.94 -0.49 2.45
Cr5-Cr2 3.04 -0.60 2.44
Cr6-Cr2 3.14 -0.49 2.65
Cr7-Mn 1.80 -0.35 1.45
Mn-Cr1 2.34 -0.52 1.82
Cr7-Ni 2.47 -0.36 2.11
Ni-Cr1 3.02 -0.50 2.52

Table 5.2: Calculated super-exchange (Γi,i+1
SE ) and Coulomb-exchange (Γi,i+1

CE ) couplings, for each
pair of nearest neighbors in the examined purple family of rings. The last column reports also the
overall exchange coupling Γi,i+1 = Γi,i+1

SE + Γi,i+1
CE .

romagnetic (FM) screened Coulomb exchange term, Γi,i+1
CE , which we obtain via cLDA

calculations, and a super-exchange term Γi,i+1
SE , which can be FM or antiferromagnetic

(AFM). Even if all the reported calculations have been done with the full model 1.2,
we report here the simple analytical expression that Γi,i+1

SE (i = 1, ..., 7) assumes if only
density-density Coulomb terms are retained; we obtain

Γi,i+1
SE ≈2

9

3∑
n′=1

5∑
n=4

|ti,i
′

n′,n|2 + |ti,i
′

n,n′ |2

U i,i + εn − ε′n

+
2

9

3∑
n′=1

3∑
n=1

|ti,i
′

n′,n|2

U i,i + 2J i,i + εn − εn′

−2

9

3∑
n′=1

5∑
n=4

|ti,i
′

n′,n|2 + |ti,i
′

n,n′ |2

U i,i − 3J i,i + εn − εn′
.

(5.10)

Eq. 5.10 shows the competition between the first two terms, which yield a positive, i.e.,
AFM contribution and the FM third term, arising from excitations to empty states. For
realistic parameters (and including also spin-flip and pair hopping terms), Γi,i+1

SE is AFM.
The full ZFS local tensor Di, originating from the combined action of crystal-field and
spin-orbit interactions, is determined. We find a triplet ground state for Ni2+, a sextet for
Mn2+ and a quartet for all Cr3+ ions, with effective spins S = 1, S = 5/2 and S = 3/2,
respectively. Then, as outlined above, we project the spin-orbit term onto Stevens spin
operators, which in the present case reduce to Sα,iSβ,i (α, β = x, y, z). The spin-orbit con-
stant λi for Ni d electrons in Cr7Ni could not be determined ab-initio because NWChem
does not provide relativistic calculations for odd-electron systems. Moreover, since rel-
ativistic self-consistent calculations are very time-consuming and λi is a property of the
single ion (and of its local environment, which is always approximately octahedral), we
used the typical values reported in [64] for a Ni2+ ion in a octahedral cage. As for the
Cr3+, we employ the value we obtained self-consistently for green Cr8 rings [47] and
for Mn2+ we consider the free-ion value [64], properly screened with the same screening
factor calculated for Cr3+ (∼ 1/2). All these parameters are reported in Table 5.1.
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In the reference frame which diagonalizes Di the zero-field splitting interaction can be
expressed as a sum of an axial term di and a rhombic term ei:

Ŝi ·Di · Ŝi = di
[
S2
z,i −

1

3
Si(Si + 1)

]
+ ei

[
S2
x,i − S2

y,i

]
.

Our approach allows us to derive also the g
i

tensor on each magnetic ion. To obtain it

we need to evaluate the matrix elements of the orbital angular momentum L̂i onto the
ground spin multiplet states |S,M〉, corrected to first order in the spin-orbit interaction.
Then we compare them with the spin matrices of rank S and we extract the correction
∆g to the isotropic g = 2I (here I is the identity matrix). For instance, in the case of Cr3+

(ground state S = 3/2), we find

∆gαz = −2
∑
k

〈3/2, 1/2|L̂α,i|φik(n̄)〉〈φik(n̄)|Ĥi
SO|3/2, 1/2〉

E ik(n̄)

∆gαx = −Re
∑
k

〈3/2, 1/2|L̂α,i|φik(n̄)〉〈φik(n̄)|Ĥi
SO|3/2,−1/2〉

E ik(n̄)
(5.11)

∆gαy = Im
∑
k

〈3/2, 1/2|L̂α,i|φik(n̄)〉〈φik(n̄)|Ĥi
SO|3/2,−1/2〉

E ik(n̄)

where |S,M〉 are the eigenstates of Sz on the ground multiplet, |φik(n̄)〉 are excited states
with unperturbed energy E ik(n̄), α = x, y, z and we have set to zero the energy of the
ground multiplet. Here only terms to first order in λi are retained. Notice that g

i
is

diagonal in the reference frame which diagonalizes Di.

5.2.1 Results for purple rings

Self-consistent calculations for these molecules containing hundreds of atoms are very
time consuming and reaching convergence is often a hard task. This is particularly diffi-
cult for molecules containing an odd number of electrons (such as Cr7Ni and Cr7Zn), due
to the impossibility of using damping or other convergence accelerators with NWChem
quantum chemistry code. Consequently, we could not perform self-consistent runs on a
single Cr7Zn, but we considered the even-electrons structure (Cr7Zn)2 1. The values of
Γi,i+1 calculated in all the (Cr7M)2 for Cr-Cr bonds are the same (within a 3− 4% error),
independently from M. This ensures a complete transferability of the local Cr parame-
ters calculated for the even-electrons Cr7Mn on the other molecules. We did not perform
any geometry optimization: calculations were carried on using the structure of the single
molecule provided by X-ray diffraction.
The super-exchange and Coulomb-exchange parameters obtained for each bond are listed
in Table 5.2. It is interesting to compare the results with the molecular structure, reported
in Fig. 5.2. If we consider the Cr-M bond (both in the case of Cr7Mn and of Cr7Ni) we
find Γ7,M < ΓM,1. This can be understood by examining Figure 5.2-(b): an additional
carboxylate exchange path is present in the M-Cr1 bond, which is absent in the Cr7-M
bond. Moreover, as demonstrated by DFT calculations on Cr9 molecular ring reported in

1Here the two molecules are taken sufficiently far apart to make their interaction negligible. In order to re-
duce the computational effort, we replaced CH3 groups by Hydrogens (according to the hydrogen-termination
technique [53]). As previously tested on similar compounds, this structural modification leads only to a slight
enhancement of all the exchange constants Γi,i+1, while preserving the hierarchy of the interactions.
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Ref. [99], the carboxylate bridge provides the most relevant contribution to the exchange
interaction, while the fluorine path (yellow) gives a smaller contribution. Indeed, both
the overlap between localized neighbouring orbitals and the hopping integrals are larger
along the carboxylate (see Table 5.3). The same analysis also holds for the Cr-Cr bonds.

t1,2n,n′ |1〉 |2〉 |3〉 |4〉 |5〉
|1〉 1.406 2.561 2.080 -2.606 0.131
|2〉 -2.287 -0.630 -7.417 1.421 2.553
|3〉 -2.436 -1.157 -1.786 -5.518 4.871
|4〉 -5.296 3.368 0.596 -5.240 4.364
|5〉 2.757 -1.856 0.095 4.518 1.999
t4,5n,n′ |1〉 |2〉 |3〉 |4〉 |5〉
|1〉 -4.523 5.484 -2.895 -5.342 -5.692
|2〉 4.223 3.192 0.447 2.170 4.942
|3〉 1.572 2.288 -6.098 -2.499 0.240
|4〉 -3.967 1.979 3.255 2.408 -4.617
|5〉 -5.311 5.663 3.297 -3.735 -3.102

Table 5.3: Hopping integrals (in meV) of purple Cr7Mn obtained via LDA for sites {i, i′} =
{1, 2} (top) and {i, i′} = {4, 5} (bottom). Notice that the presence of an additional carboxy-
late super-exchange bridge in bond 4-5 leads to significantly larger hopping integrals and con-
sequently Γ4,5

SE > Γ1,2
SE (see Figure 5.2 and discussion in the text).

We find essentially two values of the exchange couplings: the first one (Γ1,2) involves
two carboxylate groups and a fluorine bridge. The resulting coupling is, in this case,
similar to that found for the green variants [47], which show the same structure along
the Cr-Cr bond (see subsection below). The second one is substantially the same for all
the other homometallic bonds and is remarkably larger, due to substitution of Fluorine
with Oxygen in the Cr-Cr path. An additional path is provided by the Cr-O-C-C-O-Cr
bridge, as shown in Fig. 5.2-(c), but it is longer than the others and gives only a small
contribution to the exchange couplings.

Finally, Fig. 5.3 reports the local ZFS parameters di and ei obtained by diagonalizing
the Di tensors, along with the rhombicity factor

∣∣ei/di∣∣. The local z axes are found to be
almost perpendicular to the plane of the ring for all the ions, while the x and y axes are
rotated from ion to ion. Fig. 5.4 shows these local z axes for purple Cr7Mn, which almost
follow the direction of the lobes of the highest-energy crystal-field orbitals.

5.2.2 Comparison with green rings

A similar analysis can be done also for the green variants of Cr7M anti-ferromagnetic
rings. Fig. 5.5 reports the exchange constants for the green rings: they are found to
be more uniform if compared to the purple family of compounds. This can be directly
related to the structure: indeed, the super-exchange paths in the green variants always
involve a single Fluorine bridge and two carboxylates, as opposed to the more complex
structure of bridges found in the purple complexes.
The correction to the isotropic g

i
tensor induced by spin-orbit interaction is found to be

very small for Cr and Mn ions in all the examined compounds. For instance, in the case
of Cr3+ ions, we get 1.98 < gαα < 2 (referred to the local principal axes). It is more
interesting to study the anisotropy of the g

i
tensors for the Ni2+ ions. The results for



78 5.2 Ab-initio study of {Cr7M} rings

Figure 5.2: (a) Structure of the Cr7M purple family of compounds, with calculated isotropic ex-
change couplings indicated (in meV) for each pair of nearest neighbouring magnetic ions. Hy-
drogens are not shown for clarity, while Carbons are grey, Nitrogens are light-blue, Fluorines are
yellow, Oxygens are red, Chromiums are green, M (=Ni, Mn) is purple. The different couplings
found for the Cr7-M and M-Cr1 bonds reflect the structure of the molecule, as can be seen in the
fragment reported in (b). As for the Cr-Cr couplings, we essentially find two different values,
depending on the presence of a Fluorine or a carboxylate bridge, as shown in (c).

Cr1

Cr2

Cr3

Cr4Cr5

Cr6

Cr7

M

d1= -31 meV
e1= 9 meV

dMn = 7 meV
eMn = 0 meV

dNi= -804 meV
eNi =162 meV d2= -40 meV

e2= 7 meV

d3= -29 meV
e3= 8 meV

d4= -74 meV
e4= 17 meV

d5= -45 meV
e5= 8 meV

d6= -84 meV
e6= 25 meV

d7= -49 meV
e7= 9meV

di

(meV)
|ei|

(meV)
|ei/di|

Cr1 -31 9 0.28

Cr2 -40 7 0.16

Cr3 -29 8 0.27

Cr4 -74 17 0.23

Cr5 -45 8 0.18

Cr6 -84 25 0.30

Cr7 -49 9 0.18

Mn 7 0 0.00

Ni -804 162 0.20

Figure 5.3: Structure of the Cr7M molecule, with calculated zero-field splitting parameters di

and ei (in µeV) indicated for each magnetic ion and M=Ni, Mn, in the reference frame of the
principal axes of Di tensor. We find easy-axis anisotropy for all ions, except for Mn2+ and Zn2+,
which is diamagnetic. The last column of the table reports the rhombicity factor

∣∣ei/di∣∣.
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Figure 5.4: Highest-energy crystal-field orbital for each magnetic ion and direction of the local
z-axis for purple Cr7Mn. CH3 groups are not shown for clarity.

Figure 5.5: Structure and calculated exchange integrals in the green rings.

both green and purple Cr7Ni rings are shown in Table 5.4. The diagonal components are
referred to the local principal axes, which are the same also for the zero-field splitting Di

tensor. We find larger ∆g
i

for the purple variant with respect to its green analog. This
difference is induced by the smaller excitation crystal-field energies E ik(n̄) appearing in
the denominator of Eq. 5.11. For the lowest gap we find 15500 (17900) cm−1 in the
green ring and 14700 (16200) cm−1 in the purple one. Values in brackets are determined
from electronic absorption spectra [98]. The larger the crystal field gaps, the smaller the
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magnetic anisotropy, due to less mixing of the ground spin multiplet with the excited
multiplets. This is also reflected by the zero-field splitting tensor: the local

∣∣dNigreen∣∣ =

0.48 meV<
∣∣∣dNipurple∣∣∣ = 0.80 meV. Fig. 5.6 shows the direction of the anisotropy axes

on the Ni ion in the green Cr7Ni compound. A similar situation is found also for the
corresponding purple variant, with the z axis almost perpendicular to the plane of the
ring and the x and y axis which follow the direction of the ligands in the crystal cage
and of the lobes of the highest energy crystal-field orbitals. It is worth noting that the
rhombicity

∣∣eNi/dNi∣∣ is much larger in the purple variant (0.23) than in the green one
(0.06), in agreement with a larger deviation of the structure from an octahedral cage.
This effect leads to a sizeable difference of the in plane components of the g

Ni
tensor.

gxx gyy gzz
green 2.07 (–) 2.08 (–) 2.15 (–)
purple 2.08 (2.18) 2.16 (2.18) 2.28 (2.25)

Table 5.4: Diagonal components of the g-tensor for the Ni2+ ions in green and purple Cr7Ni rings.
Experimental findings (fitted from EPR data) are shown in brackets [98].

Figure 5.6: Direction of the main anisotropy axes for the Ni2+ ion in the green variant of Cr7Ni.
The highest-energy crystal field orbital on the Ni and the ligands surrounding it are also shown,
while the rest of the molecule is only schematically depicted.

5.3 Comparison with experimental results

The models used to fit experimental data [83, 98] assume only two values for the ex-
change couplings (ΓCr,Cr and ΓCr,M ) and two values of the ZFS parameters (dCr, eCr,
dM , eM ), uniform along the ring. A first, immediate comparison of the exchange con-
stants can be done by considering average values:

ΓCr,Cr =
1

6

6∑
i=1

Γi,i+1 , ΓCr,M =
1

2

[
ΓM,1 + Γ7,M

]
.

These are reported in the first lines of Table 5.6 for both green and purple compounds.
Alternatively, we can directly calculate the exchange splittings obtained by diagonaliz-
ing the isotropic part of the spin Hamiltonian deduced from first principles and compare
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them with experimental inelastic neutron scattering peaks [83, 98]. Results are shown in
Table 5.5 and are in good agreement (within a 30 % error) with experiments. Finally, we

Theory Exp S → S′

Purple Cr7Ni 1.81 1.52 1/2→ 3/2
Cr7Mn 2.18 1.49 1→ 2
Cr7Zn 1.20 1.09 3/2→ 1/2

Green Cr7Ni 1.362 1.224 1/2→ 3/2
Cr7Mn 1.678 1.515 1→ 2
Cr7Zn 0.9484 0.842 3/2→ 1/2

Table 5.5: Splitting (in meV) between total spin ground and first excited multiplet S, obtained by
assuming the full pattern of exchange constants calculated from first principles (second column)
and measured by inelastic neutron scattering [83, 98] (third column). The last column indicates
the total spin multiplets involved in the transition.

calculate the effective D and E values (of the whole molecule) for the lowest S > 1/2
multiplet and compare them with experimental findings (when available). Results are
shown in Table 5.6. The agreement is good for D (errors bounded by 33 %), while E is
generally underestimated (but these are very small numbers).

Green
Cr7Ni Cr7Mn Cr7Zn

ΓCr,Cr 1.65 (1.46) 1.65 (1.46) 1.65 (1.43)
ΓCr,M 1.75 (1.70) 1.49 (1.37) 0 (0)
D 0.125 (0.083) -0.143 (-0.095) -0.077 (-0.053)
E 0.007 (–) -0.003 (–) 0.003 (–)

E/D 0.056 (–) 0.023 (–) 0.040 (–)
Purple

Cr7Ni Cr7Mn Cr7Zn
ΓCr,Cr 2.31 (1.72) 2.31 (1.72) 2.31 (1.72)
ΓCr,M 2.32 (2.59) 1.63 (1.03) 0 (0)
D 0.123 (0.079) -0.083 (-0.061) -0.061 (-0.040)
E 0.017 (0.007) -0.006 (-0.0146) 0.003 (0.010)

E/D 0.142 (0.086) 0.073 (0.239) 0.041 (0.264)

Table 5.6: Comparison between the calculated average parameters for the green and purple het-
erometallic Cr7M rings. In brackets results fitted from experimental data (see Ref. [98, 83]) are
shown. All values are in meV.

5.4 Spin density

We finally report (Figure 5.7) a plot of the electron spin-density, for Cr7Ni purple ring.
This is defined, for each ion, as the expectation value 〈Ŝiz(r)〉 = 1

2 〈
∑
m ĉ
†
im↑ĉim↑−ĉ

†
im↓ĉim↓〉

on the ground state. We calculate it by diagonalizing the spin Hamiltonian, with param-
eters deduced ab-initio, in an applied magnetic field. Then we express the ground spin
state, which in the present case is substantially characterized by S = 1/2,M = −1/2, in
second quantization form to compute the desired expectation value and its dependence
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Figure 5.7: Spin density on the ground state of Cr7Ni purple ring, 〈Ŝz(r)〉, in an applied field
perpendicular to the ring of 5 T. The ground state is characterized by S = 1/2,M = 1/2. Isovalues
of 0.005 electrons/a.u. have been used. Different colors correspond to the positive (red) and
negative (blue) values of the spin density. CH3 groups are not shown for clarity.

on spatial coordinates. The picture is similar to that reported in Ref. [100] and obtained
by broken-symmetry calculations on a green Cr7Ni ring.

5.5 Conclusions

Summarizing, we have presented a detailed ab-initio study of two families of AFM Cr7M
molecular rings. The study is performed by means of a recently developed first-principle
approach, which is based on the construction of system-specific many-body models,
written on a basis of localized Foster-Boys orbitals. The method allows us to deduce the
spin Hamiltonian without any a priori assumption on its form and with no free param-
eters. By explicitly including strong correlation effects (not simply at a static mean-field
level) we can calculate the full pattern of exchange and zero-field splitting couplings,
finding a very good agreement with experimental results. Moreover, an analysis of the
super-exchange paths leads to a more detailed understanding of the origin of the ex-
change interactions between neighbouring metal ions, which cannot be inferred from
experiments.
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Controlling and understanding transitions between molecular spin states allows

the selection of the most suitable ones for performing quantum gates. Here we
present a detailed investigation of single crystals of a polynuclear Cr8Zn molec-

ular wheel [101, 102], carried on by analysis of thermodynamic measurements (mag-
netization, torque and specific-heat), nuclear spin-lattice relaxation and 241 GHz Elec-
tron Paramagnetic Resonance (EPR) spectroscopy in high magnetic field. Magnetometry
data, NMR and continuous wave EPR spectra are well reproduced by spin Hamiltonian
calculations.
Having established a sound spin Hamiltonian model, we study the dephasing time (T2)
of some interesting transitions, in correspondence to a well-defined anti-crossing be-
tween states of different total spin. To this aim, we analyze results of pulsed spin echo
experiments. The temperature dependence of T2 down to 1.3 K was modeled by con-
sidering both hyperfine and intermolecular dipolar interactions [102]. In particular, we
evidence that the dipolar contribution is completely suppressed at the lowest temper-
ature. Overall, these results shed light on the effects of the decoherence mechanisms,
whose understanding is crucial to exploit chemically engineered molecular states as a
resource for quantum information processing.

6.1 Decoherence in Molecular Nanomagnets

In order to use MNMs as building blocks of future quantum devices, it is crucial to un-
derstand and control their decoherence [4]. Spin dephasing, which is induced by dipolar
interactions with neighboring electronic and nuclear spins, is the dominant decoher-
ence mechanism at low temperature, where the spin-lattice relaxation rate becomes very
small [103, 104, 105]. This originates from inter-molecular dipolar and hyperfine interac-
tions with the magnetic nuclei. If MNMs are diluted in a non-magnetic matrix or frozen
in solution, the effect of dipolar interactions is strongly suppressed and decoherence is
mainly due to the hyperfine coupling of each molecule with surrounding nuclear spins
[106]. This leads to a dynamics of the nuclear spin-bath which depends on the spin state

83
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of the molecule. Indeed, if we prepare the system in a pure, factorized state of the elec-
tron (|ψ〉) and nuclear spin component (|N 〉) state, represented by the density operator
ρ̂0 = |ψ〉〈ψ| ⊗ |N〉〈N |, the off-diagonal elements of the reduced electron spin density
matrix (coherences) decrease in time because the nuclear configuration |N 〉 evolves dif-
ferently in the different components of |ψ〉. The decay of the coherences occurs on the
timescale of the nuclear spin dynamics (usually tens to hundreds of µs).
In an ensemble of magnetic molecules, another source of dephasing is represented by
the Overhauser field. This random magnetic field yields a renormalization of the molec-
ular energy gaps, resulting from the hyperfine coupling to static but highly disordered
nuclear-spin configurations, differing in the various molecules. Even if faster, these ef-
fects can be removed with spin-echo techniques.
Dephasing effects may also result from internal rotations about bond axes, leading to
nuclear spin flips (spectral diffusion) [30]. The characteristic spin dephasing time (T2)
can be improved by suppressing the unwanted interactions of electronic spins with the
environment. Careful optimization of the molecular species allowed the improvement
of T2 in mononuclear [107, 108, 109, 110] and polynuclear complexes [30, 32], by choos-
ing suitable organic ligands, minimizing nuclear magnetic moments and motional de-
grees of freedom. The effects of the hyperfine interactions on the dephasing in Cr-based
isolated rings have been theoretically considered by taking into account both inhomoge-
neous broadening and electron-nuclear entanglement in Ref. [106].
A characteristic of molecular spin clusters is the presence of anisotropic terms in the
Hamiltonian that may mix different total spin states, thus making accessible otherwise
forbidden EPR transitions. The contribution of such terms to decoherence is not yet stud-
ied, because this information is not accessible for randomly oriented clusters in frozen
solutions. In some cases the orientation of the spin clusters can be preserved after the di-
lution in isostructural diamagnetic matrices [32, 111]. Another approach is provided by
high frequency–high field pulsed Electron Paramagnetic Resonance (EPR) spectroscopy,
which allows the direct investigation of non-diluted single crystals. At low temperature,
the magnetic field can polarize the molecular spins and suppress the dephasing induced
by the spin-bath fluctuations.
In the following, we report a study of the coherent spin dynamics in a single crystal of
[i(C3H7)2NH2][Cr8ZnF9(O2CCtBu)18], hereafter Cr8Zn. Cr8Zn belongs to a family of
heterometallic wheels [112] and is characterized by a cyclic structure with eight Cr3+

ions (sCr = 3/2) and one non-magnetic Zn2+ (Figure 6.1). An analogous Cr8Cd vari-
ant was investigated by magnetometry [113, 114] on powder samples. Its spin structure
shows finite-size effects, that give rise to a non-collinear spin arrangement and to the
accumulation of spin density at the edges of the open wheel [115].

6.2 Model spin Hamiltonian

The pattern of the energy levels of Cr8Zn was previously studied by powder Inelastic
Neutron Scattering (INS) [116]. In zero field, the ground state is a singlet (total spin
S = 0), with first (S = 1) and second (S = 2) excited multiplets respectively separated
by energy gaps of 3.5 K and 12 K.
The thermodynamic properties on a single crystal of Cr8Zn have been investigated by
our coworkers in Modena (prof. Affronte’s group), who performed magnetization, spe-
cific heat and torque measurements (see Section 2.1 for a description of these techniques).
The magnetic energy level structure in the vicinity of the level crossings has also been
probed by NMR nuclear spin-lattice relaxation measurements performed by F. Adelnia
and prof. A. Lascialfari in Pavia. We have interpreted these data on the basis of the spin
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Figure 6.1: Structure of the Cr8Zn molecular wheel. Color scheme: Cr, green; Zn, cyan; F, yellow;
O, red; C, black; N, blue. H atoms omitted for clarity.

Hamiltonian:

Ĥ0 = J

7∑
i=1

ŝi · ŝi+1 + d

8∑
i=1

ŝ2
zi + e

8∑
i=1

(
ŝ2
xi − ŝ2

yi

)
+

8∑
i>j=1

ŝi ·Dij · ŝj + gµBB ·
8∑
i=1

ŝi (6.1)

where ŝi is the spin operator of the ith Cr ion in the ring. In the following we assume that
the site i = 9 is occupied by the Zn2+ ion. The first term describes the isotropic exchange
interactions between nearest neighboring Cr3+ ions, the second and third terms account
for single-ion zero-field splitting. The minimal model assumed here for the non-axial
single-ion anisotropy is a simple effective way to account for the presence of non-axial
terms arising from the non-regular ring structure and/or from the non-collinearity of
local easy axes1. The last term is a Zeeman interaction with the external magnetic field.
Also included are intramolecular magnetic dipole-dipole interactions (fourth term in Eq.
6.1), with couplings Dij calculated in the point dipole approximation (no additional free
parameters).
This model is sufficient to provide a good description of low-temperature magnetization
and specific heat data, which are shown in the next section. They are well reproduced
by choosing J = 1.32 meV, d = −28 µeV and e = 3 µeV, as assumed in Ref. [116] to
fit inelastic neutron scattering (INS). Due to the Zeeman effect, the ground state changes
from |S,M〉 = |0, 0〉 to |1,−1〉, and from |1,−1〉 to |2,−2〉, in applied magnetic fields
(lying in the plane of the ring) of BC1 ∼ 2.15 and BC2 ∼ 6.95 T, respectively (see level
diagram in Fig. 6.2). As shown below, torque measurements at different angles suggest
the presence of a sizeable level-repulsion at BC2, which is not predicted by Hamiltonian
6.1. This is also in agreement with NMR nuclear spin-lattice relaxation rate experimental
results, and can be modeled by adding a Dzyaloshinskii-Moriya (DM) interaction term

1We have checked that a more complex form of the local zero-field splitting tensors (with easy axes tilted
with respect to the normal to the plane of the ring axis and rotated from site to site) yields very similar results
on thermodynamic, as well as EPR measurements.
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Figure 6.2: Energy levels of Cr8Zn single crystal for θ = 90◦. Magnetic field dependence of the
low-lying energy levels of Cr8Zn calculated according to Eq. 6.2, with J = 1.32 meV, d = −28 µeV,
e = 3 µeV and Gz = 16 µeV. The field lies in the plane of the ring (θ = 90◦). The two ground state
level (anti-)crossings BC1 and BC2 are indicated in red, while the excited states level anti-crossing
BC is indicated in blue. The energy of the ground state is set to zero for each value of the magnetic
field.

perpendicular to the plane of the ring, i.e. by assuming

Ĥ = Ĥ0 + ĤDM , (6.2)

with

ĤDM = Gz

7∑
i=1

(
Ŝx,iŜy,i+1 − Ŝy,iŜx,i+1

)
. (6.3)

It is worth noting that, although other ways can be found to obtain an anti-crossing
between S = 2 and S = 1 multiplets, this mechanism is able to reproduce the correct an-
gular dependence (see discussion below). In addition, we stress that the introduction of
ĤDM with Gz determined from torque measurements, does not alter the interpretation
of other experimental results. Indeed, EPR, magnetization and specific heat data can be
fitted also with the simplified model of Hamiltonian 6.1 and are only marginally affected
by the introduction of ĤDM .
The field-dependence of the energy levels, calculated by using Hamiltonian 6.2, is shown
in Fig. 6.2. This model yields a very small ground state anti-crossing at BC1 and a size-
able one at BC2. The excited states level anti-crossing BC shown in the blue circle of
Fig. 6.2 is also predicted and experimentally verified by specific heat and NMR mea-
surements.

6.3 Thermodynamic measurements

Magnetization M(B) and specific heat C(B) measurements have been performed in
house (by A. Ghirri and co-workers in Modena) by means of a cryomagnetic system
with 3He insert, that allows to reach temperatures as low as 0.3 K and a superconduct-
ing coil operating up to B = 7 T. All measurements have been done on Cr8Zn single
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crystals. Magnetization was measured by Hall probes made of 2DEG semiconducting
heterojunctions. Heat capacity was measured by the relaxation method using two-τ
constants in a commercial set-up. High Field torque and heat capacity measurements
have been performed at LNCMI laboratory in Grenoble (F). For torque measurements, a
CuBe cantilever was used, as described in Ref. [72] and in Sec. 2.1. The experimental ap-
paratus was sensitive to the y component of the torque vector (ty) acting on the sample
in a magnetic field B, which was applied in the xz plane at an angle θ from z, that is the
axis perpendicular to the Cr8Zn ring’s plane. Rotations of the sample were performed
around the y axis [see inset Fig. 6.5-(a)].

6.3.1 Magnetization

We first present the experimental results for the magnetization versus field at low tem-
peratures, with the magnetic field lying in the plane of the ring (θ = 90◦). A clear steplike
increase in magnetization is observed for temperatures up to 1 K, while at T = 2 K the
magnetization is approximately proportional to the field [Fig. 6.3-(a)]. At low magnetic

Figure 6.3: Magnetization vs magnetic field. Magnetic field dependence of the magnetization (a)
and of dM/dB (b) measured at T = 0.4, 0.6, 0.8, 1, 2 K, with the magnetic field applied in the plane
of the ring (θ = 90◦). Solid lines show the theoretical calculations resulting from Hamiltonian
6.2, with a Gaussian distribution of the exchange constants (J-strain) with standard deviation
σJ = 0.04 J .

fields (B < BC1), M is observed to be zero as a direct evidence of a singlet ground state,
while the magnetization rapidly increases at 2.15 and 6.95 T, corresponding to the first
and second ground state level crossings.
The calculations of M vs B and of dM/dB are reported in Figs. 6.3-(a) and 6.3-(b), re-
spectively (solid lines). As stated above, even if the effect of the additional DM term
(see Eq. 6.3) on the magnetization is found to be negligible, the theoretical (continu-
ous) curves reported in Fig. 6.3 are calculated by numerically diagonalizing the full spin
Hamiltonian 6.2. We note that the measured peak in dM/dB centered at BC2 appears to
be broader than the one centered at BC1. This could be due to a distribution of parame-
ters in the spin Hamiltonian resulting from some local disorder (J-strain). In particular,
different molecules in the crystal could have slightly different values of J . This, in turn,
implies a distribution of values of the crossing fields centered at the nominalBC1 orBC2.
Notice that the effect of J-strain is much more pronounced in the proximity of BC2 than
BC1, since the exchange energy gap between the S = 2 and S = 1 multiplets (which
cross at BC2) is about three times the exchange energy gap between the S = 1 and S = 0
multiplets, involved in the crossing at BC1. Hence, we observe a change induced by a
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given variation of J three times as large on BC2 with respect to BC1, i.e. ∂BC2

∂J ≈ 3∂BC1

∂J .
This behavior explains the much more pronounced broadening of the peak at BC2 when
compared to the one at BC1. We have reproduced this broadening by introducing a
Gaussian distribution of the exchange constant J , with standard deviation σJ = 0.04 J ,
in line with what assumed for Cr7Ni in Ref. [87]. The reported value of σJ was also
used to fit the broadening effects in the torque and in the NMR nuclear-spin-relaxation
measurements, as will be shown in the following sections.

6.3.2 Specific Heat

Measurements of specific heat at low temperature as a function of the external magnetic
field has been proved to be very useful to investigate level crossing effects also in the
presence of a gap at the crossing field leading to a level anti-crossing (see Section 2.1).
The experimental results on a single crystal of Cr8Zn with the magnetic field applied in

Figure 6.4: Specific Heat vs magnetic field. (a) Magnetic field dependence of the specific heat
measured at T = 0.4, 0.6, 0.9 K, with θ = 90◦. (b) Specific heat as a function of magnetic field at T
= 0.45 K. The solid lines represent the specific heat calculated with the energy levels determined
from the diagonalization of Hamiltonian 6.2, by including both the DM interaction (which induces
a level repulsion at BC2) and J-strain effects.

the plane of the ring (θ = 90◦) are shown in Fig. 6.4-(a) at three different temperatures
(points), and compared to the simulated behavior (lines), obtained from the eigenvalues
of the spin Hamiltonian 6.2. As can be seen, the theoretical curves are in good agree-
ment with the experimental results. The small disagreement found for the peak at T =
0.4 K at high magnetic field is within the experimental accuracy, considering that a small
temperature drift is possible at such low T. The uncertainty in the subtraction of the
non-magnetic background contributing to the specific-heat (which is a particularly hard
task) limits the precision in determining the size of a possible anti-crossing in the ground
state. The minimum at BC1 = 2.15 T is in good agreement with the curves calculated
from the spin Hamiltonian 6.2. Moreover, the experimental evidence of level-repulsion
between the excited multiplets S = 2 and S = 0 atBC = 4.5 T (see minimum in Fig. 6.4-(a)
at T = 0.4 K) is well reproduced by our model, as it can be observed in the level scheme
reported in Fig. 6.2 (blue circle).
In order to gain deeper insight on the energy gap evolution for the second level crossing
field, we have also analyzed heat capacity measurement up to 10 T at low temperature,
performed at the High Magnetic Fields Laboratory in Grenoble. We find again a good
agreement between experimental data and the theoretical curves [Fig. 6.4-(b)], obtained
from the spin Hamiltonian 6.2. The anti-symmetric exchange interaction (Eq. 6.3), which
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induces a sizeable anti-crossing, as well as the Gaussian broadening of the exchange con-
stants are responsible for the non-zero value of the specific heat at BC2. The additional
broadening of the fourth experimental peak can be ascribed to heating of the sample
while increasing the magnetic field.

6.3.3 Torque

In order to get independent information on the ground state level crossings, we have in-
vestigated torque measurements at different angles. As shown in Fig. 6.5-(a), the exper-
imental magnetic torque signal at T = 50 mK presents the typical step-like behavior due
to the transitions of the ground state to multiplets with progressively higher S values
[73]. Torque measurements at high field show the presence of a small peak for an angle

Figure 6.5: Torque vs magnetic field at different angles. Magnetic torque signal taken at the High
Magnetic Fields Laboratory in Grenoble on Cr8Zn single crystal at T = 50 mK: (a) experimental
data (inset: experimental set up); (b) theoretical simulations.

θ = 49.9◦, which is absent at the other reported angles (−2◦, 9◦). A peak in the torque
suggests the presence of an avoided crossing [74]. An anti-crossing between S = 2 and
S = 1 multiplets (with the correct angular dependence) can occur due to the presence
of a small (but finite) Dzyaloshinskii-Moriya interaction [117]. Other mechanisms can
induce a level repulsion at BC2, such as the introduction of local anisotropy axes slightly
tilted from the z-axis of the magnetic field or the assumption of non-uniform di values.
However, we have checked that the angular dependence of the anti-crossing, together
with the size of the induced gap, are not easily reproduced by Hamiltonians taking into
account the tilting of local anisotropy axes and/or non-uniform values of di. Conversely,
the inclusion of a Dzyaloshinskii-Moriya (DM) term (Eq. 6.3) in the spin Hamiltonian
leads to the appearance of a peak in the simulated torque at 49.9◦ which is very small or
absent at the other measured angles, as shown in Fig. 6.5-(b).
For simplicity we have not included Gx and Gy component of the DM interaction, since
their contribution to the anti-crossing is very small. A good fit (Fig. 6.5) is obtained
by fixing Gz = 0.016 meV = 0.012 J . This is in agreement with the theoretical model
[118], which predicts G ≈ 2−g

2 J . Since for Cr3+ g = 1.98 we should expect G ≈ J/100,
which is close to the fitted parameter. The situation is different from the odd-numbered
open-ring Cr7Zn, in which a sizeable S-mixing and level repulsion is induced by uni-
form single-ion and axial anisotropies [73]. In Fig. 6.6 we also plot the experimental data
(a) of the torque at various temperatures and the results of the theoretical calculations
(b). We note that the experimental peaks are well reproduced by assuming the Gaussian
distribution of the exchange constants discussed above, with σJ = 0.04 J . The introduc-
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Figure 6.6: Torque vs magnetic field at different temperatures. Field dependence of the torque
signal taken at θ = −2◦ on Cr8Zn single crystal for several temperatures, reported in the legend:
(a) experimental data; (b) theoretical simulations.

tion of J-strain allows us to obtain theoretical peaks with broadening in agreement with
the experimental one (in contrast to the narrower peaks given by calculations when this
effect is neglected).

6.4 Nuclear Spin-Lattice Relaxation rate

Results obtained from thermodynamic measurements are also confirmed by proton nu-
clear spin-lattice relaxation rate (NSLR) near the level crossings BC1 and BC2. A discus-
sion of NSLR in molecular nanomagnets and of its link to electronic relaxation can be
found in Ref. [119, 120]. Following Ref. [121], here we will adopt the following expres-
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Figure 6.7: NSLR. 1H spin-lattice relaxation as a function of magnetic field in Cr8Zn at T = 1.7
K. The solid line is the fit according to Equation 6.4, including (red) or neglecting (black) J-strain
effects. The red fit is able to better reproduce the line-shape, by assuming smaller gaps, in agree-
ment with the model Hamiltonian 6.2 and with thermodynamic measurements. The inset is a
zoom close to the second level crossing.
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sion for the NSLR:

1

T1
= χTA2

[
Γ1(T )

Γ1(T )2 + ω2
L

+
Γ2(T )

Γ2(T )2 + (ωL −∆i)2

]
. (6.4)

The first contribution is the quasi-elastic term which arises from the fluctuations of the
magnetization of the molecule. These fluctuations are due to spin-phonon interaction
and are modeled with a Lorenzian spectral density function at the Larmor frequency
ωL, with broadening Γi. The second term is the inelastic contribution which arises from
direct transitions between nuclear Zeeman states accompanied by a transition in the
magnetic state of the molecule, with broadening Γ2. This term is important only very
close to a level crossing and becomes dominant when the gap ∆i is of the order of the
broadening Γ2. The constantA2 in Eq. 6.4 is the average square of the dipolar interaction
between protons and magnetic ions and is temperature and field independent. In the
case of Cr8Zn the term χT in Eq. 6.4 is also a constant since we are considering NMR
measurements at fixed temperature (1.7 K) and the susceptibility χ = dM/dB is almost
field independent at this temperature [see red curve in Fig. 6.3-(b)]. This situation is
clearly distinguished from the one found in Cr8 where the field dependence of χT leads
to a peak at level crossing with both elastic and inelastic contributions, which are thus
difficult to separate [121].
The NSLR experimental results as a function of the external magnetic field are shown in
Fig. 6.7. The peaks at the level crossings can be fitted by Eq. 6.4 with the gap between
the ground and the first excited state expressed as

∆i =
√
δ2
i−1,i + [gµB (BCi −B)]

2
, (6.5)

where i = 1, 2 for the first (BC1) and second (BC2) level crossing, respectively. δi−1,i

represents the level repulsion gap leading to a level anti-crossing. If J-strain effects are
completely neglected, the experimental data can be fitted but large values of the anti-
crossing gaps (black line in Figure 6.7) must be assumed: δ01 = 0.09 K and δ12 = 0.56 K,
which are not in agreement with the thermodynamic results and the theoretical predic-
tions. Thus we decided to include in the fitting the effect of J-strain due to a distribution
of J values, as described in Sec. 6.3. We performed a fit (red line in Fig. 6.7) based on
Eq. 6.4, by assuming a distribution of the crossing fields, BC1 and BC2, induced by the
Gaussian distribution of the exchange constants discussed above, with standard devi-
ation σJ = 0.04 J . The values of the anti-crossing gap obtained from the fit are now
in agreement with those predicted by the model (Eq. 6.2) used to explain torque mea-
surements: δ01 = 0.01 K at BC1 and δ12 = 0.19 K at BC2. Furthermore, the inclusion of
J-strain explains the significantly more pronounced broadening of the peak atBC2 when
compared to the one at BC1 (see full points in Fig. 6.7). The value of BC1 which fits the
first peak in Fig. 6.7 is 2.15 T, in good agreement with that derived from magnetization
and specific heat, while the second peak is centered at 6.8 T. This value is slightly lower
than the one inferred from thermodynamic measurements (6.95 T), but still compatible
since magnetic field steps are spaced 0.1 T apart.
It is interesting to note that the order of magnitude of Γ1 = 1.4×106 rad/s, as determined
above for the quasielastic contribution, is close to the one obtained from extrapolating at
low temperature the temperature dependence of the correlation frequency derived from
the analysis of the NSLR results in Cr8 and Cr8Zn [122] at higher temperature. This com-
parison indicates that far from level crossing the NSLR is determined at all temperatures
by the phonon-induced relaxation dynamics. Also the value of A2 = 0.14× 1012 rad2/s2
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is in reasonable agreement with the one obtained in Cr8 [121]. The values of the inter-
action parameter A2 and of the broadening parameter Γ1 are the same at both the first
and the second level crossing. χT = 0.46 emu K/mol is obtained from the magnetiza-
tion measurements. Finally the value of Γ2 depends on the examined peak. We obtain
Γ2 = 2.4×1010 rad/s for the first level crossing and Γ2 = 0.2×1010 rad/s for the second.

6.5 High-frequency EPR

The energy level structure of Cr8Zn probed by thermodynamic, INS and NMR mea-
surements was also explored by means of 241 GHz continuous wave EPR spectroscopy.
Moreover, pulsed spin echo experiments are used to probe the coherent spin dynam-
ics of mixed total-spin states. Measurements were performed on single crystals by A.
Ghirri, H. van Tol and S. Hill at the National High Magnetic Field Laboratory (NHMFL),
in Tallahassee, Florida (USA). Differently from thermodynamic measurements, contin-
uous wave (cw) and pulsed EPR experiments were performed on hexagonal crystals
which contain two molecules per unit cell. For the measurements presented in Figure
6.8, the magnetic field (B) was applied at an angle of θ = 15◦ and 75◦ with respect to the
normal to the wheels. Cw-EPR spectra measured at 2.5 K on a single-crystal of Cr8Zn
show three EPR transitions between 8 and 10 T, whose resonance fields and intensities
differ for θ = 15◦ and 75◦ (Figure 6.8). A further (weak) excitation is visible at 4.3 T. The
cw-EPR study at different temperatures (Figure 6.9) suggests that the resonances at 8.4
T and 9.1 T (θ = 15◦) originate from the S = 2 state, which is the ground multiplet at
these fields. The experimental spectra are reproduced by the same spin Hamiltonian

Figure 6.8: cw-EPR spectra measured at 241 GHz and different angles. Black and red lines re-
spectively display experimental and simulated spectra. (Figure used with permission from Ref.
[102].)

6.1 used to interpret thermodynamic measurements (see previous section) and INS data
on a deuterated Cr8Zn variant [116]. Here we prefer to keep the model as simple as
possible, neglecting the DM term 6.3. In fact, we have checked that its inclusion in the
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Figure 6.9: cw-EPR spectra at several temperatures measured at 241 GHz on a Cr8Zn single crystal
(θ = 15◦). Black and red lines respectively correspond to experimental and simulated spectra.

spin Hamiltonian only marginally affects the simulated spectra. A good fit to the exper-
imental data is found with J = 1.23 meV, d = −28 µeV, e = 3 µeV and g = 1.98 (Figure
6.8)2. These parameters are close to those reported for other Cr8Zn [116] and Cr8Cd
[113, 115] derivatives3. Figure 6.10-(a) shows the pattern of the lowest-lying energy lev-
els calculated for θ = 15◦. As in Cr8Cd crystals [115], there is a level anti-crossing at
about 8.5 T, which is due to the mixing of the total spin eigenstates |S,M ′〉 = |0, 0〉 and
|2,−1〉, beingM ′ the component of the total spin along B. This feature emerges as a com-
bined effect of zero-field splitting (see Eq. 6.1) and a finite transverse field component
(θ 6= 0◦). The comparison between experimental and calculated spectra allows the label-
ing of observed EPR transitions [Figures 6.8 and 6.10-(a)]. Resonance A is a transition
with ∆M = 2 between |1,−1〉 and |1, 1〉, which is possible for θ 6= 0◦. At higher field,
two resonances, labeled B and C, are observed near the anti-crossing at 8.5 T. The tran-
sitions calculated from the SH 6.1 are (apart from small corrections) from the ground
state |2,−2〉 to the mixed state α|0, 0〉+ β|2,−1〉. At different magnetic field, the relative
composition of the mixed state varies and the simulations indicate 0.77|0, 0〉+0.64|2,−1〉
for B, and 0.37|0, 0〉+ 0.93|2,−1〉 for C. The compositions in terms of different total-spin
states directly reflect the significantly different observed intensities. Indeed, the larger
intensity of the C transition results from the larger component of the magnetic |2,−1〉
state in the excited level. Lastly, the fourth resonance (D) belongs to excited multiplets,
and therefore is weak at low temperature.

6.6 Decoherence mechanisms probed by pulsed-EPR

Efficient suppression of electron spin bath fluctuations without dilution requires the po-
larization of the Cr8Zn crystal [103]. In Figure 6.10-(b) we report the Boltzmann pop-

2To account for the relative intensity of the measured peaks we have assumed a crystal misalignment of 3◦

with respect to the directions perpendicular (15◦) and parallel (75◦) to the hexagonal face.
3The zero field splitting parameters are the same reported in Ref. [116] for the deuterated Cr8Zn variant,

while a slight reduction of J (less than 7%) has been applied to fit EPR spectra.
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Figure 6.10: (a) Calculated energy levels as a function of B (θ = 15◦). The vertical black lines are
the observed EPR transitions. The horizontal dashed line indicates the frequency of the microwave
excitation (241 GHz). (b) Population of the lowest lying energy levels as a function ofB, calculated
for T = 1.5 K (solid lines) and 2.5 K (dashed lines). (Figure used with permission from Ref. [102].)

ulation Pi = e−Ei(B)/kBT /Z of the lowest-lying energy levels as a function of B. Here
Ej are the eigenvalues of Hamiltonian 6.1. In the range 8 - 12 T the population of the
ground state |2,−2〉 is maximized. In correspondence to the resonance field of B and
C, it reaches respectively 0.84 and 0.94 at 1.5 K. At 2.5 K, these values decrease to 0.69
and 0.73 respectively, showing a steep reduction within a temperature range of 1 K. The
nuclear spin bath, conversely, is not polarized and can be assumed to be in an infinite-
temperature state.
Spin-echo experiments have thus been performed with the two-pulse Hahn echo se-
quence (π/2 − τ − π − τ−echo), to investigate the coherent dynamics of transitions B
and C. The echo-detected EPR spectrum was measured initially as a function of B [Fig-
ure 6.11-(a)]. The duration of the pulses was adjusted to maximize the echo signals, and
the π/2 pulse typically ranged between 140 ns and 200 ns. Because the corresponding
excitation bandwidth of the applied pulses (∼ 0.15 mT) was much smaller than the EPR
line-width, a very small fraction of the Cr8Zn spins were actually manipulated in the
T2 measurements. The transitions in the echo-detected EPR spectrum match the low
temperature cw-EPR spectra in Figure 6.8, and are labeled accordingly. At 1.35 K we
observed a significant enhancement of the echo signal with respect to the 2.17 K data.
The transition C is still the strongest, while the intensity of B is about one third [Figure
6.11-(a)]. The transition D is barely visible as it arises from excited states.
The decay of the echo intensity, measured by varying the delay 2τ , can be fit with
a mono-exponential function I = I0e

−2τ/T2 [Figure 6.11-(b)], from which we derived
T2(B) = 657 ns and T2(C) = 475 ns from least-square fitting. The two transitions thus
have similar decay rates with a ratio T2(B)/T2(C) ≈ 1.4 at the lowest temperature, which
is reasonable for the not too different composition of the involved states. Spin echo mea-
surements were repeated for 1.35 < T < 2.17 K, and the rate 1/T2 extracted from the
mono-exponential fits was plotted as a function of T [Figure 6.11-(c)]. We note that 1/T2

has a somewhat stronger temperature dependence for C than for B. In the following we
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discuss this behavior on the basis of a model for decoherence in molecular spin clusters.
In the case of non-diluted single-crystals of Fe8 in high magnetic field, the dominant re-
laxation mechanism has been ascribed to collective excitations mediated by intermolec-
ular dipolar interactions and by phonons, while the contribution from nuclei was esti-
mated to be low [103, 104]. In the examined magnetic field range, Cr8Zn has a S = 2
ground state. Thus the intermolecular dipolar interaction is significantly reduced in
comparison to Fe8 (S = 10). However, its effects are still present in a non-diluted crystal,
as suggested by the strong temperature dependence of the echo decay in the range 1.35
- 2.17 K [Figure 6.11-(c)].
To model the spin echo decay in a single-crystal of Cr8Zn we have considered the ef-
fect of dipolar intermolecular and hyperfine interactions, and the phonon contribution.
However, using the magneto-elastic coupling constant determined for Cr8 and Cr7Ni
parent compounds [123], we find that the latter gives a negligible contribution. The
phonon contribution to the spin-echo decay was investigated within the theoretical frame-
work of Ref. [119] and based on the irreversible evolution of the density matrix produced
by spin-phonon interactions. Since we deal with times much longer than those character-
izing the coherent dynamics, we can apply the secular approximation and decouple the
evolution of the diagonal terms of the density matrix from the off-diagonal ones. Within
this picture, we consider as the main source of relaxation the modulation of local crystal
fields by phonons, which can be modeled in terms of the rate matrix W , whose matrix
elements Wst represent the probability per unit time of a transition between the eigen-
states |t〉 and |s〉 of the molecular Hamiltonian. By assuming a spherically symmetric
magnetoelastic coupling of each ion, we obtain:

Wst = γ2π2∆3
stn (∆st)

8∑
i,j=1

∑
q1,q2=x,y,z

〈s|Ôq1,q2(ŝi)|t〉〈t|Ôq1,q2(ŝj)|s〉, (6.6)

where n(x) =
[
e~x/kBT− 1

]−1
, ∆st = (Es − Et) /~ and Ôq1,q2(ŝi) = (ŝq1,iŝq2,i + ŝq2,iŝq1,i) /2

are quadrupolar operators. γ is proportional to the spin-phonon coupling strength (as-
sumed to have spherical symmetry), and in AF rings is usually determined by fitting
NMR data. By using the same value of γ obtained in [123] for Cr7Ni, we find that
phonons give only a marginal contribution to level lifetimes at low temperature (2.2
K or lower)4.
We thus focus on the other mechanisms of decoherence. Each Cr8Zn molecule experi-
ences the combined effects of the external magnetic field and a random time-dependent
field resulting from the surrounding electron and nuclear spins. The decay of the echo
intensity is due primarily to this time-dependent field which, in contrast to static effects,
cannot be refocused by spin-echo techniques. As the measurements were carried out
in high magnetic fields, single spin-flip processes are suppressed by the large Zeeman
energy gaps, and spin bath fluctuations are dominated by energy-conserving flip-flops
transitions between single-molecule eigenstates |j〉 and |k〉. These occur with a probabil-
ity proportional to the product of their populations Pj = e−Ej/kBT /Z at temperature T
[103]:

1

T2
= C

∑
j>k

Mj,kPjPk + Γ. (6.7)

4We define the s-level lifetime as τ (s)life = −W−1
ss =

[∑
tWts

]−1. Then the phonon contribution to the

dephasing rate 1/T2 is (1/τ
(s)
life + 1/τ

(t)
life)/2
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Figure 6.11: (a) Echo-detected EPR spectrum measured at 1.35 K and 2.17 K (θ = 15◦). (b) Decay of
the integrated echo area measured at 8.436 T (transition B, red squares) and 9.116 T (transition C,
black circles). Solid lines show the fit to a single-exponential function. (c) Temperature dependence
of the decay rate 1/T2 extracted for transitions B and C. (Figure used with permission from Ref.
[102].)
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To account for inter-molecular interactions while keeping the model as simple as pos-
sible, we follow Ref. [103] and represent each molecule as a magnetic dipole of spin S.
Within this approximation, the matrix elements Mj,k are given by:

Mj,k =
∣∣∣〈jk|Ŝx′1Ŝx′2 + Ŝy′1Ŝy′2|kj〉

∣∣∣2 (6.8)

where x′ and y′ are orthogonal to B and |jk〉 ≡ |j〉 ⊗ |k〉 is the tensor product of single-
molecule eigenstates |j〉 and |k〉, belonging to a pair of dipolar-interacting molecules,
namely 1 and 2. Other terms bilinear in the spin operators are not included, because they
do not induce energy-conserving flip-flop transitions. Γ is a temperature-independent
term, which originates from the interaction with the magnetic nuclei.
The temperature dependence of 1/T2 predicted by this model is shown in Figure 6.11-(c).
Here C and Γ are transition dependent fitting parameters. To reduce the number of free
parameters we assumed the same C/Γ ratio for both transitions. Given the simplicity
of the model, the agreement is remarkably good and reproduces the correct temperature
dependence. At low temperature, decoherence is mainly due to the hyperfine interaction
(Γ term in Eq. 6.7) and we obtain ΓB = 1.30 MHz, ΓC = 1.97 MHz, while the dipolar
contribution almost vanishes at 1.35 K. From the fitting we also find C = 220 MHz for
transition B, properly scaled to 333 MHz for transition C (keeping the C/Γ ratio fixed on
the two transitions). These numbers are in reasonable agreement with previous findings
(C = 34 MHz) for the dephasing rates of S = 1/2 free radicals [124]. We note that C
crucially depends on the molecular concentration and on the spin of the magnetic units
(S = 2 in the examined case), which determines the strength of the fluctuations of the
bath field. The measured T2 is comparable to the one measured for diluted and non-
perdeuterated Cr7Ni and Cr7Mn rings [105], confirming that, at 1.35 K, the spin bath
fluctuation is effectively suppressed. Conversely, the decay of T2 upon increasing the
temperature is caused by inter-molecular electron dipole-dipole interactions.

6.7 Conclusions

In conclusion, we have investigated the level structure of Cr8Zn by means of low temper-
ature magnetization, specific heat, torque, NMR 1/T1 and continuous wave EPR mea-
surements. Results are interpreted on the basis of a spin model Hamiltonian, which
confirms previous INS studies on the same compound. High-frequency pulsed electron
paramagnetic resonance has been used to probe two different 241 GHz EPR transitions in
a single-crystal of Cr8Zn. The 1/T2 dephasing rate, measured by spin echo experiments,
shows similar values for two examined EPR transitions involving superposition of dif-
ferent total-spin states. On the basis of a theoretical model that includes intermolecular
dipolar and hyperfine interactions, we correctly reproduce its temperature dependence.
By applying a high magnetic field we show that the effect of dipolar interactions is com-
pletely suppressed at the lowest temperature, even in a non-diluted crystal. These results
clarify the origin of decoherence mechanisms in molecular clusters and show how these
can be coherently manipulated by high frequency-high field EPR.

The content of this chapter was published in J. Chem. Phys. 143, 244321 (2015) (Ref. [101])
and J. Phys. Chem. Lett. 6, 5062 (2015) (Ref. [102]).

http://scitation.aip.org/content/aip/journal/jcp/143/24/10.1063/1.4938086
http://pubs.acs.org/doi/abs/10.1021/acs.jpclett.5b02527
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Odd-numbered anti-ferromagnetic (AF) molecular wheels are prototype systems to

study the effects of spin frustration. Here we investigate the spin dynamics of
two odd-number odd-electron rings (Cr8Mn and Cr9, both synthesized by prof.

Winpenny’s group in Manchester) exhibiting competing exchange interactions that lead
to a S = 1/2 ground state. The study is carried on by analyzing the results of Inelastic
Neutron Scattering measurements.
Geometrical magnetic frustration is a well-known issue in bulk compounds and it occurs
when the classical magnetic energy cannot be simultaneously minimized for all individ-
ual two-spin interaction terms [125]. As pointed out by Schnack [126], there exist two
different approaches to frustration. The first one considers the graph of interactions be-
tween the participating spins, thus classifying all systems with competing interactions as
frustrated. The second approach shifts the attention on the properties arising from frus-
tration. In this respect, the degeneracy of the ground state is an essential requirement.
This can be considered as the most strict definition of frustration in the field of molecu-
lar magnetism and is due to O. Kahn. The two viewpoints can be partially reconciled by
Schnack’s definition, which considers frustration as the opposite of bipartiteness.
As a first approximation, all the here examined systems can be described by the Heisen-
berg Hamiltonian: Ĥ =

∑
i,j Ji,j ŝi · ŝj . Hence, following Lieb, Schultz, and Mattis [127],

a spin system is called bipartite if it can be decomposed into subsystems A and B such
that all the exchange parameters fulfil JiA,jB ≥ γ2, JiA,jA ≤ γ2, JiB ,jB ≤ γ2. Here iA (iB)
indicate metal ions belonging to sublattice A (B), γ is a real number which determines
the partition and AF interactions are represented by positive exchange parameters.
Usually only nearest neighbors exchange interactions are relevant. Hence, Kahn’s def-
inition only applies to odd rings with half integer spins, exhibiting a perfectly regular
pattern of interactions (Ji,j ≡ J for each pair of nearest neighbors on the wheel). Indeed,
in the case of homometallic rings consisting of ions with half-integer spins, this condi-
tion leads to a degenerate ground state. A physical consequence of a degenerate ground
state is that these spin systems are very likely to be perturbed by small interactions, be-
yond isotropic exchange. Conversely, Schnack’s definition extends the classification of

99
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frustrated systems to AF odd rings with integer spins or with a not degenerate S = 1/2
ground state, thus including some heterometallic complexes (with the proper pattern of
exchange interactions).
Due to the presence of a degenerate ground state, the synthesis of large, regular odd-
membered rings is particularly hard. In fact, the system tends to rearrange its structure
in order to remove that degeneracy, ending up with a lower-energy ground state. Con-
sequently, only a few examples of odd-membered rings are known. Moreover, most of
them are heterometallic, thus breaking the ideal Cn geometrical symmetry. This is the
case for the here reported Cr8Mn (Section 7.1), which is frustrated according to Schnack’s
definition, and for the previously studied Cr8Ni, which was visualized as a magnetic
Möbius strip [128, 129, 130].
The study of odd homometallic rings is restricted to metal triangles [131, 132], a small
number of pentagons, a single heptagon [133] and some Fe9 [134] and Cr9 [99, 135, 136,
137] enneagons. However, all of them show a significant gap between the lowest spin
multiplets, thus being excluded from Kahn’s categorization. Here we report (Section 7.2)
the study of a regular Cr9 variant. Our analysis of INS data, collected by T. Guidi at ISIS
facility, show that the molecule has a pair of S = 1/2 spin states at low energy, separated
by only 1.25 K. Hence, the dynamics of the system above 2 K can be practically described
as that of a Kahn frustrated enneagon.

7.1 Cr8Mn spin dynamics probed by INS

In this section we report the study of a heterometallic nine metal ring, [H2Ni(C3H7)2]
[Cr8MnF9(O2CtBu)18] (in the following Cr8Mn), which has both an odd number of metal
ions and an odd number of electrons. The structure is shown in Fig. 7.1. We derive the
microscopic spin Hamiltonian and the energy spectrum of this molecule by analyzing
magnetisation and INS measurements collected by M. Baker in Grenoble (ILL facility).
Finally, we exploit the experimentally parameterized Hamiltonian model to investigate
the ground state of Cr8Mn and find that the internal spin structure fluctuates between
opposite chiralities [138].

7.1.1 Magnetic measurements

At both 2 and 4 K the magnetization increases with applied magnetic field without reach-
ing saturation within the measured range up to 7 T [Figure 7.2-(b)]. At 300 K χT = 16
cm3 K mol−1, slightly less than the calculated value of 18.78 cm3 K mol−1 for eight un-
coupled s = 3/2 and one s = 5/2 spin with gCr = 1.96 and gMn = 2.0. On decreasing
temperature the molecular susceptibility (χ) steadily increases before flattening off at
around 25 K at a value of around 0.17 cm3 K mol−1, indicating the presence of a signifi-
cant antiferromagnetic exchange interaction. At lower temperatures χ increases rapidly
confirming the expected non-zero spin ground state. Magnetic data are well reproduced
by the spin Hamiltonian:

Ĥ = JCrCr

7∑
i=1

ŝi · ŝi+1 + JCrMn (ŝ1 · ŝ0 + ŝ8 · ŝ0) + gCrµBB ·
8∑
i=1

ŝi + gMnµBB · ŝ0, (7.1)

where ŝ1 to ŝ8 represent Cr sites with spin 3/2 and ŝ0 represents Mn with spin 5/2; JCrCr
is the isotropic exchange interaction between nearest neighbor Cr-sites and JCrMn is the
isotropic exchange interaction between the Mn site and its neighboring Cr-sites. The
structural similarity of Cr8Mn with other Cr based rings provides a well-defined starting
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Figure 7.1: The structure of Cr8Mn in the crystal. Methyl-groups excluded for clarity. H-atoms
excluded for clarity except those on the ammonium cation. O-atoms shaded, C-atoms open circles.
(Figure used with permission from Ref. [138].)

point. The nearest neighbor Heisenberg exchange couplings, JCrCr and JCrMn, are the
dominant terms in the Hamiltonian; there is no justification for including longer range
couplings. The magnetic data can be fitted with the parameters: JCrCr = 1.32 meV,
JCrMn = 1.28 meV, gCr = 1.96 and gMn = 2.0.

7.1.2 Inelastic Neutron Scattering

INS energy spectra were measured with an incident neutron wavelength of 5.0 Å on
the FOCUS spectrometer at 1.5 and 6.0 K and then on IN5, to probe a wider dynamical
range and enhance the energy resolution. Several magnetic excitations are clearly re-
solved. Comparison of the spectra at different temperatures indicates a weak excitation
in the shoulder of the elastic scattering line, labeled I (Figure 7.3a). Subtraction of 1.5
– 6.0 K data (inset of Figure 7.3b) indicates that this excitation comes from the ground
state (cold) and is centered at approximately 0.42 meV. An excitation centered at 1.22
meV, labeled II, also shows greatest intensity at the base temperature. Two excitations
emerge on increasing the sample temperature to 6.0 K, labeled i and ii at 1.7 and 2.0 meV,
respectively (Figure 7.3c). These two excitations originate from a low-lying excited state
and involve transitions to further excited states at higher energies. A high resolution (8.0
Å) instrument setting enables the clear separation of transition I from the elastic line and
at 6.0 K the equivalent excitation is also observed at negative neutron energy transfers
(Figure 7.3b). The temperature dependence of I and II clearly identifies the transitions
as cold excitations. With a shorter neutron wavelength of 3.2 Å additional cold exci-
tations labelled III and IV are accessed (Figure 7.3c), with peak centers at 2.5 and 3.6
meV respectively. From Figure 7.3a it becomes evident that transition II exhibits a slight
asymmetry, which is not evident for transition I. The neutron momentum transfer of II
has a maximum at 1.2 Å−1 (Figure 7.3d), consistent with the intermetallic distance be-
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Figure 7.2: Magnetic measurements on polycrystalline samples of Cr8Mn. (a) χ and χT against
T recorded in a 0.1 T applied field. (b) M versus B measured at 2 and 4 K. (Figure used with
permission from Ref. [138].)

tween nearest neighbor metal ions within the Cr8Mn ring, relating to strong correlations
between neighboring spins within the cluster.
The exchange parameters used to reproduce magnetization data also allow us to simu-
late the main INS features. However to obtain the precise position for INS transition I
and to correctly describe the splitting of transition II, an additional exchange parameter
needs to be introduced. The simplest choice, which also keeps the overall C2 symmetry
of the Hamiltonian, is to introduce the additional free parameter between Cr ions ŝ4 and
ŝ5. Increasing slightly the exchange between these two ions by J4−5/JCrCr = 1.05 brings
the simulated INS peak I into position with the measured results and well reproduces
the asymmetry of transition II. Since the measured transitions are much broader than
expected from the instrument resolution, the width of the peaks (assumed to be Gaus-
sian) has been determined by fitting the experimental data.
The calculated exchange energies of the lowest total spin multiplets of Cr8Mn and the
observed INS transitions are shown in Figure 7.4. As JCrCr is similar to JCrMn, Cr8Mn
is characterized by a low-spin S = 1/2 ground doublet due to the competition between
exchange interactions in an odd-membered antiferromagnetic ring. We note that the
additional J4−5 parameter splits the transitions labeled as IIa and IIb, reproducing the
asymmetry in the measured peak.

The broadening of the measured INS peaks (probably due to strain effects originat-
ing from disorder in the position of the ions) hinders the determination of the small
anisotropy terms of the Hamiltonian. The single ion dCr and dMn values for the ax-
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Figure 7.3: INS spectra of Cr8Mn. (a) 5 Å spectra measured at T = 1.5 K (blue squares) and 6.0
K (green circles). (b) 8.0 Å spectra measured at 1.6 (blue squares) and 6.0 K (green circles). The
inset shows 6.0 K spectrum subtracted from the 1.6 K spectrum (black squares) with equivalent
simulation (solid red line). (c) 3.2 Å spectra at 1.8 K (blue squares) and 15.0 K (black circles). (d)
Intensity as a function of the neutron momentum transfer for excitation II. Solid lines are simula-
tions based on the Hamiltonian and parameters given in the text; a non-liner background function
is represented as a broken line.

ial anisotropy obtained by measurements on similar compounds (e.g., Cr8Zn [116, 102],
dCr = −28 µeV and Cr7Mn [83], dMn = −3 µeV) were included within the Hamiltonian
and are compatible with the simulation of INS results. The effective ZFSDS =

∑8
i=0 Γidi

for the lowest spin multiplets in Cr8Mn and Cr8Ni rings compared to their bipartite
counterparts [83] (Cr7Mn and Cr7Ni) reflects the non-collinear internal spin structure.
In the nine-metal rings the projection coefficients [69], Γi, linking single ion terms with
the ZFS of low energy spin manifolds, change sign around the ring in contrast to the
bipartite case, where sub-lattices align parallel with each other, thus adding construc-
tively. We have calculated DS for the lowest S > 1/2 spin multiplet of some odd- and
even-numbered anti-ferromagnetic rings using DCr and DMn derived from Cr7Mn [83].
The axial anisotropy calculated for the first excited state of Cr8Mn (characterized by
S = 3/2) is DS=3/2 = −0.00978 meV, much smaller than for the related bipartite coun-
terparts Cr7Ni and Cr7Mn, where DS=3/2 = 0.073855 meV and DS=1 = −0.05962 meV,
respectively. The projection of single ion anisotropies onto the low lying spin states was
also found [129] to be very small for Cr8Ni despite the large Ni single ion anisotropy
term.
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Figure 7.4: Energy levels of Cr8Mn. Calculated low-lying isotropic exchange energy levels for
Cr8Mn against spin number; arrows label the transitions identified by INS. (Figure used with
permission from Ref. [138].)

7.1.3 Spin structure of the ground state

The energy level scheme classifies Cr8Mn as a frustrated system, according to Schnack’s
definition. For Cr8Mn the bridging ligands are chemically equivalent around the ring
but the presence of the Mn2+ s = 5/2 spin breaks the C9 symmetry, thus leading to an
isolated spin multiplet ground state. Since JCrCr and JCrMn are similar in magnitude
the isolated spin ground state is characterized by S = 1/2. Other regimes of parameters,
such as JCrMn significantly less AF than JCrCr, would yield an S = 5/2 ground state
and consequently to a non-frustrated system.
The microscopic Hamiltonian model describing the spin dynamics of Cr8Mn was used to
investigate the nature of the ground state internal spin structure. Figure 7.5-(a) shows the
calculated nearest neighbor spin pair correlations 〈ŝi · ŝi+1〉. These are stronger amongst
the Cr(1)-Mn-Cr(8) unit due to the larger spin moment of Mn2+ (s = 5/2) with respect
to Cr3+ (s = 3/2). This creates a rigid Cr-Mn-Cr spin unit where the spins are antipar-
allel that couples to the remaining chain of Cr ions. Consequentially, non-collinearity
between the AF coupled spins is distributed around the remaining chain of Cr ions.
Spin pair correlations between Mn and the eight Cr ions [Figure 7.5-(b)] further demon-
strate this notion: the Mn-Cr(1) and Mn-Cr(8) correlations are large in magnitude, while
〈ŝMn · ŝCr(4)〉 and 〈ŝMn · ŝCr(5)〉 show expectation values close to zero, indicating a nearly
perpendicular arrangement of the spins. Treating the spins as classical vectors (with
length

√
si(si + 1)) results in a similar behavior of the correlations with respect to the

quantum spin model (red symbols in Figure 7.5). It is interesting to calculate the effect of
an applied magnetic field on the ground state (i.e. where B is significant but sufficiently
less than the S = 1/2 to S = 3/2 crossing field). Figure 7.5-(c) shows how an external
field breaks the spherical symmetry of the isotropic Hamiltonian: due the larger mag-
netic moment of Mn2+ with respect to the Cr3+ ions, the Mn ion tends to align parallel
to the field thus producing a node on the opposite side of the ring.
Two views of one of the classical configurations of minimum energy are shown in Figure

7.6-(a,b), for the isotropic Heisenberg Hamiltonian. Due to the rotational invariance, this
is only one of the infinite configurations minimizing the classical energy. It is important
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Figure 7.5: Spin pair correlations within the S = 1/2 spin ground state based on the exchange
term in Hamiltonian 7.1, where Mn is at site i = 0 and equivalent to site i = 9. (a) Nearest
neighbour spin pair correlations around the Cr8Mn ring. (b) Mn-Cr spin pair correlations. The
calculations for the quantum (blue circles) and classical (red squares) spin case are similar. (c) The
local expectation values of ŝi,z with an applied magnetic field of 0.1 T for each site (i). The Mn ion
tends to align parallel with the applied field causing the localisation of a node at the opposite side
of the ring at sites i = 4 and 5.

to note that all the classical spin vectors lie on the same plane, i.e. χijk = si · sj × sk =
0 ∀ i, j, k. This quantity, known as scalar chirality for the spins ijk, can be interpreted as
a measure of the solid angle between the three spins. In order to investigate the planarity
of the quantum spin state, we have decomposed the ground state spin wave-function
onto the eigenstates of the scalar chirality operator χ̂ =

∑
i ŝi · ŝi+1 × ŝi+2 (usual cyclic

boundary conditions are applied). Results are shown in Figure 7.6-(c): similarly to the
classical situation, the expectation value 〈ψ0|χ̂|ψ0〉 vanishes in the ground state doublet.
However, the quantum ground state results in an equal superposition of chirality eigen-
states with opposite eigenvalues. Hence, the spin configuration in the quantum ground
state fluctuates between non-planar states corresponding to opposite eigenvalues of χ̂.
Finally, the calculated field dependence of the isotropic exchange energy levels for Cr8Mn
is shown in Figure 7.7. The change in the total spin of the ground state (level crossing)
occurring at about 3.7 T, predicted by diagonalization of spin Hamiltonian 7.1, was ob-
served by muon spectroscopy [138].
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Figure 7.6: Spin structure (a)-(b) Two views of one of the configurations minimizing the energy
of the exchange part of the classical version of the Hamiltonian, equation 7.1. The blue and red ar-
rows represent Cr and Mn spins, respectively, with length

√
si(si + 1). Due to the larger magnetic

moment of the Mn ion (red arrow) if compared to the Cr ions, the neighbouring Cr ions are locked
in an almost collinear, antiparallel configuration. Moreover, a node is induced on the opposite side
of the ring. All the spins belong to the same plane, as can be checked by computing the scalar chi-
rality χijk on each set of three spins i, j, k. (c) Decomposition of the spin Hamiltonian ground state
|ψ0〉 onto the eigenstates |φj〉 of the chirality operator, χ̂|φj〉 = χj |φj〉. The ground state results in
an equal superposition of states with opposite chirality eigenvalues. Hence, in contrast with the
classical situation (where the chirality is zero, indicating a planar spin configuration), the ground
state fluctuates between states with opposite chirality.

Figure 7.7: Isotropic exchange energy levels vs field for Cr8Mn. The predicted level crossing at
about 3.7 T was observed by muon spectroscopy [138]. (Figure used with permission from Ref.
[138].)
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7.2 Spin dynamics of homometallic Cr9 ring

In this section we investigate the spin dynamics of the newly synthesized Cr9 ring. In
particular, we point out that this system exhibits a quasi-frustrated behaviour (according
to the strict Kahn classification), displaying a very small gap between the two lowest-
lying energy doublets. This is the consequence of its regular structure, close to C9 sym-
metry (Figure 7.8). Given this regular structure, we have studied the compound in order

Figure 7.8: Crystal structure of Cr9 in P21/C. Cr (green), F (yellow), O (red), C (grey). Pivalate
carbons, hydrogen atoms and solvent omitted for clarity.

to assess to what degrees it shows spin frustration.
Magnetic measurements, both variable temperature susceptibility, χ(T ) and variable

field magnetisation, M(B), show the expected behaviour for an anti-ferromagnetic ex-
change between the Cr3+ centres, and can be fitted to a Hamiltonian containing a single
exchange interaction of 1.35 meV (Figure 7.9). The size of the exchange interaction is
slightly smaller than those found in similar Cr based AF rings [28, 83, 116]. These ther-
modynamic measurements confirm the presence of an S = 1/2 ground state and support
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Figure 7.9: Magnetometry of Cr9. Left: Susceptibility and product of susceptibility by tempera-
ture versus temperature. Right: Magnetization against applied magnetic field.
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Figure 7.10: Powder INS spectra for Cr9. (a) Data recorded at 7.4 meV incident neutron energy.
Experimental (squares) and simulated (solid lines) spectra shown for 1.5 K (blue), 7 K (green) and
15 K (red) with peaks labelled corresponding to transitions in the diagram below. Background not
modeled. (b) Isotropic exchange diagram derived using calculated J = 1.32 meV and J ′/J = 1.2.

the presence of spin frustration, but they are comparatively insensitive with respect to
spectroscopic techniques. The presence of an S = 1/2 ground state is also demonstrated
by EPR measurements performed in Manchester (not reported here).

7.2.1 Inelastic Neutron Scattering

Inelastic neutron scattering is the technique of choice to assess the degree of frustration
in this system, because it probes the spin dynamics and it can directly detect the possible
splitting of the two ideally degenerate ground doublets. INS data have been collected on
Cr9 with the high-resolution time-of-flight LET spectrometer at ISIS. Figure 7.10 reports
the results obtained with 7.4 meV incident neutron energy at 1.5, 7 and 15 K. The domi-
nant peak at low temperature [blue data on Figure 7.10-(a)] corresponds to the transition
between the lowest energy S = 1/2 and S = 3/2 multiplets, labelled transition I [Figure
7.10-(b)]. At higher resolution (λ = 2.4 meV), a splitting of this peak is observed (Figure
7.11), vide infra. Higher-energy peaks are observed at all temperatures, corresponding to
transitions from the S = 1/2 ground state to higher energy excited levels of the S = 3/2
and higher S = 1/2 states (transitions II, V and III, IV respectively). At 15 K (red data
in Figure 7.10), hot transitions can be observed due to additional excitations from the
lowest energy S = 3/2 eigenstate (transitions VI, VII, VIII). The seemingly temperature
independent broad peak at 3 meV is due to overlap of two peaks corresponding to one
cold and one hot transition (transitions III, VIII). All these results are well reproduced
by a model Hamiltonian displaying perfect C9 symmetry, thus demonstrating that the
spin dynamics of Cr9 is very close to that of a perfectly frustrated antiferromagnetic ring.
To assess quantitatively the real degree of frustration, we have analyzed high resolution
(λ = 1 meV) measurements (Figure 7.11). These measurements revealed a small split-
ting of 0.1 meV between the two ground S = 1/2 doublets (see the inset of Figure 7.11),
witnessing a small removal of frustration. Hence, these results demonstrate that the spin
dynamics of 7.11 is essentially equal to that of a perfectly frustrated ring, apart from low
frequency.
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Figure 7.11: High-resolution powder INS spectra for Cr9. INS spectrum of transition I at λ = 2.4
meV. Experimental (squares) and simulated (lines) data at 1.5 (blue), 7 (green) and 15 (red) K are
shown. Background correction applied. Inset: Experimental and simulated data for λ = 1 meV
corresponding to the intra-multiplet S = 1/2 transition between the two lowest-energy doublets.

The INS data can be well reproduced by using the spin Hamiltonian

Ĥ = J

8∑
i=1

ŝi · ŝi+1 + J ′ŝ9 · ŝ1 + d

9∑
i=1

ŝ2
zi +

9∑
i,j>i=1

ŝi ·Dij · ŝj (7.2)

where for simplicity we model the splitting of the lowest-energy doublets by breaking
the C9 symmetry of the enneagon on one bond with the introduction of two exchange
constants J and J ′. Here ŝi are spin operators at site i and d is the axial single-ion
zero-field-splitting parameter. The last term describes intra-molecular magnetic dipole-
dipole interactions, with couplings Dij calculated in the point-dipole approximation (no
additional free parameters). We have found J = 1.32 meV, J ′ = 1.2J = 1.58 meV and
d = −0.022 meV. It is worth noting that the average value of the exchange constants is
the same found from magnetometry. In addition, this model reproduces the observed
splitting of the peak corresponding to transition I (S = 1/2→ S = 3/2, see Figure 7.11),
resulting from the combined action of the zero-field splittings and of the slight removal
of the ideal C9 symmetry. We evidence a very good agreement between the calculated
and measured spectra (Figures 7.10 and 7.11). Figure 7.10-(b) reports the energy-level
diagram calculated with the isotropic part of Eq. 7.2. The calculated transitions match
the energy and pattern of the observed peaks, further confirming the present model.
Finally the dependence of transition I on the neutron momentum transfer is reported in
Figure 7.12. The good agreement between experimental data and the simulated curve
confirms the structure of the involved eigenstates.

7.2.2 Spin Chirality

The internal spin structure of the ground state can be investigated via analysis of the
spin chirality. Here we recall two different definitions of spin chirality [139]: the first one
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Figure 7.12: Q-dependence powder INS spectra for Cr9. Intensity as a function of the neutron
momentum transfer for excitation I, at 7.4 meV incident neutron energy, T = 1.5 K and integrating
from 1 to 1.6 meV of transferred energy.

is scalar chirality, already introduced to study Cr8Mn:

χ̂ ≡ 1

N

N∑
i=1

ŝi · ŝi+1 × ŝi+2, (7.3)

where N + 1 = 1 and N + 2 = 2. As pointed out in Sec. 7.1, this is a measure of
the planarity of the spin configuration. Here the operator has been normalized to the
number of examined bonds.
The second is vector chirality. This is certainly the most intuitive definition of chirality,
since it directly refers to the geometric image of the spin configuration. On a spin wheel,
we define it as

K̂ ≡ 1

N

N∑
i=1

ŝi × ŝi+1, (7.4)

where we assume N + 1 = 1. This quantity indicates the sense of spin rotation when
moving on an oriented loop (such as a ring). In a system described by isotropic nearest
neighbors exchange interactions, each element of the sum can also be interpreted as a
spin current operator flowing from site i to site i+ 1 [139].
Figure 7.13 shows the decomposition of the ground doublet of Cr9 (|ψ0〉) in terms of the
eigenstates of the scalar chirality |φj〉 and of the z component of the vector chirality, |ζj〉.
On the horizontal axis the corresponding eigenvalues are reported, defined according to
χ̂|φj〉 = χj |φj〉 and K̂z|ζj〉 = κj |ζj〉.
We find that the quantum ground state of Cr9 reproduces the behaviour of the classi-
cal model, showing that the spins are non-collinear but lie in the same plane (indeed
〈ψ0|χ̂|ψ0〉 = 0). However, the quantum ground state results in an equal superposition
of chirality eigenstates with opposite eigenvalues. Hence, Cr9 fluctuates between non-
planar states with opposite chirality. This behavior is similar to that of Cr8Mn, even
if here the most regular topology of the exchange interactions leads to narrower peaks
in the decomposition of the ground state. In other words, the ground state results in a
superposition of fewer values of the chirality, with probability of finding χ = 0 close
to zero. This behaviour, however, is not peculiar of odd-membered rings. Indeed, also
even AF heterometallic rings (with S 6= 0 ground state) can show a fluctuating scalar
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Figure 7.13: Chirality of Cr9. Decomposition of the spin Hamiltonian ground state |ψ0〉 onto the
eigenstates |φj〉 of the scalar chirality (left) and |ζj〉 of the vector chirality (right), defined in the
text.

chirality.
What discriminates between even and odd-membered rings is the vector chirality. The

calculation of the vector chirality of the ground state is cumbersome, since it requires the
diagonalization of huge matrices (for Cr9 the size is above 30000). We calculate here the
z component, exploiting the symmetry of the Heisenberg Hamiltonian with respect to∑
i ŝzi to block-factorize it. By analyzing K̂z for several even and odd-membered rings

(with N = 3, 4, ..., 9) consisting of half integer spin ions (S=1/2, 3/2), we have found
that the vector chirality has a dominant component with κ = 0 for even rings (even for
those characterized by a ground state with S 6= 0, such as Cu7Mn), while it shows 0
expectation value, but components of opposite sign for odd rings. This is the case for
both homo- (such as Cu9 or Cr9) and hetero-metallic rings (such as Cu8Cr or Cu8Mn).

7.2.3 Single Crystal maps

We report in Figure 7.14 preliminary results of 4-dimensional INS measurements that
we have performed on single-crystals of Cr9 on IN5 spectrometer at ILL, along the lines
of Section 2.3.3. Measurements are performed by rotating the sample with respect to
the incident neutron beam. An array of position-sensitive detectors is used to assess the
number of neutrons scattered at each value of energy and momentum transferred, thus
obtaining the full (ω,Q) dependence of the scattered intensity. Since the sample does not
display cylindrical symmetry, the neutron absorption varies as a function of the rotation
angle. To account for this self-shielding effect, we have applied a proper correction to
the data [140].
The plot represents the intensity map as a function of the components of the transferred
momentum lying in the plane of the ring, for the most intense peak at 1.3 meV (reported
in Figure 7.11). The data (left panel) are compared to the map calculated (right) with
the model inferred from powder measurements. The agreement is good: indeed, the
expected modulation of the intensity is found also in the experimental map.

7.3 Conclusions

To sum up, we have used inelastic neutron scattering to probe the spin dynamics of two
odd-membered anti-ferromagnetic rings, namely Cr9 and Cr8Mn. These are prototype
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Figure 7.14: Vectorial Q-dependence of INS intensity for a single-crystal of Cr9. The figure
compares the measured intensity (left) with that calculated on the basis of spin Hamiltonian 7.2,
as a function of the components of Q lying in the plane of the ring (right). The maps refer to the
peak at 1.3 meV (energy integration range from 1.2 to 1.4 meV).

systems to investigate the effects of frustration. As a result of competing exchange inter-
actions, both of them show a non collinear spin structure for the S = 1/2 ground state.
In particular, the regular structure of Cr9 leads to a pattern of exchange interactions close
to C9 symmetry. This is witnessed by the tiny splitting (1.25 K) of the two lowest energy
doublets and results in a dynamics which is essentially the same of an ideally frustrated
system for energies above 1 meV.
The ground state of Cr9 is shown to fluctuate between states of opposite scalar and vec-
tor chirality. However, the expectation values 〈χ̂〉 and 〈K̂z〉 are both found to be zero.
A state with given vector chirality could emerge as a result of a sizeable Dzyaloshinskii-
Moriya interaction, whose study in this kind of AF rings could be of fundamental interest
to understand their quantum behavior.

Part of the content of this chapter was published in Chem. Eur. J. 22, 1779 (2016) (Ref.
[138]).

http://dx.doi.org/10.1002/chem.201503431
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In this second part we introduce a scheme for quantum information processing and

quantum simulation based on a hybrid architecture of spin ensembles (SEs) strongly
coupled to single photons within superconducting coplanar waveguide resonators

(CWRs). The basic units of this setup are introduced in this chapter, focusing on both the
theoretical framework and state-of-the-art technological achievements. Together with
SEs and CWRs, we also provide (for completeness) a brief outlook on superconduct-
ing qubits. Their role is somehow limited in the present scheme, if compared to more
standard cQED implementations. Indeed, they are used only to implement two-qubit
gates and not to encode the qubits. In this way, their possibly short coherence time only
marginally affects the computation.

8.1 Theoretical background

The formalism developed in this section can be easily understood by exploiting the anal-
ogy between superconducting resonators and optical cavities [141]. Indeed, a waveg-
uide resonator containing an artificial atom (such as a superconducting qubit) can be
described by using the same formalism employed in quantum optics to model the inter-
action of an atom with the quantized field in a Fabry-Perot cavity. The cavity mirrors are
replaced by capacitors in the waveguide (gaps in the central conductor), while the arti-
ficial atom is represented as a parallel capacitor and nonlinear SQUID inductor, forming
an anharmonic oscillator. In cavity QED the confinement of the radiation field is ex-
ploited to enhance the interaction between atoms and light, which otherwise would be
very weak. Analogously, in circuit QED the microwave radiation is very strongly con-
fined in a waveguide, thus making possible to reach the strong coupling between the
microwave field and the artificial atom.

8.1.1 Circuit quantization

Circuit QED systems are conveniently designed and described as electric circuits. The
Hamiltonian of such circuits can be derived systematically via circuit quantization. This

115
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section briefly reviews the general scheme for circuit quantization, discussed in a more
systematic and detailed way in Refs. [142, 143, 144].
There are two key types of on-chip electronic components that we can use: lumped ele-
ments and distributed elements [141]. The two types are distinguished by their size, com-
pared to the wavelength of microwave radiation at the relevant frequency. For lumped
elements, the size of the component is much smaller than the wavelength, whereas for
distributed elements, the size of the component is roughly the same size as the wave-
length, or bigger. In lumped elements the field has such a short distance to propagate
that it is not necessary to consider how it travels from one place to another. The be-
haviour of the component is completely defined by currents and voltages. It is the mo-
tion of the electrons that carries the signals (the information) and the circuit operates in
a way similar to standard electronics. Conversely, in the case of a distributed element,
the propagation of the fields from one part of the circuit to another becomes a critical ef-
fect. It is now the radiation that carries the signals (the information). Within a quantum
circuit, lumped elements are capacitors, inductors, LC resonators, resistors, Josephson
junctions, as opposed to distributed elements, such as coplanar waveguides. These can,
however, be treated as a continuum limit of lumped elements (see below).
The standard approach to circuit QED is to start from a lumped-element circuit diagram
for a non-dissipative circuit and systematically proceed first to the classical Hamilto-
nian and then to its canonical quantization. Within the lumped element approximation
the circuit is described as a network, where nodes are connected by two-terminal circuit
components such as capacitors and inductors. Each two-terminal component b is charac-
terized by a voltage vb(t) across it and a current ib(t) through it. With the aim of deriving
a Hamiltonian description of the circuit, it is more convenient to introduce charges Qb(t)
and fluxes Φb(t) variables, defined as:

Qb(t) =

∫ t

−∞
ib(t
′)dt′

Φb(t) =

∫ t

−∞
vb(t

′)dt′, (8.1)

with vb(−∞) = ib(−∞) = 0. In the following, we will introduce two categories of com-
ponents, capacitive or inductive type. Any component of a physical circuit can be repre-
sented as a combination of these inductors and capacitors. For instance, we can model
a physical tunnel junction as a nonlinear inductor (Josephson element) in parallel with a
linear capacitor. External voltage and current sources can be represented by very large
capacitors or inductors. We are now in a position of proceeding with the introduction of
the classical Hamiltonian, according to the following steps:

1. Model the circuit as a network of two-terminal capacitors and inductors and, if
possible, simplify the circuit by applying the usual rules for combining linear com-
ponents in series or parallel.

2. Choose a node of the circuit as ground and describe the other nodes as active.

3. Define a spanning tree T of the network (i.e., a graph without loops including all
nodes).

4. For each active node n, introduce a node flux, defined as as the time-integral of the
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voltage on the (unique) path on T from that node to ground:

φn(t) =
∑
b

Snb

∫ t

−∞
vb(t

′)dt′. (8.2)

Snb = 0 if the path on T from ground to n does not pass through b and otherwise
Snb = ±1, depending on the orientation of the path.

5. Express the capacitive contribution T to the energy as a function of the branch
voltages, and the inductive contribution V in terms of the branch fluxes.

6. Recast T and V in terms of the node fluxes and their time derivatives.

7. Write the Lagrangian

L (φ1, φ̇1, ..., φN , φ̇N , ) = T − V. (8.3)

8. Introduce node charges as the conjugate variables of the node fluxes:

qn =
∂L

∂φ̇n
. (8.4)

9. Apply a Legendre transform to obtain the Hamiltonian

H(φ1, q1, ..., φN , qN ) =

N∑
i=1

φ̇iqi −L . (8.5)

The quantum Hamiltonian is then obtained by replacinig classical variables with quan-
tum operators obeying the canonical commutation relations:

[φ̂n, q̂m] = i~δmn. (8.6)

8.2 Resonators

8.2.1 Quantum LC oscillator

As a simple, illustrative example of circuit quantization we consider the LC oscillator of
Fig. 8.1. Choosing the inductive branch as the spanning tree (in bold in Fig. 8.1), the
Lagrangian is:

L =
Cφ̇2

2
− φ2

2L
(8.7)

and the corresponding Hamiltonian is that of the harmonic oscillator

H =
q2

2C
+
φ2

2L
. (8.8)

Here we have omitted the index n since the circuit has only one active node. The Hamil-
tonian may be quantized as follows

Ĥ = ~ω
(
â†â+

1

2

)
(8.9)
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Figure 8.1: Quantum LC oscillator. The spanning tree is chosen to be the inductive branch (bold),
while the ground node is set as the bottom node. A single active node (with node flux φ) remains
[142].

l, c

Figure 8.2: Circuit representing a transmission line resonator. The transmission line is modeled
as a continuum limit of a chain of LC oscillators [142], with inductance per unit length l and
capacitance per unit length c. Here open boundary conditions are applied.

by introducing the creation and annihilation operators:

φ̂ =

√
~Z
2

(
â+ â†

)
(8.10)

q̂ = −i
√

~
2Z

(
â− â†

)
. (8.11)

Here Z =
√

L
C , ω = 1√

LC
and

[
â, â†

]
= 1.

8.2.2 Transmission line

A transmission line can be considered as the continuum limit of a chain of LC oscillators.
Let’s consider here a transmission line of length d, with capacitance per unit length c and
inductance per unit length l. The corresponding circuit is shown in Fig. 8.2. We choose
the capacitive branches as the spanning tree and we mark the ground node. If we assume
there are no externally-applied magnetic fluxes, the Lagrangian reads

L (φ1, φ̇1, ..., φN , φ̇N ) =

N∑
i=1

∆cφ̇2
i

2
−
N−1∑
i=1

(φi+1 − φi)2

2∆l
, (8.12)

where ∆ = d/N . In the continuum limit N →∞ the sum turns into an integral:

L [φ(x, t), φ̇(x, t)] =

∫ d

0

cφ̇(x, t)2

2
− 1

2l

(
∂φ(x, t)

∂x

)2

dx. (8.13)
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We can now derive the corresponding Euler-Lagrange equation of motion for φ(x, t),
given by:

∂2φ

∂x2
− 1

v2

∂2φ

∂t2
= 0, (8.14)

with v = 1/
√
lc the wave velocity. Solutions to equation 8.14 are of the form:

φ(x, t) =

∞∑
n=1

Ancos (knx+ αn) cos (knvt+ βn), (8.15)

where An, kn, αn and βn are fixed by the boundary conditions. For the case of open-
circuit boundary conditions at x = 0 and x = d, as shown in the figure, we have(

∂φ

∂x

)
x=0

=

(
∂φ

∂x

)
x=d

= 0. (8.16)

which gives αn = 0, kn = nπ/d. (An and βn are determined by the initial conditions). By
substituting (8.15) into (8.13) and integrating out the x dependence we get

L (Φ1, Φ̇1, ...,ΦN , Φ̇N ) =

N∑
i=1

CnΦ̇2
n

2
− Φ2

n

2Ln
, (8.17)

where Φn(t) = Ancos (knvt+βn). Therefore, we end up with an effective Lagrangian for
a circuit consisting of uncoupled LC oscillators with effective capacitances Cn = cd/2,
effective inductances Ln = 2dl/n2π2 and resonant frequencies ωn = nvπ/d. Thus, the
quantum Hamiltonian for a transmission line cavity is

Ĥ = ~
∑
n

ωn

(
â†nân +

1

2

)
. (8.18)

Often we are interested in the behavior of a circuit only in the vicinity of a particular
frequency; hence we consider only one mode (usually the fundamental, n = 1) and
ignore the dynamics of the other modes.

8.2.3 Tunable resonators

Coplanar waveguide resonators can be modeled as transmission lines, according to the
formalism developed above. We are particularly interested in resonators whose fre-
quency can be externally tuned.
The resonant frequency of a one-dimensional resonator depends on the boundary condi-
tions [145]. Let’s consider a cavity with length d. Then, a quarter-wavelength resonator
(d = λ/4) is obtained by opening one end of the cavity, while connecting the opposite
end to the ground. In this way, the spatial distribution of the superconducting phase
along the resonator shows a maximum at the open end and a node at the grounded end.
The corresponding frequencies of the eigenmodes are ωn = (πv/d)(n + 1/2), where v
is the velocity of the electromagnetic waves in the cavity. Conversely, if the second end
is also open, the eigenmode frequencies become ωn = (πv/d)n. Boundary conditions
can be varied by properly connecting a dc-SQUID to the resonator, for instance at the
right hand (x = d). Ideally, by changing the biasing magnetic flux through the SQUID
by half a flux quantum, we could sweep the eigenmode frequencies within the inter-
val (πv/d)n ≤ ωn ≤ (πv/d)(n + 1/2). These two situations correspond to a very large
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(formally infinite) Josephson energy of the SQUID (node) and to a Josephson energy
approaching zero (antinode). In practice these interval is narrower due to a finite maxi-
mum and non-zero minimum energy of the SQUID, as explained below.
The SQUID is formed by two large Josephson junctions and is modeled by the La-
grangian:

LSQUID =
∑
i=1,2

[
~2Cs/2

2(2e)2
φ̇2
s,i + EJs,icosφs,i

]
, (8.19)

where φs,i are the phases across the junctions and EJs,i are the corresponding Josephson
energies. These variables are related by the flux quantization relation, φs,1 − φs,2 = f , to
an external magnetic flux, Φ̃ = Φ0/2πf threading the loop. Here Φ0 ≡ h/2e is the flux
quantum. Neglecting the self-inductance of the ring, the SQUID can be described as a
single Josephson junction with effective capacitance Cs and flux-dependent Josephson
energy [145]

EJs(f) =
√
E2
Js,1 + E2

Js,2 + 2EJs,1EJs,2cosf.

In the phase regime, we can adopt the harmonic approximation and express the SQUID
Lagrangian as

LSQUID =
~2Cs

2(2e)2
φ̇2
s −

EJs(f)

2
φ2
s, (8.20)

where φs = (φs,1 + φs,2)/2 a part from a constant phase shift which can be neglected in
case of adiabatic flux variations. The SQUID Josephson energy may be varied between
EmaxJs = EJs,1 +EJs,2, when f = 0 andEminJs = |EJs,1−EJs,2| at f = π. In case of perfect
SQUID symmetry we could obtain EminJs = 0.
In the bulk of the cavity, the phase of the resonator obeys Eq. 8.14. The boundary con-
ditions at the cavity open end are expressed by Eq. 8.16, while at the cavity right end
we require φ(d, t) = φs(t). Using the bulk solution for Eq. 8.14, we get the dispersion
equation for the cavity eigenmodes [145]:

(kd)tan(kd) =
(2e)2

~2
LrEJs(f)− Cs

Cr
(kd)2, (8.21)

where Lr and Cr are the inductance and the capacitance of the resonator. The solutions
to this transcendental equation can be obtained graphically; they form an infinite set of
eigenmodes, with frequencies ωk = kv. The zeros of the function (kd)tan(kd) correspond
to an open right end of the cavity (disconnected SQUID, kd = nπ), while singular points
correspond to a closed end (short circuited SQUID, kd = π/2 + nπ). These limits can
be only achieved by assuming a variation of EJs between ∞ and 0, thus tuning the
resonator frequencies between nπ/

√
LrCr and (π/2+nπ)/

√
LrCr. In practice, this range

is limited by the value of the parameter (2e2/~2)LrEJs(0) (which should be chosen large)
and the minimum value of EJs(π), allowed by the SQUID asymmetry.
In the limit of small detuning, Eq. 8.21 yields, for a given mode, the solution [146]:

ωr(f) =
ω0

1 + Ls(f)/Lr
. (8.22)

Here the SQUID is represented as a lumped element inductor with the tunable induc-
tance Ls(f) = Φ0/4πIc|cos(f/2)|, and Ic is the critical current of each SQUID junction.
Large values of EJs(0) may be accomplished by connecting N SQUIDs into an array, as
reported in Refs. [146, 147]. These enter Eq. 8.22 as a series of non-linear inductance
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NLs(f). Here we have described the SQUID in the harmonic approximation. However,
the integrated resonator-SQUID system is nonlinear, due to the insertion of Josephson
junctions within the SQUID loop. In some cases (at peak currents approaching Ic), non-
linear corrections to the spectrum of the harmonic oscillator induced by the SQUID may
be taken into account [145].

8.3 Spin Ensembles

We consider a superconducting resonator containing an ensemble of N non-interacting
spins s = 1/2, each described by the Pauli spin lowering and raising operators σ̂±j . We
now examine the coupling of the spin ensemble (SE) with a single photonic mode. The
interaction of the jth spin, located at rj , with the cavity mode â, can be expressed as:

Ĥint,j = gj
(
σ̂+
j + σ̂−j

) (
â† + â

)
. (8.23)

Here gj = gSµBB0(rj)/2 is the single-spin coupling to the photon, depending on the
zero-point magnetic field of the cavity mode B0(rj). Assuming the spin-cavity detuning
to be small if compared to the resonator frequency ωc and to the spin gap, we can apply
the rotating-wave approximation, thus reducing the interaction Hamiltonian to

Ĥint =

N∑
j=1

gj
(
â σ̂+

j + â†σ̂−j
)
, (8.24)

where we have neglected the counter-rotating terms â σ̂−j and â†σ̂+
j .

Then we introduce the collective spin lowering operator b̂ = 1
ḡ
√
N

∑N
j=1 gj σ̂

−
j and its

adjoint b̂†j . We use ḡ ≡
√∑

j |gj |2/N to indicate the average single spin-photon cou-
pling strength. In the limit of small number of excitations (i.e. if the sample is strongly
polarized), the Holstein-Primakoff approximation holds. Hence, b̂ and b̂† are bosonic
operators, obeying the commutation relation [b̂, b̂†] = 1 [148]. Therefore, the collective
spin-wave excitation behaves like a harmonic oscillator and Hint takes the form:

Ĥint =
√
Nḡ

(
â b̂† + â†b̂

)
, (8.25)

i.e. the collective interaction between the spin and photon excitations leads to a
√
N

enhancement, relative to the single spin coupling strength. This makes feasible to ex-
perimentally reach the strong coupling regime between a SE and a micro-wave resonator,
i.e. the condition under which the coupling strength exceeds the decay rates of both
the resonator and the SE. The lowest two spin oscillator states are |ψ0〉 ≡ |↓1 ... ↓N 〉 and
|ψ1〉 = b̂†|ψ0〉 = 1

ḡ
√
N

∑N
j=1 gj |↓1 ... ↑j ... ↓N 〉. These will be employed, together with

photons, to encode qubits in our quantum computation scheme.
We note that there are N degenerate levels corresponding to one spin flip, but |ψ1〉 is
the only one which is coupled to the resonator. The other modes (which, in a regular
lattice, would correspond to wave-numbers k 6= 0) can be exploited for storing quantum
information, for instance by means of the holographic encoding introduced in Ref. [148].
It is important to note that the coupling of |ψ1〉with the other N − 1 dark modes induces
(for large N ) an irreversible leakage of the spin excitation, a phenomenon known as in-
homogeneous broadening. This unsolved issue will be addressed in detail in Chapter
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11. In particular, we will show that by operating the hybrid spin-photon qubits in the
so-called cavity-protected regime (i.e. with small spin-resonator detunings), quantum in-
formation can be processed with coherence times no longer limited by inhomogeneous
broadening.

8.4 Superconducting qubits

Harmonic oscillators, whether resulting from spin ensembles or as resonators modes, are
the fundamental building blocks of our quantum computation architecture. However,
harmonic oscillators are not sufficient for implementing two-qubit gates. Indeed, even if
the quantized harmonic oscillator has discrete energy levels, these are uniformly spaced
apart. Therefore, we cannot selectively address a specific pair of levels and induce a
transition only between them. An artificial atom, such as a superconducting qubit, can
provide the necessary anharmonicity. This is obtained by the introduction of a Josephson
element into the circuit, which is the only known dissipation-free nonlinear circuit ele-
ment [143]. There exist various setups which incorporate a junction, leading to different
kinds of superconducting qubits, ranging from phase qubits [149], to flux [150, 151] and
charge qubits [152]. An overview of these different topologies can be found in Ref. [153].
If the introduced anharmonicity is large enough, each of these units can be described as
a two- or three-level system.
Here we provide a detailed description of the charge qubits and then a brief outlook of
other superconducting circuits. The charge qubit consists of an LC oscillator (similar to
the one of Figure 8.1), in which the linear inductor is replaced by a nonlinear Josephson
junction. Depending on the parameters characterizing the systems, different regimes can
be identified: one limit is known as the Cooper Pair Box (CPB) regime and shows a large
anharmonicity, dominating over all other energy scales. In the other limit, the transmon
regime, the anharmonicity is a small perturbation on the harmonic behavior.

8.4.1 Flux quantization and Josephson junctions

The pure quantum behaviour that superconductors show at macroscopic scales is prob-
ably what makes them always so fascinating and attractive for the scientific community.
The reason of such a macroscopic display of atomic-scale phenomena, as explained el-
egantly by the theory of Bardeen, Cooper and Schrieffer, is that in a superconductor
electron pairs are condensed into a macroscopic wave-function. This leads to two phe-
nomena which are essential for qubits [153].The first is flux quantization. If a closed ring
is cooled down below its superconducting transition temperature in presence of a mag-
netic field which is then switched off, the magnetic flux through the ring - maintained by
a circulating supercurrent - is quantized in integer values of Φ0 ≡ h/2e, the flux quan-
tum. This follows from the requirement that the wave-function be single valued.
The second phenomenon is Josephson tunnelling. A Josephson junction consists of two
superconductors separated by an insulating barrier (typically 2-3 nm thick), through
which Cooper pairs can tunnel coherently. The supercurrent I through the barrier is
related to the gauge-invariant phase difference ϕ(t) between the phases of the two su-
perconductors by

I = I0 sinϕ, (8.26)

where I0 is the critical current. The time evolution of this phase difference is described
by the equation of motion

ϕ̇ =
2e

~
V =

2π

Φ0
V, (8.27)
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Figure 8.3: Circuit representing a charge qubit. (a) Circuit representing a charge qubit capac-
itively coupled to a gate voltage [142]. If compared with Fig. 8.1, the linear inductor has been
replaced with a Josephson junction with energy EJ . (b) Equivalent circuit, with C = Cg + C′ and
V =

Cg
Cg+C′

Vg .

where V is the potential difference between the superconductors. If we now take the
time derivative of 8.26, we obtain İ = I0cosϕ ϕ̇ = 2eV I0

~ cosϕ = 2πV I0
Φ0

cosϕ. A compari-
son with Faraday’s law, V = −Lİ , yields

|Lj | =
Φ0

2πI0cosϕ
=

Φ0

2π
√
I2
0 − I2

(where I < I0). (8.28)

Hence, the Josephson junction is a dissipationless device with a nonlinear inductance. It
also has an intrinsic capacitance C. We note that the junction behaves as a nonlinear os-

cillator with a resonant angular frequency ωP (I) = 1/
√
LC =

√
2π
√
I2
0 − I2/CΦ0. For

I < I0 the system can be described as a particle in a potential well [153]. Classically, it
oscillates at the plasma oscillation frequency ωP (I). In the quantum picture, the energy
in the well is quantized and the particle can tunnel across the barrier. Both the level
quantization and the occurrence of quantum tunnelling of the junction were detected as
a clear signature of the quantum behaviour of the system. It is worth noting that the
nonlinearity of the Josephson inductance leads to an anharmonic spacing of the energy
levels within the well. If the well were harmonic, the energy spacings would be identi-
cal, and we would not be able to distinguish the quantum case from the classical one.
This means, in turn, that the variables, that have been so far regarded as classical, should
be replaced by operators. The two relevant operators are that corresponding to ϕ, associ-
ated with the Josephson coupling energy, and that for the Cooper-pair number difference
across the capacitance, related to the charging energy. Below we will show how these
canonically conjugate operators may be quantized.

8.4.2 Charge qubits

Charge qubits are islands, i.e. pieces of superconductor with only capacitors and Joseph-
son junctions connecting them to the rest of the circuit, without any d.c. connection.
Hence, it is meaningful to speak about the number of Cooper-pairs which have tun-
neled to the island.
As explained above, the Josephson junction is described as a nonlinear inductor. The cor-
responding (inductive) contribution to the energy is−EJcos ϕ̂. This potential term of the
Hamiltonian is periodic in the flux due to the discreteness of Cooper pair charges. EJ is
an intrinsic property of the junction, depending on the superconducting gap and on the
barrier transparency. The dimensionless gauge invariant phase is defined as ϕ̂ = 2πφ̂/Φ0
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and sets the energy scale of the nonlinearity. ϕ̂ is the quantum operator directly corre-
sponding to the phase difference across the junction (see previous paragraph). If we
also introduce the number operator n̂ = −q̂/2e, which counts how many Cooper-pairs
have crossed the junction, and the charging energy EC = q2/2C, the Hamiltonian can be
written in the form:

Ĥ = 4EC(n̂− ng)2 − EJcos ϕ̂. (8.29)

We have also included an effective offset charge ng , which is necessary to take explicitly
into account a gate electrode with a d.c. bias voltage, connected to the charge qubit
as shown in Fig. 8.3. The discrete eigenvalues of the number operator n̂ correspond
to the number of Cooper-pairs that have crossed the junction and the corresponding
wave-function is periodic in the flux operator ϕ̂. Consequently, the commutation relation
between the conjugate variables n̂ and ϕ̂ can be written as

[
eiϕ̂, n̂

]
= −eiϕ̂. Hamiltonian

8.29 can be diagonalized analytically and the eigenvalues may be written as:

εm(ng) = ECa2[ng+K(m,ng)] (−EJ/2EC) , (8.30)

where aµ(p) denotes Mathieu’s characteristic value and K(m,ng) is an integer-valued
function which orders the eigenvalues [44]. However, in view of doing numerical calcu-
lations, it is more convenient to rewrite the Hamiltonian 8.29 on the charge basis {|n〉}:

H = 4EC

N∑
n=−N

(n− ng)2|n〉〈n| − EJ
N−1∑
n=−N

(|n+ 1〉〈n|+ |n〉〈n+ 1|) . (8.31)

This expression makes evident that the Josephson (off-diagonal) term describes the tun-
neling of the Cooper-pairs. The number of states to be retained depends on the specific
problem and on the ratio EJ/EC .
The first proposed superconducting qubits were Cooper-pair-boxes, corresponding to
a regime in which EJ/EC ∼ 1 [43]. In that case, the eigenvalues are approximately
quadratic with ng , except in the vicinity of the level crossing, were a gap of the order
of EJ opens. This leads to very high anharmonicity, but also to remarkable charge fluc-
tuations, which induce decoherence. This harmful effect can be reduced by operating
in proximity of the so-called sweet-spots or charge-degeneracy points (corresponding to
ng = 1/2), where ∂εm/∂ng = 0. The transmon qubit was introduced to completely avoid
the problem [44], by working in a regime in which EJ/EC � 1, i.e. using a much larger
capacitor. In that case charge fluctuations are suppressed (see charge dispersion in Fig-
ure 8.4). The asymptotic behaviour of the Mathieu’s functions for EJ/EC � 1 leads to

εm(1/2)− εm(0) ≈ (−1)mEC
24m+5

m!

√
2

π

(
EJ

2EC

)m
2 + 3

4

e−
√

8EJ/EC . (8.32)

It is important to note that charge dispersion εm(1/2) − εm(0) decreases exponentially
with

√
EJ/EC . This impressive gain in the insensitivity to charge noise yields a loss

of anharmonicity. We stress that sufficient anharmonicity is required by any quantum
computation architecture to selectively address the desired transitions. The absolute and
relative anharmonicity may be computed by means of perturbation theory, in the limit of
large EJ/EC [44]. In that case we can expand the cosine in series of small angles ϕ̂ and
neglect the periodic boundary conditions. Then the Hamiltonian reduces to a perturbed
harmonic oscillator:

Ĥtr =
√

8ECEJ

(
α̂†α̂+

1

2

)
− EJ −

EC
12

(
α̂+ α̂†

)4
, (8.33)



Circuit QED 125

= 10

= 1 = 5

= 25

Figure 8.4: Charge dispersion. Dependence of the charge-qubit eigenvalues on the gate voltage
ng (charge dispersion). For each value of ng , the ground state energy has been set to zero. Different
panels refer to different values of the EJ/EC ratio. The Cooper-pair box regime corresponds to
EJ/EC ∼ 1 and leads to high anharmonicity, but also large charge fluctuation. In the opposite
situation EJ � EC (transmon regime) charge fluctuations are drastically reduced.

where α̂ and α̂† denote the regular annihilation and creation operators for the harmonic
oscillator approximating the transmon; the quartic perturbation describes the leading
order anharmonicity and we have fixed ng = 1/2 (charge degeneracy point). This leads
to a first order correction to the harmonic levels of the form

E
(1)
l = −EC

12
〈l|
(
α̂+ α̂†

)4 |l〉 = −EC
4

(
2l2 + 2l + 1

)
, (8.34)

where |l〉 are the harmonic oscillator eigenstates and the perturbation introduces a mix-
ing of |l〉 with |l ± 2〉 and |l ± 4〉. The resulting asymptotic relative anharmonicity is
E1−E0

E0
' −

√
EC
8EJ

, from which we see that the exponential gain in charge noise was paid
with the small price of a power-law decrease of anharmonicity. This allows us to find
an optimal working point for the superconducting device, in a regime of EJ/EC which
ensures both reasonably long coherence times and sufficient anharmonicity. The Cooper

pair number operator can be expressed (for large EJ/EC) as n̂ = −i√
2

(
EJ

8EC

) 1
4 (
α̂− α̂†

)
.

8.4.3 Coupling to the resonator

The charge qubit can be embedded within a superconducting transmission line res-
onator. The derivation of the interaction Hamiltonian may be obtained following the
full network analysis reported in Ref. [44]. A simplified scheme to model the coupling
of the transmon with a CWR (as well as to a gate voltage and to an external magnetic
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Figure 8.5: (a) Effective circuit diagram of the transmon qubit, consisting of two Josephson junc-
tions (with capacitance CJ and energy EJ ). The qubit is coupled to a coplanar waveguide res-
onator (red), connected to a gate voltage Vg , and to an external inductance (violet). It is also
shunted by an additional capacitance CB . (b) Simplified scheme of the transmon embedded in a
coplanar resonator, whose second harmonic is represented by a dashed line. (Figure used with
permission from Ref. [44].)

flux) is sketched in Fig. 8.5. In order to maximize the coupling, the transmon should be
placed in correspondence to a voltage antinode, as shown in the picture for the coupling
to the second harmonic of the resonator. As explained in Sec. 8.2, the resonator is de-
scribed as a quantum LC oscillator. In the realistic limit of large resonator capacitance
Cr � CΣ (here CΣ is the total capacitance of the circuit), the interaction is modeled by
the quantum Hamiltonian:

Ĥint = 2βeV 0
rmsn̂

(
â+ â†

)
= ~

∑
i,j

gi,j |i〉〈j|
(
â+ â†

)
, (8.35)

where β = Cg/CΣ, V 0
rms =

√
~ωr/2Cr is the root mean square voltage of the local oscil-

lator and ωr = 1/
√
LrCr denotes the resonator frequency. The last equality is obtained

by rewriting the Hamiltonian on the basis of the uncoupled transmon states |i〉, with
~gi,j = 2βeV 0

rms〈i|n̂|j〉. Recalling the expression deduced for the number operator in the
asymptotic limit EJ � EC , we find that the only non-zero matrix elements are between
states |j〉 and |j ± 1〉:

|〈j + 1|n̂|j〉| ≈
√
j + 1

2

(
EJ

8EC

)1/4

. (8.36)

The couplings gi,i+k with k > 1 decay upon increasing EJ/EC . Interestingly, due to
the quartic form of the leading anharmonic perturbation 8.33, matrix elements between
states with an even difference k fall off exponentially, while those with an odd k exhibit
a power-law decay. Finally, by exploiting the rotating-wave approximation to eliminate
counter-rotating terms, we get the effective generalized Jaynes-Cummings Hamiltonian:

ĤJC =
∑
j

~Ωj |j〉〈j|+ ~ωrâ†â+ ~
∑
i

gi,i+1

(
|i〉〈i+ 1|â† + |i+ 1〉〈i|â

)
. (8.37)
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It is worth noting that the parameters β and EJ/EC can be separately tuned, thus allow-
ing the experimenter to control both the coupling strength and the transition frequencies.

8.4.4 Dispersive limit

Coherent control and readout of superconducting charge qubits can be achieved in the
dispersive limit, as shown in milestone works [37, 38]. Even if our novel scheme operates
in the resonant rather than in the dispersive regime, it is worth mentioning this estab-
lished approach. In the limit of large qubit-resonator detuning |δ| = |ωr −Ω1| � g01, the
Hamiltonian can be recast in the form [37]:

Ĥdisp ≈ ~
[
ωr +

g2
01

δ
σ̂z

]
â†â+

~
2

[
Ω1 +

g2
01

δ

]
σ̂z, (8.38)

where we have eliminated the interaction term from the generalized Jaynes-Cummings
model 8.37, expanding to lowest order in g01/δ. Here σ̂z = |0〉〈0|−|1〉〈1| is the usual Pauli
matrix and Ω1 is the gap between the two lowest levels of the superconducting qubits.
On the one hand, this expression points out an ac Stark shift of the qubit frequency
operated by the cavity, by an amount (n + 1/2)g2

01/δ (n being the number of photons).
On the other hand, we can interpret it as dispersive shift of the cavity transition by
σ̂zg

2
01/δ.

Operating in the dispersive regime can be very useful for non-demolition readout of both
the qubit and resonator state. Specifically, the readout proceeds by irradiating the cavity
by means of a microwave field close to its resonance frequency. Depending on its state,
the qubit dispersively shifts the resonator frequency. Consequently, a measurement of
the phase or amplitude of the transmitted field is sufficient to infer the state of the qubit
[37]. Similarly, if the resonator is initialized with at most a single photon, we can induce
the resonant absorption of the photon by an auxiliary charge qubit. Then one reads
the state of the qubit as outlined above and infers whether there was a photon in the
resonator or not.

8.4.5 Flux and phase qubits

A flux qubit is a superconducting loop interrupted by one [150] or three Josephson junc-
tions [154]. The loop is threaded by an externally applied magnetic flux, close to Φ0/2.
Varying the flux bias controls the energy level separation of this effectively two-level
system. At half a flux quantum, the two lowest states are symmetric and antisymmetric
superpositions of two classical states with clockwise and anticlockwise circulating cur-
rents. The qubit can be engineered such that the two lowest eigenstates are energetically
well separated from the higher ones [151]. For a detailed theoretical description of the
circuit modeling a flux qubit, see Ref. [155]. Flux qubits operate at EJ/EC ratios similar
to those of the transmon, i.e., EJ/EC ∼ 102. Accordingly, flux qubits reach an insensi-
tivity to charge noise comparable to that of the transmon. However, they will typically
show a significantly larger susceptibility to flux noise. Remarkably, flux qubits can be
directly coupled to magnetic moments through the field induced by the supercurrents
in the loop [156].
Even larger EJ/EC ratios characterize phase qubits, which usually operate in a regime
EJ/EC ∼ 104. They consist of a single current-biased Josephson junction [149]. Phase
qubits trade in a slight increase in critical-current noise sensitivity for a drastic suppres-
sion of charge noise.
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8.5 State of the art technology

8.5.1 Superconducting resonators

Microwave superconducting resonators can be broadly classified into coplanar and mi-
crostrips. They are both planar devices characterized by a layered structure, differing for
the geometry of the pattern. A substrate of one or more dielectric materials (Silicon, Sil-
icon Oxide, Alumina, Sapphire, Magnesium Oxide), typically 0.1-1 mm thick, is grown
on a ground plane. Over the substrate a superconducting layer is patterned, usually by
lithographic techniques. Its typical thickness goes from hundred of nanometers to few
microns.
In microstrip lines a conducting strip is placed on the top of the dielectric substrate.
Conversely, coplanar geometry consists of a central conducting strip with two ground
planes on the sides, separated from the strip by a small gap (see Figure 9.1 below). To
confine the electromagnetic fields the line needs then to be cut along the propagation
direction, thus inducing the partial reflection of the signal and giving rise to standing
waves. Additional transmission lines (launchers) are used for input-output, separated
from the resonator by a small gap. Different realizable dimensions, approximately going
from microns to millimeters, allow us to work with different frequencies, ranging from
hundred of Megahertz to tens of Gigahertz.
The propagation of electromagnetic waves within resonators can be studied in detail by
solving the Maxwell equations with the proper boundary conditions. This allows us to
design resonators operating at the desired frequency and with tailored configuration of
the fields. In particular, in order to maximize the magnetic coupling with spin ensem-
bles, the magnetic field generated near the line edges should be enhanced. This can be
done by fabricating narrow constrictions [157]. Superconducting circuits with dimen-
sions well below 100 nm can be fabricated, and even repaired, by either etching with a
focused ion beam or by using the same ion beam to induce the growth of a supercon-
ducting material from a gas precursor.
The resonator quality factor is defined as:

Q ≡ ωr
∆ω

, (8.39)

where ∆ω is the half-power bandwidth, i.e. the bandwidth over which the power of
vibration is greater than half the power at the resonant frequency. The Q factor deter-
mines the cavity performance, being inversely proportional to the damping rate of the
photons stored within the resonator. Hence, achieving high Q values is crucial to reduce
photon loss, an essential requisite of the here proposed quantum computation scheme.
The intrinsic resonator quality factor is mainly limited by insertion losses, which oc-
cur at the capacitive coupling gaps of the resonators (coming from fringing fields of the
electromagnetic radiation inside the gap region) and radiative losses, which interest the
top face of the resonator, exposed to the surrounding medium and crossed by currents.
Generally microstrip devices are more affected by radiation losses because of the lack-
ing of lateral ground planes that force the field lines close to them. Conductors losses
are suppressed by using superconducting devices, while any coupling to external lines
has the effect of reducing the intrinsic (unloaded) quality factor. Great improvements
in increasing Q has led to the realization of superconducting Nb-based resonators with
quality factors as high as 107 [158]. Experimentally, the resonator frequencies have al-
ready been shown to be variable on a nanosecond time scale [159, 160], and up to tenths
of the fundamental-mode frequency [147, 161]. In addition, resonators can be assembled
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in a series of lumped elements, realizing large arrays of different geometries: more than
200 superconducting resonators were recently fabricated on a single chip [40].
Finally, a particularly promising class of microwave resonators has been recently put
forward, consisting of coplanar devices made of layered YBa2Cu3O7 [162]. Thanks to its
high critical temperature and nearly insensitivity to external magnetic fields up to 7 T,
this setup could be coupled with many different spin systems, whose transition frequen-
cies can be tuned by applying high magnetic fields at will.

8.5.2 Superconducting qubits

We briefly discuss some specific physical implementations of the superconducting qubits
described above. For a more detailed overview, we refer to [153, 163] and references
therein. The Hamiltonian of these systems can be properly designed. By varying the
EJ/EC ratio we can obtain devices operating in different regimes, from Cooper-pair
boxes to transmon, flux and phase qubits. Strong coupling (with coupling constants in
the 100-300 MHz range) of charge qubits with single photons within superconducting
resonators has been demonstrated for the first time in [38]. Single-qubit rotations are
usually obtained by irradiating the qubit with classical microwave fields [37], while the
dispersive coupling of a pair of qubits, mediated by the cavity bus, was achieved, e.g.,
in [41]. Another scheme, based on the proposal of Ref. [164], uses the avoided cross-
ing between |11〉 and |02〉 states to implement a controlled-Z gate, as demonstrated, for
instance, in [165]. A different, semiresonant approach for implementing high-fidelity
controlled-Z gates was introduced in [42], and then improved with novel devices, con-
sisting of linear arrays of cross-shaped transmons [166]. The idea is to exploit the third
level of the transmon to obtain a conditional excitation of the |11〉 component of the two-
qubit wave-function, by absorbing-emitting a photon.
Almost all Josephson junctions for superconducting qubits are fabricated using an insu-
lating tunnel barrier between superconducting electrodes. Recently, a ”gatemon” device
was proposed, based on a semiconductor tunnel barrier, which enables an electrostatic
control of the Josephson energy via a gate voltage [167].
To date, the best transmon qubits are three-dimensional systems showing coherence
times of the order of tens of µs [168, 169]. These are properly designed to minimize dissi-
pation coming from the dielectrics surrounding the metal of the qubit, and to minimize
radiation of energy into other electromagnetic modes or the circuit environment. Impor-
tant progresses have also been realized in the readout of the qubit state. In this respect,
a particularly useful and powerful technique is the so called “quantum non-demolition”
measurement. This has been applied, e.g., in Ref. [170], to perform transmission mea-
surements on a cavity, dispersively coupled to a 3D transmon. The shift of the cavity
frequency allows the non-demolition read out of the qubit-state. The fidelity of the mea-
surement also benefits from the improved coherence times of the qubits. However, even
though important advances have been made to increase the coherence times of super-
conducting qubits, other physical systems, such as spin ensembles (SEs), would provide
much more stability. Indeed, the implementation of complex quantum algorithms, as
well as quantum error correction schemes, requires long-lived qubits, which can under-
take long sequences of gates. This motivates our current research, aiming to find more
robust architectures for quantum information processing, as illustrated in the following
chapters.
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We introduce here a scheme to perform quantum-information processing that is

based on a hybrid dual-rail spin-photon qubit encoding [171]. The proposed
qubits consist of spin-ensembles coherently coupled to microwave photons in

coplanar waveguide resonators. Single- and two-qubit quantum gates are performed
solely by shifting the resonance frequencies of the resonators on a ns timescale. An ad-
ditional cavity containing a transmon is exploited as an auxiliary degree of freedom to
implement two-qubit gates. The generality of the scheme allows its potential implemen-
tation with a wide class of spin systems.
We estimate the quantum-gate fidelity by simulating the driven dynamics through a
master-equation approach [172]. High values of the fidelity can be achieved even in the
presence of the main decoherence sources, namely, cavity-photon loss, and pure dephas-
ing of the superconductive elements that are involved in the two-qubit gates. This result
allows one to envision the scalability of such elements to a quantum-computing architec-
ture made of an array of hybrid spin-photon qubits. Analogous results are obtained for
a simpler, nonscalable setup, which we propose here in order to simplify the realization
of the first proof-of-principle experiments.

9.1 Introduction

A classical computer is made of a variety of physical components specialized for dif-
ferent tasks. In the same way, a quantum computer will probably be a hybrid de-
vice exploiting the best characteristics of distinct physical systems. In this spirit, much
work has recently been done to achieve strong coupling of high-quality factor coplanar-
waveguide resonators with superconducting artificial atoms, such as Cooper-pair boxes
(CPBs) [38, 41, 43] and transmons [44] and/or spin ensembles (SEs) [45, 46]. While a
single CPB can be strongly coupled to the quantized cavity field by electric-dipole in-
teraction, the coupling of a single spin with the microwave photons stored inside the

131
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Figure 9.1: Sketch of a tunable coplanar superconducting resonator. The effective resonator
length can be tuned by inductively coupled micro-SQUIDs. The fundamental (third) harmonic
of the resonator is schematically shown with a solid (dashed) line. The cavity-SE coupling is
maximized at the magnetic field antinodes (rotational lines). Inset: cross-section of the resonator
on an insulating substrate. (Figure used with permission from Ref. [171].)

resonator is due to magnetic-dipole interaction and is much weaker. However, strong
coupling is possible by means of SEs: in such case the spin-cavity coupling is enhanced
by a

√
N factor, where N is the total number of spins (see Sec. 8.3). Megahertz interac-

tion strengths have been achieved either with N substitution (NV-) centers in diamond
[45] or Cr3+ spins in Al2O3 [46].
Superconducting qubits coupled to a microwave cavity field were proposed for quan-
tum information processing (QIP) [152, 164, 165], using classical fields [152] or external
voltages [173] as a manipulation tool. The strong anharmonicity provided by these arti-
ficial atoms allows one to control the number of photonic excitations introduced in the
resonator. However, the coherence time of such superconducting qubits is still a limit-
ing factor. To this aim, during the last years several theoretical works have considered
the possibility of joining the fast processing of superconducting qubits to the long coher-
ence times of SEs [174, 175, 176, 148, 177], which can be naturally exploited as quantum
memories. Cavity photons can be used as a bus to transfer the quantum state from su-
perconducting qubits to spin ensembles, and to couple distant superconducting qubits,
leading to an effective interaction necessary to perform two-qubit gates [145]. Recently,
it has been theoretically shown that a minimal architecture solely based on SEs can be
exploited for full QIP [178], by employing a measurement-based scheme in which pho-
tons are still used as a quantum bus.
Here we introduce a qualitatively different approach based on a hybrid spin-photon en-
coding of the qubits. Our scheme differs from previous ones because the spin and pho-
ton degrees of freedom enter on an equal footing in the definition of the qubit. A charge
qubit is exploited as a nonlinear element which effectively couples each pair of neigh-
boring qubits. This allows us to to perform all the manipulations simply by tuning the
resonance frequencies of coplanar superconducting resonators (Fig. 9.1), coupled to SEs
and to the charge qubit. As illustrated in Sec. 8.5, Q ∼ 106 − 107 have been experimen-
tally demonstrated [158], while the resonator frequencies have already been shown to be
variable on a ns timescale [160], and up to tenths of the fundamental-mode frequency ω0

c

[147, 161]. Besides, they can be assembled in large arrays [40]. Such capabilities, along
with the possibility of individually addressing the resonators, represents a prerequisite
for scalability. As to the spins, the few requisites of the scheme can be fulfilled by a large
variety of systems, ranging from diluted transition-metal or rare-earth ions to molecu-
lar nanomagnets [20]. In our hybrid encoding, each physical qubit is represented by a
resonator mode and a SE. We describe the quantum gates in the elementary unit of a
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scalable setup, namely two resonators containing different SEs, where each qubit is en-
coded in the state of a distinct SE-resonator pair.
In order to assess the feasibility of the proposed approach in relation to the state-of-the
art technology, it is important to gain a quantitative understanding of the main deco-
herence processes and of their effect on the quantum gates. Hence, we report a detailed
study on the effects of relaxation and dephasing on the system dynamics, by simulating
the quantum gates within a master equation formalism. Such decoherence channels are
considered for each element involved in the quantum computation, namely photons, SEs
and charge qubit. We find that the most important source of errors is given by photon
loss. However, for reasonably high (but technologically achievable) values of the quality
factor (Q ≈ 105 − 106), one can reach high values of the quantum-gate fidelity (> 95%).

9.2 Hybrid spin-photon qubit encoding

We consider a resonant cavity containing a single photon in a mode of frequency ωc,
and an ensemble of N identical and non-interacting spins 1/2, initially prepared in the
ground state |ψ0〉 ≡ | ↓1 ... ↓N 〉. The spins can be initialized in the state |ψ0〉, e.g., by
cooling them down in a static magnetic field. If the resonator mode is tuned to match
the gap of the two-level system, ω1, after some time the SE will collectively absorb the
photon and evolve into the state |ψ1〉 = 1√

N

∑N
q=1 |↓1 ... ↑q ... ↓N 〉. We note that |ψ1〉 is the

only mode strongly coupled to the cavity among the N degenerate levels corresponding
to one spin-flip. The explicit form assumed here for |ψ1〉 implies that all the spins have
the same coupling to the corresponding photonic mode. However, the precise form of
|ψ1〉 is not important for the feasibility of the scheme, provided that the corresponding
transition is strongly coupled to the resonant cavity mode. The generalized expression
for |ψ1〉 can be found for instance in Ref. [179]. Transitions between |ψ0〉 and |ψ1〉 are
described by b̂1 = 1√

N

∑
q=1,N | ↓〉〈↑ |q and b̂†1 [45, 148]. In the low-excitation regime, the

collective excitations of the SE can be described as a harmonic oscillator and [b̂1, b̂
†
1] = 1

(see Sec. 8.3).
Within the single-excitation subspace of the system formed by a resonator mode and a
SE, we introduce the hybrid encoding of the qubit µ:

|0〉µ≡ b̂†µ|∅〉= |ψ
µ
1 , nµ=0〉,

|1〉µ≡ â†µ|∅〉= |ψ
µ
0 , nµ=1〉, (9.1)

where â†µ is the photon creation operator, nµ is the photon occupation number of the
cavity mode coupled with the SE and |∅〉 = |ψ0, nµ = 0〉 is the vacuum state. Thus,
the logical state of the qubit depends on whether the excitation is stored within the spin
ensemble or in the quantized electromagnetic field of the resonator.

9.3 Description of the scalable setup

To achieve universal QIP it is sufficient to perform a two-qubit quantum gate such as the
controlled−Z (CZ), and arbitrary single-qubit rotations around two non-parallel axes
(see Sec. 0.1). Hereafter, we describe our scheme for the quantum-gate implementation
in the basic unit of a scalable setup, i.e., a system of two qubits (µ = A,A′), encoded
in the hybrid states of two distinguishable SEs coupled to the modes of two different
coplanar resonators, as in Fig. 9.2-(a). In its general form, the scheme can be imple-
mented within any bipartite lattice of cavities [180]. Both SEs consist of effective s = 1/2
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TLS

Figure 9.2: (a) Representation of an elementary unit of the scalable setup. (b) Level diagram (solid
line) of the two spin systems used to define the qubits and of the interposed charge qubit (TLS),
which is used to implement CZ gates. The individual spin-photon coupling strengths are indicated
as gγ , corresponding to transition frequency ωγ between single-spin states |0q〉γ and |1q〉γ (γ =

A,A′). The TLS-cavity couplings are indicated with capital letters. Dashed lines represent the idle
frequencies of the cavity modes.

spins, but with different energy gaps: ωA is coupled to the harmonic of frequency ωAc
in the cavity of A, while ωA

′
to the harmonic of frequency ωA

′

c in the cavity of A′, as in
the level scheme of Fig. 9.2-(b). A third unit B, which is not used to encode qubits, is
located in between the qubits A and A′. It includes a resonator coupled to a nonlinear
element, such as a charge qubit, which we exploit to implement CZ [181]. For reason-
able values of the Josephson and charge energies [38] the charge qubit (see Section 8.4)
is characterized by the anharmonic spectrum reported in the central part of Fig. 9.2-(b).
Hereafter we consider only the three lowest levels of the charge qubit and label it as TLS
(three-level system). We stress that the transmon is not used to encode the qubits, and is
left in its ground state always but during the implementation of the two-qubit gates. In
the cavity of B we consider two different harmonics, ωBc and ωB

′

c , respectively close to
the gaps ΩB and ΩB

′
of the TLS. In the idle configuration, the cavity modes A − B and

B′ −A′ are detuned and qubits encoded in different cavities evolve independently from
one another. Hence, single-qubit rotations can be implemented by varying the resonance
frequency of the relevant resonator, while the TLS is left in its ground state and no pho-
tons are present in resonator B. The interaction between neighboring qubits is switched
on when the two cavities A and A′ are brought into resonance with B and photons can
jump from cavities A and A′ to B. As explained below, CZ gates can be obtained by
exploiting a two-step Rabi oscillation of the TLS between its ground state |ψB0 〉 and the
excited state |ψB2 〉 [Fig. 9.3-(b)]. A three-level superconducting system was exploited for
performing CZ gates in a different scheme in [42].
The total Hamiltonian of the system reads:

Ĥ = Ĥspin + ĤTLS + Ĥph + Ĥint + Ĥhop . (9.2)

The first term describes the SEs of the qubits A and A′, as independent harmonic oscil-
lators [160] (~ ≡ 1):

Ĥspin = ωAb̂†Ab̂A + ωA
′
b̂†A′ b̂A′ . (9.3)
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As stated above, the charge qubit is treated as an effective three-level system (TLS). In-
deed, we consider the superconducting qubit at the charge degeneracy point, in a regime
EJ ≈ 6EC . Within this range of parameters, the spectrum is highly anharmonic. Hence,
we can safely truncate the Hilbert space to the three lowest levels. Its Hamiltonian is
given by:

ĤTLS = ΩB |ψB1 〉〈ψB1 |+ (ΩB
′
+ ΩB)|ψB2 〉〈ψB2 |. (9.4)

The time-dependent photonic term is entirely responsible for the manipulation of the
qubits. It can be expressed as:

Ĥph =
∑

γ=A,A′,B,B′

ωγc (t)â†γ âγ , (9.5)

where ωγc (t) = ωγc (0) + ∆γ
c (t). Hereafter, we will use the interaction picture, with Ĥ0 =

Ĥspin + ĤTLS + Ĥph(t = 0). Hence, within the rotating-wave approximation the spin-
photon and TLS-photon coupling Hamiltonians take the form:

Ĥint = GB

[
â†B |ψ

B
0 〉〈ψB1 |ei(ω

B
c −ΩB)t + h.c.

]
+ GB′

[
â†B′ |ψ

B
1 〉〈ψB2 |ei(ω

B′
c −ΩB

′
)t + h.c.

]
+

∑
γ=A,A′

Ḡγ

[
â†γ b̂γe

i(ωγc−ω
γ)t + h.c.

]
. (9.6)

Here, the coupling constants Ḡγ are enhanced by a factor
√
N with respect to their single-

spin counterparts (see Sec. 8.3).
Finally, the last term in Eq. 9.2 describes the photon-hopping processes induced by the
capacitive coupling between the modes A and B (A′ and B′) of the neighboring cavities
[182]:

Ĥph−ph = − κâ†AâBe
i(ωAc −ω

B
c )t

− κ′â†A′ âB′e
i(ωA

′
c −ω

B′
c )t + h.c. . (9.7)

By properly engineering the two different cavities, the coupling between other modes
can be easily made negligible.

9.4 Quantum gates

In order to perform one- and two-qubit gates, we exploit the absorption (emission) of
the photons entering the hybrid encoding (Eq. 9.1). These processes can be straightfor-
wardly controlled by tuning the frequencies of the cavity modes by a quantity ∆γ

c for
suitable time intervals. We will refer to such variations of the resonator frequencies as
shift pulses. In order to make the manipulation experimentally easier, we choose [see Fig.
9.2-(b)] ωBc (0) to be intermediate between ωAc (0) and ΩB , while ωA

′

c (0) is close to ωB
′

c (0),
and ωB

′

c (0) is close to ΩB
′
.

9.4.1 Single-qubit rotations

In the idle configuration ∆γ
c (t) = 0, the resonator frequencies are significantly detuned

from the spin energy gaps (|ωγc (0) − ωγ | � Ḡγ) and Ĥint is ineffective. In addition, the
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Figure 9.3: Single- and two-qubit gates. (a) Calculated time-dependence of the components of
|ψ(t)〉 in a single-qubit rotation Rx(π). Dashed black lines represent ∆γ

c (t)/ωγc (0). Negligible
components are not shown. (b) Time-dependence of the main components of |ψ(t)〉 in a CZ gate.
Auxiliary states |η〉AA′ , |ξ〉AA′ and |ζ〉AA′ are described in Eq. 9.13. (Figure used with permission
from Ref. [171].)

cavity modes A and A′ are far-detuned from B and B′ (|ωAc −ωBc | � κ, |ωA′c −ωB
′

c | � κ′)
and the effect of inter-cavity coupling is negligible. Hence, single-qubit gates can be
performed independently on each qubit.
In particular, off-resonance pulses are employed to obtain a rotation by an arbitrary angle
about the z axis of the Bloch sphere. These induce a phase difference between the |0〉µ
and |1〉µ states of the hybrid qubits (Eq. 9.1). We assume for simplicity step-like pulses,
∆γ
c (t) ≡ δγc θ(τ/2 − |t − t0 − τ/2|), so that a generic phase shift R̂ϕ is performed, with

ϕ = −δγc τ . In the basis {|0〉µ, |1〉µ}, such rotation takes the form:

Rϕ=δγc τ =

(
1 0
0 e−iδ

γ
c τ

)
. (9.8)

This coincides with a rotation around the z axis up to an overall phase, being R̂z(ϕ) =

e−iσ̂zϕ/2 = e−iϕ/2R̂ϕ and σα=x,y,z the Pauli matrices. Conversely, rotations R̂x(ϕ) about
the x axis (see Eq. 0.2), are obtained by resonant processes in which the frequency of the
cavity mode is tuned to match the corresponding energy gap of the SE (δγc = ωγ −ωγc (0),
with γ = A,A′) for the proper amount of time, τ = ϕ/2Ḡγ . The time evolution of qubit
µ in the resonant regime can be determined analytically. We start from the following
single-qubit Hamiltonian:

Ĥµ = ωµb̂†µb̂µ + ωµc â
†
µâµ

+ Ḡµ[â†µb̂µe
i(ωµc−ω

µ)t + âµb̂
†
µe
−i(ωµc−ω

µ)t], (9.9)

in which we take into account only the relevant interactions involving qubit µ, neglecting
photon hopping terms. Then we set δµc = ωµ − ωµc and we determine analytically the
time evolution of a state initialized (in interaction picture) in a general superposition
α|0〉µ + β|1〉µ of the single-qubit basis. At t = 0 the cavity is largely detuned (δµc � Ḡµ)
from the spin gap and the resonance condition ωµ = ωµc is established at t = t0. As
the Hamiltonian conserves the total number Nex of excitations, we can reduce to the
subspace Nex = 1, where

Hµ =

(
ωµ Ḡµ
Ḡµ ωµ

)
. (9.10)
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The single-qubit evolution (in interaction picture) is expressed by the following unitary
matrix

U1 =

(
cos (Ḡγτ) −i e−iδγc t sin (Ḡγτ)

−ieiδγc t0 sin(Ḡγτ) e−iδ
γ
c (t−t0) cos (Ḡγτ)

)
(9.11)

where τ = t − t0. By comparing Eq. (0.2) and (9.11), we note that the additional phase
ϕ = −δγc τ of the |1〉µ qubit state is straightforwardly corrected by an R̂−ϕ rotation. Fur-
thermore, in order to obtain a rotation about the x axis of the Bloch sphere, we need to
choose t0 as an integer multiple of 2π/δγc . This auxiliary degree of freedom can be ex-
ploited to obtain a rotation about an arbitrary axis in the xy plane. In fact, by applying
R̂−ϕ and then U1, we obtain the unitary matrix:

U2 =

(
cos (Ḡγτ) −i e−iδγc t0 sin (Ḡγτ)

−ieiδγc t0 sin (Ḡγτ) cos (Ḡγτ)

)
, (9.12)

which has the form of a general rotation about an axis n = (nx, ny, 0), see Eq. 0.6.
A simulation of the R̂x(π) gate is reported in Fig. 9.3-(a) in terms of the overlaps cij(t) =
〈iAjA′ |ψ(t)〉 between the system state |ψ(t)〉 and the logical two-qubits states |iAjA′〉 =
|iA〉 ⊗ |jA′〉 (i, j = 0, 1).

9.4.2 Controlled-Z gate

The implementation of two-qubit gates requires the coupling between the degrees of
freedom that are used to encode the two qubits. The CZ gate is performed with a two-
step Rabi oscillation of the TLS between |ψB0 〉 and |ψB2 〉 accompanied by the absorption
and emission of the two photons entering the definition of the two qubits. A multi-step
pulse sequence is adopted, involving the auxiliary states

|η〉 = |∅〉⊗ |ψB0 , nB=1, nB′=1〉,
|ξ〉 = |∅〉⊗ |ψB1 , nB=0, nB′=1〉,
|ζ〉 = |∅〉⊗ |ψB2 , nB=0, nB′=0〉, (9.13)

where |∅〉 = ⊗µ=A,A′ |ψµ0 , nµ = 0〉 is the vacuum state of the two-qubit register. We
schematically explain the effect of such sequence on two qubits initialized in state |1A1A′〉:

1. The first step corresponds to the hopping of the photons from the modes A and
A′ into the cavity modes B and B′ of the unit B, by means of two simultaneous π-
pulses that bring the two pairs of modes into resonance. This induces the transition
|1A1A′〉 −→ |η〉.

2. As a second step, the photon of frequency ωBc is tuned to ΩB by means of a π-pulse,
which transfers the excitation from the mode B to the intermediate level |ψB1 〉 of
the TLS, carrying the system into the state |ξ〉.

3. Then, a 2π-pulse brings the mode of frequency ωB
′

c into resonance with ΩB
′
, thus

inducing a complete Rabi flopping between the states |ξ〉 and |ζ〉. In this process, a
phase π is added to |ξ〉.

4. Finally, the repetition of the first two steps brings the state back to |1A1A′〉, with an
overall phase π. By properly setting the delay of the two π pulses corresponding
to the previous steps (or by performing single-qubit phase shifts), the associated
absorption and emission processes yield a zero additional phase.
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Conversely, the other basis states don’t acquire any phase, as required for the CZ gate.
In fact, the basis state |0A1A′〉 has only the high-energy photon which is driven to mode
B′, but is off-resonance with the ΩB gap, and hence is not absorbed. Instead, |1A0A′〉
contains only the low-energy photon, which is absorbed by the TLS, bringing it to the
first excited state |ψB1 〉. However, the following Rabi flop doesn’t occur, due to the ab-
sence of the higher-energy photon. Finally, the state |0A0A′〉 is completely unaffected by
the pulse sequence, because of the absence of both photons.
The same analysis carried on for single-qubit rotations in the previous subsection holds
also for two-qubit gates. Indeed, each pair of states involved in the resonant processes
exploited to obtain CZ evolves according to Eq. 9.11, with the only difference that in
2π processes the choice of t0 is not relevant. In this way additional trivial phases ac-
quired during 2π photon-hopping processes or during the second step of the evolution
described here can be straightforwardly eliminated by short R̂z operations as in the im-
plementation of R̂x.
The time evolution of the two-qubit state |ψ(t)〉 (initialized in |11〉) induced by this pulse
sequence is reported in Fig. 9.3-(b). These simulations have been performed by assum-
ing fundamental frequencies ωAc (0)/2π = 22, ωA

′

c (0)/2π = 21 and ωBc (0)/2π = 12.5 GHz
[46], and using the first and second harmonic (second and third harmonics) for the A
and A′ (B) cavities. With this choice, photon hopping between modes other than those
included in Eq. 9.7 is negligible. We find remarkably high fidelities (F) for both single
qubit rotations and controlled-Z, above 99.9%, for initial states belonging to the compu-
tational basis and also corresponding to linear superpositions of the basis states. Even
larger values of F can be obtained by using larger frequencies or larger detunings.
The frequency is varied up to ±0.1 ω0

c for the fundamental harmonic, and proportion-
ally for the others. Similar detunings have been experimentally shown in Ref. [147]. We
have assumed realistic values of the TLS-cavity Gjγ/2π = 30 − 45 MHz and SE-cavity
coupling rates Ḡγ/2π = 30 MHz, corresponding to N ∼ 1012 spins [45], and tunneling
rate κ/2π = 25 MHz, which has already been shown experimentally [182]. Larger val-
ues of Gγ and κ would reduce the gating times, but would also increase the fidelity-loss,
unless compensated by larger detunings.

9.5 Effect of decoherence

The interaction of the system with the environment tends to introduce errors in the im-
plemented quantum gates. Hereafter, we introduce the formalism that will be employed
to simulate the dynamics in an open-system scenario, in order to assess the robustness
of the present scheme with respect to the relevant decoherence sources [172].

9.5.1 Master equation approach

The time evolution of the system density matrix ρ̂ is described within a Markovian ap-
proximation and a Lindblad-type dynamics (see Appendix E), with the Liouville-von
Neumann equation of motion:

d

dt
ρ̂ = −i

[
Ĥ, ρ̂

]
+
∑
j

ΓjDx̂j [ρ̂] +
∑
j

γjDx̂†j x̂j [ρ̂], (9.14)
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being Γj and γj respectively the damping and pure-dephasing rates of the field x̂j . The
dissipator term for an arbitrary operator, x̂, is given by

Dx̂[ρ̂] = −1

2

(
x̂†x̂ρ̂+ ρ̂x̂†x̂

)
+ x̂ρ̂x̂†. (9.15)

The density matrix approach followed in the present work allows us to include the ef-
fects of relaxation and pure dephasing on each element involved in the scheme. If the op-
erator x̂i destroys an excitation in the system, terms likeDx̂i [ρ̂] account for energy losses,
while pure dephasing processes are described by Dx̂†i x̂i [ρ̂]. We note that the former ones
provide the most important contribution for photons [183] (with x̂j = âj , j = A,A′),
while the latter ones are dominant for the TLS operating in between the CPB and trans-
mon regime (x̂j = |ψBj 〉〈ψBj+1|, j = 0, 1) 1. Hence, we initially study the fidelity of the
quantum gates as a function of the photon loss rate and the TLS pure dephasing rate. We
then include two further sources of errors. The first one is represented by energy losses
from the superconducting nonlinear element, which however is not expected to appre-
ciably alter the gate fidelity, being the loss rate usually smaller than the pure dephasing
rate. The second one is given by the pure dephasing of the spin-ensemble, whose effect
on the system dynamics is similarly small.
For the simulations, we represent each field as a matrix in the Fock-states basis, and
truncate it at a number of total excitations previously checked for convergence. The to-
tal Hamiltonian, Eq. 9.2, and the density matrix master equation of the whole system,
Eq. 9.14, are built by tensor products of these operators. Then, the equation of motion for
ρ̂ is numerically integrated, in the interaction picture, by using a standard Runge-Kutta
approximation.

9.5.2 Numerical results

In order to investigate the effects of decoherence on quantum-information processing,
the numerical simulation of single- and two-qubit gates reported above has been repro-
duced by using the master equation formalism outlined above. Since the time required to
implement the two-qubit CZ gate is much longer than that corresponding to the single-
qubit rotations, this gate is the most error-prone. Therefore, we consider CZ as a test bed
for the robustness of our quantum-information processing scheme. As a figure of merit
for the CZ (0.1.4), we compute its fidelity F =

√
〈ψ|ρ̂|ψ〉, where ρ̂ is the final density

matrix and |ψ〉 the target state.
First, we investigate the effects of photon leakage and pure dephasing of the TLS. For
each cavity mode, we have assumed a photon-leakage rate that is proportional to the rel-
ative mode-frequency, Γi = ωic/Q, while the quality factor is the same for all the relevant
cavity modes [184]. Furthermore, we notice that the same dephasing rate has also been
assumed for the two Lindblad operators, x̂†j x̂j = |ψBj+1〉〈ψBj+1| (j = 0, 1), acting on the
two relevant TLS transitions, without loss of generality. Figure 9.4-(a) reports the fidelity
as a function of the resonators quality factor Q. Different curves refer to different values
of the TLS dephasing time TTLS2 = 1/γTLS , chosen in a realistic range. In particular, the
lower bound of TTLS2 = 0.1 µs is typical of charge qubits, in the regime EC ≥ EJ [185].
Dephasing times of the order of TTLS2 = 10 µs have already been demonstrated experi-
mentally [153] for charge qubits in the transmonic regime EJ ≈ 10 EC , which is close to
the range of parameters we are exploring (EJ ≈ 6 EC). With such values of TTLS2 and
with Q approaching 106, we obtain a fidelity above 99%. In Fig. 9.4-(b) the fidelity is

1All the calculations reported in this chapter consider EJ/EC ≈ 6.



140 9.5 Effect of decoherence

4 5 6 7
0.7

0.8

0.9

1.0

Log10[Q]

F

 

 

 T2
TLS = 0.1 s

T2
TLS = 1.0 s

T2
TLS = 10 s

-1.0 -0.5 0 0.5 1.0
0.7

0.8

0.9

1.0

Log10[T TLS2 (7s)]

F
 

 

Q = 104
Q = 105
Q = 106
Q = 107

(a) (b)

Figure 9.4: Fidelity of the CZ gate as a function of the quality factor Q of the resonators, for
different values of the TLS dephasing time, TTLS2 (a), and of the TLS dephasing time, TTLS2 , for
different values of the quality factor, Q (b). The system is initialized in the superposition of the
computational basis states (|0A0A′〉 + |1A1A′〉)/

√
2. (c) Two-dimensional surface of F(Q,TTLS2 ).

Both Q and TTLS2 are varied in a realistic range, which can be reached with available technology.
The gate fidelity is represented both by the colors and by the height of the surface.
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Figure 9.5: CZ-gate fidelity as a function of TTLS1 and TTLS2 , assuming Q = 106. The calculated
fidelity is represented both by the colors and by the height of the surface.

plotted as a function of TTLS2 , for different values of Q. The dependence of the fidelity
on TTLS2 is much weaker than that on Q. This results from the fact that the excited states
of the TLS are populated only for a fraction of the total gating time. Figure 9.4-(c) reports
the overall dependence of the CZ-gate fidelity on the cavity quality factor and on the TLS
dephasing time. For the simulation reported in Fig. 9.4, the system is initialized in a su-
perposition state, (|0A0A′〉+ |1A1A′〉)/

√
2. This state is one of the most error prone, as it

introduces in the calculation the relative phase between |1A1A′〉 (in which both photons
are subject to damping and dephasing) and |0A0A′〉, which is completely unaffected by
the pulse sequence. Consequently, other superposition states lead to similar or slightly
larger fidelities.
Typically, TTLS1 is larger than TTLS2 in charge qubits close to the transmon regime. In
any case, we have checked that the inclusion of a relaxation term for the TLS does not
reduce appreciably the gate fidelity. A colormap of the CZ-gate fidelity as a function of
TTLS1 and TTLS2 is reported in Figure 9.5. We note a slightly more pronounced depen-
dence of F on the relaxation time TTLS1 than on the dephasing time TTLS2 . However, in
the regime examined here we can assume TTLS2 ≈ 10µs and TTLS1 > TTLS2 , leading (in
a cavity with Q = 106) to values of F above 99%.
As far as photons are concerned, it has been experimentally shown that pure dephasing
of the cavity modes is practically negligible (see, e.g., Ref. [183], where the measured
value of the dephasing time T ph2 approximately corresponds to twice the value of the
photon decay time T ph1 ).
Finally, we have included in the equation of motion a pure dephasing term, acting on
the spin ensembles. The calculated fidelity at the end of a CZ gate is plotted in Fig. 9.6
as a function of the spin-ensemble dephasing time TSE2 , for different values of Q. We
note that for TSE2 > 1 µs, the fidelity of a single gate (which takes about 50 ns) is nearly
independent of TSE2 , whereas the dependence on Q is much more pronounced. In that
limit, the spin dephasing rate does not appreciably affect the system dynamics.
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9.6 Proof-of-principle experiment

We describe here a simpler, not scalable setup, which could be exploited for the first
proof-of-principle demonstrations of the present scheme. This setup includes a single
cavity, coupled to a TLS and an ensemble of equally oriented s = 1 spins, as schemati-
cally shown in Fig. 9.7. The setup reported here is not straightforwardly scalable because
increasing the number of qubits within a single cavity implies the use of an increasing
number of distinct harmonics.
We refer here not to disordered diluted systems, but to crystals of equally oriented mag-
netic ions diluted in a non-magnetic matrix (see, e.g., Ref. [186]). In the low-excitation
regime, the spin ensemble can be modeled by two independent harmonic oscillators,
related to two different magnetic-dipole transitions from the m = 0 ground state of the
single spin, namely those to them = −1 andm = 1 states. This can be achieved by prop-
erly choosing a system with easy-plane magnetic anisotropy, which provides a zero-field
splitting between the m = 0 ground state and the excited m = ±1 doublet, and in pres-
ence of a small static magnetic field. The corresponding creation operators (excitation
energies) are given by b̂†A = 1√

N

∑N
q=1 |−1〉〈0|q and b̂†A′ = 1√

N

∑N
q=1 |1〉〈0|q (ωA and ωA

′
),

while the ground state of the SE is |ψ0〉 = |01 . . . 0N 〉. These spin modes, together with
the modes A and A′ of the single cavity, allow us to introduce here a dual-rail encoding
equivalent to that defined in Eq. 9.1 for the scalable architecture:

|0A0A′〉 = b̂†Ab̂
†
A′ |∅〉, |0A1A′〉 = b̂†Aâ

†
A′ |∅〉,

|1A0A′〉 = â†Ab̂
†
A′ |∅〉, |1A1A′〉 = â†Aâ

†
A′ |∅〉, (9.16)

where |∅〉 = |ψ0, nA = 0, nA′ = 0〉. For the qubit manipulation, and specifically for
the two-qubit gate, we exploit the lowest three levels (|ψB0 〉, |ψB1 〉 and |ψB2 〉) of a charge
qubit, with transition energies ΩB and ΩB

′
, as in the scalable scheme. Besides, the two

harmonics of the resonator that are taken into account have frequencies ωAc and ωA
′

c : ωAc
is intermediate between ωA and ΩB , while ωA

′

c is intermediate between ωA
′

and ΩB
′
. In

this way, the cavity mode ωAc (ωA
′

c ) can be coupled both to the spin gap ωA (ωA
′
) and to

the superconducting gap ΩB (ΩB
′
). As in the scalable setup, the TLS does not enter the

definition of the qubits, for it remains in its ground state in all the computational space.
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Figure 9.6: Fidelity of the CZ gate as a function of the spin-ensemble dephasing time, TSE2 =
1/γSE . The three curves are referred to different Q factors and are calculated assuming TTLS2 =
10 µs. (Figure used with permission from Ref. [172].)
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Figure 9.7: Sketch of the elementary unit of the non-scalable setup for proof-of-principle exper-
iments. QubitsA andA′ are now encoded by using two different states of the same spin ensemble
of s = 1 spins, coupled to two different harmonics of the same cavity.

Single-qubit rotations are implemented in a way similar to that described for the scalable
setup: rotations about the z axis of the Bloch sphere, R̂z(ϕ), are realized by means of off-
resonant pulses, while R̂x(ϕ) are performed by tuning ωγc to ωγ for the proper amount of
time (γ = A,A′). However, as the photons that are involved in the encoding of the two
qubits correspond to different harmonics of the same cavity, the R̂z(ϕ) rotations applied
to qubit A and A′ are not independent. Indeed, by applying a pulse of amplitude 2δc to
the second harmonic for a time τ , one also varies the phase of the third harmonic by an
amount of 3δcτ . In the two-qubit basis, we thus obtain the transformation:

R̂zz(τ) =


1 0 0 0
0 e−2iδcτ 0 0
0 0 e−3iδcτ 0
0 0 0 e−5iδcτ

 . (9.17)

A rotation of, e.g., the first qubit can however be performed without affecting the second
one, by exploiting the equality:

R̂zz(τ) [R̂x(ϕ)⊗ Î] R̂zz(τ) = R̂y(ϕ)⊗ Î , (9.18)

which holds for τ = 3π/2δc
2. In this way, we demonstrate the ability to implement

independent R̂y rotations on each qubit. This, together with rotations about the x axis,
allows us to obtain any single-qubit gate.
The CZ gate can be implemented as in the scalable setup. Here, however, a single res-
onator is involved, and no photon-hopping is needed: this reduces the overall time re-
quired to implement the quantum gate. Figure 9.8 is a colormap of the fidelity in a CZ
gate, as a function of the two parameters accounting for the two included sources of
errors: the resonator quality factor Q, accounting for photon leakage, and the TLS de-
phasing time TTLS2 . The plot is similar to that of Fig. 9.4: the larger Q and TTLS2 , the
larger the fidelity. However, as the implementation of a single CZ gate here is faster,
the photon leakage is less relevant: slightly larger values of the fidelity correspond to
the same values of Q. In Fig. 9.9-(a) we plot the expectation value of the number op-
erators as a function of time, i.e. 〈â†A(t)âA(t)〉 = Tr[ρ̂(t)â†AâA], and analogously for the
other fields. The rates corresponding to photon loss and pure dephasing of the TLS are
given by Q = 106 and TTLS2 = 10 µs. The system is initialized in state |1A1A′〉. Panel

2An equation analogous to (9.18) holds also for a rotation of the second qubit, i.e. R̂zz(τ) [I ⊗
R̂x(ϕ)] R̂zz(τ) = I ⊗ R̂y(ϕ). In that case, however, τ = π/4δc.
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Figure 9.8: Fidelity of the CZ gate in the non-scalable setup as a function of Q and TTLS2 . The
calculated fidelity is represented both by the colors and by the height of the surface.

(b) displays the profile of the step-like pulse sequence employed in the simulation: the
first π-pulse brings photon of frequency ωAc into resonance with the TLS gap ΩB , leading
to the absorption of photon A. The second one is a 2π-pulse which induces a full Rabi
flop between states |ψB1 〉 and |ψB2 〉. Then an off-resonant pulse is used to implement a
rotation about z axis which corrects the unwanted phase acquired during the Rabi oscil-
lation. Finally, a π-pulse brings the system to state −|1A1A′〉, while the other basis states
are unaffected.

9.7 Discussion

Here we briefly discuss the possible consequences of the above decoherence mechanisms
on quantum-information processing. We have shown that the main source of error in our
scheme is represented by photon loss. Conversely, since the TLS is excited only during
part of the implementation of the CZ gate, TTLS2 > 1 µs is sufficient to guarantee a high
fidelity of the gates. Quality factors somewhat smaller than 105 already lead to fidelity
values F > 0.90−0.95, but it could be realistic to assumeQ ≈ 106−107, as shown in Ref.
[158]. In the limit of Q = 108, the photon lifetime would reach 0.3 ms, very close to the
coherence time of the best spins. Within this timescale, several quantum gates could be
performed on the proposed setup, leading to the implementation of complex quantum
algorithms, as well as the simulation of different quantum systems. Other decoherence
sources, such as relaxation of the TLS, are found to be ineffective, in a realistic range of
parameters.
In the reported simulations the cavity frequency is modulated by means of step-like
pulses. We have checked that the same results can be achieved by linearly varying the
resonator frequency on a timescale � 1/ωγc (0): this regime is well within the valid-
ity of the rotating-wave approximation and no generation of unwanted photons due to
dynamical-Casimir effect is observed [187].
Even if tuning of the resonator harmonics by external magnetic fields might introduce
extra-dissipation to the photonic degrees of freedom, it has been shown that Q-factors
are preserved within a factor of 3 in the whole frequency modulation range [147]. We
also point out that these effects are mainly attributed to thermal noise, which might be
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Figure 9.9: (a) Population of the fields as a function of time during a CZ gate, with the system
initialized in state |1A1A′〉. The continuous, dashed, dotted-dashed, and dotted lines represent
the time dependences of 〈â†AâA〉, 〈|ψ

B
1 〉〈ψB1 |〉, 〈|ψB2 〉〈ψB2 |〉, and 〈â†A′ âA′〉, respectively. (b) Pulse se-

quence which represents the relative frequency variations of the cavity during the implementation
of the CZ in the non-scalable setup. (Figure used with permission from Ref. [172].)

further reduced by working at lower temperatures and using high-frequency resonators,
as the ones assumed in the present work. In single spins, the dephasing time can reach
the value of 0.1− 1 ms [186]. An additional source of decoherence in SEs is represented
by inhomogeneous broadening [188, 189]. This is essentially due to the presence of dis-
order, which spreads the emitter’s bare frequencies and spin-photon couplings within
the ensemble. We will address in detail this issue in Chapter 11, also introducing an ef-
ficient scheme to overcome this drawback.
The fact that the dominant source of errors is given by photon loss represents a potential
advantage for the implementation of quantum computation. In fact, within the dual-rail
encoding we propose, the photon loss corresponds to a locatable error, and can in prin-
ciple be detected without requiring any redundant multi-qubit encoding [190]. We note
that the same effect is produced by inhomogeneous broadening of the spin-ensemble,
which can induce the leakage of the subsystem state out of the computational space. In
fact, in the presence of inhomogeneities, the state |ψµ1 〉 decays into other collective modes
of the spin ensemble, which are decoupled from the cavity mode (see below). Therefore,
neither photon loss nor inhomogeneous broadening of the SE induce an undesired bit
flip or phase shift. These can only result from imperfections in the pulses that are used
for the quantum gate implementation. In one-way quantum computing [191], the pres-
ence of only locatable errors was shown to result in a significant increase of the error rate
that is compatible with fault-tolerant quantum computation [192].
A class of spin systems that provides interesting and yet unexplored possibilities in
this respect is represented by molecular nanomagnets [20]. For example, high-spin
molecules possess magnetic-dipole transitions (e.g., those between the states |M = 0〉
and |M = ±1〉) whose amplitude is roughly proportional to the spin length. This, along
with the possible localization of the molecules in the nm-sized constrictions of the res-
onator, enabled by efficient deposition techniques, might allow one to achieve the strong
coupling regime even with a single molecule [157]. Such an achievement would elimi-
nate the contribution to decoherence resulting from inhomogeneous broadening. In this
way the only relevant source of error of the spins is given by pure dephasing of the single
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molecule (see Figure 9.6), whose coherence time can reach values of several µs [30]. A
further opportunity is represented by the suppression of the intrinsic decoherence time
of the spins. This could in principle be achieved by exploiting protected degrees of free-
dom within the molecular spin cluster, such as spin chirality [193].
In summary, we have developed a scheme for quantum-information processing with
spin ensembles in superconducting coplanar resonators, exploiting a hybrid spin-photon
encoding of the qubits. Our scheme is qualitatively different from previous ones be-
cause the spin and photon degrees of freedom enter the definition of the qubit on an
equal footing. In this way, the evolution can be induced simply by tuning the cavity fre-
quency to the spin-energy gaps. Arbitrary single and two-qubit gates are implemented,
over much shorter times than typical decoherence times of cavity-photons and spin-
ensembles. Promising candidates for the spin degrees of freedom are diluted magnetic
ions or molecular nanomagnets. The application of this scheme to an ABAB... array of
cavities enables general quantum algorithms as well as quantum simulators [40, 17] to
be implemented (see Chapter 10).

The content of this chapter was published in Phys. Rev. Lett. 111, 110501 (2013) (Ref.
[171]) and Phys. Rev. A 89, 052308 (2104) (Ref. [172]).

http://journals.aps.org/prl/abstract/10.1103/PhysRevLett.111.110501
http://journals.aps.org/pra/abstract/10.1103/PhysRevA.89.052308
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There is a large number of problems that are well known to be hardly tractable with

standard computational approaches and resources, mainly due to the many-body
nature of strongly correlated many particle systems. To overcome this limitation,

the idea of a quantum simulator was originally proposed by Feynman [14]: any arbi-
trary complex quantum system could in fact be simulated by another quantum system
mimicking its dynamical evolution, but under the experimenter control (see Sec. 0.1.5).
Over the past twenty years, different approaches have been proposed to realize quan-
tum simulators of the most relevant models in condensed matter physics, quantum field
theories, and quantum chemistry [15]. Lately, superconducting circuits and resonators
have emerged as an extremely promising platform for quantum information and quan-
tum simulation architectures [39, 40, 95, 194, 195, 196, 197]. Within this framework, the
first and unique theoretical proposal for a general-purpose digital simulator has been
put forward only very recently [95]. In this proposal qubits encoded in transmons are
dispersively coupled through a photon mode of a single resonator, and such coupling
is externally tuned by controlling the transmon energies. However, the reported fideli-
ties and the intrinsic serial nature of this setup (i.e., the need of addressing each pair of
qubits sequentially), may hinder the scalability to a sizeable number of qubits. In addi-
tion, superconducting units are not ideal for encoding qubits owing to their relatively
short coherence times. Indeed, spin-ensembles [45, 198, 199] or even photons [42, 173]
have been proposed as memories to temporarily store the state of superconducting com-
putational qubits.
Here we consider an array of superconducting resonators as the main technological plat-
form, on which hybrid spin-photon qubits are defined by introducing strongly coupled
spin ensembles (SEs) in each resonator [171, 172], as described in Chapter 9. One- and
two-qubit quantum gates can be implemented by individually and independently tun-
ing the resonators modes through external magnetic fields, as explained in the previ-
ous chapter. This setup can realize a universal digital quantum simulator [200], whose

147
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scalability to a large array is naturally fulfilled by the inherent definition of the single
qubits, represented by each coupled SE-resonator device. The possibility to perform a
large number of two-qubit gates in parallel makes the manipulation of such large arrays
much faster than in a serial implementation, thus making the simulation of complex tar-
get Hamiltonians possible in practice.
Ensembles of effective s = 1 spins are used in the hybrid encoding, which allows to ex-
ploit the mobility of photons across different resonators to perform two-qubit gates be-
tween physically distant qubits. This is done much more efficiently than by the straight-
forward approach of moving the states of the two qubits close to each other by sequences
of SWAP gates, and makes the class of Hamiltonians which can be realistically addressed
much larger. Long-distance operations arise whenever mapping the target system of the
simulation onto the register implies two-body terms between distant qubits. Besides the
obvious case of Hamiltonians with long-range interactions, this occurs with any two-
dimensional model mapped onto a linear register, or with models containing N -body
terms, including the many-spin terms which implement the antisymmetric nature of
fermion wavefunctions.
The time evolution of a generic Hamiltonian is decomposed into a sequence of local
unitary operators, which can be implemented by means of elementary single- and two-
qubits gates. Then we combine these elementary gates in order to mimic the dynamics
of spin and Hubbard-like Hamiltonians for fermions. We explicitly report our results
for the digital quantum simulation of the transverse-field Ising model on 3 qubits, the
tunneling dynamics of a spin one in a rhombic crystal field and the Hubbard Hamilto-
nian. We use a time-dependent Hamiltonian for this hardware including the effects of
decoherence in a Lindblad formalism, thus performing extensive numerical experiments
on our specific device, directly showing the feasibility of the proposed digital quantum
simulation.

10.1 A scalable architecture for quantum simulation

The proposed quantum simulator is schematically shown in Fig. 10.1. It consists of a
one- or two-dimensional (1D or 2D) lattice of superconducting resonators where hybrid
spin-photon qubits are defined. We notice that large arrays of such resonators have al-
ready been shown experimentally [40, 182]. In this schematic implementation, qubits are
encoded within square boxes. Each box represents a coplanar resonator containing an
ensemble of (effective) s = 1 spins, whose collective excitations correspond to the tran-
sitions from the m = 0 single-spin ground state to the m = ±1 excited states, and can
be modeled by two independent harmonic oscillators. Red lines represent the transition
energies (continuous m = −1, dashed m = 1 transitions, respectively), while the blue
line indicates the resonator frequency. This is varied within a nanosecond time-scale by
means of SQUID devices properly connected to the resonator [147, 159, 161], in order to
match the spin transition frequencies. In the hybrid qubit encoding, a dual-rail repre-
sentation of the logical units is introduced where the |0〉µ and |1〉µ states of qubit µ are
defined in the single-excitation subspace of each resonator. The logical state |0〉µ (|1〉µ)
corresponds to zero (one) photons and a single (zero) quantum in the m = −1 oscillator
in cavity µ. This encoding is detailed in Sec. 9.2. The m = 1 oscillator represents an aux-
iliary degree of freedom that is exploited to store the photonic component of the qubit,
if needed (e.g., to perform two-qubit gates between distant qubits, see below).
The basic unit of the scalable array (introduced in Chapter 9) is represented by a pair
of qubits connected by an interposed auxiliary resonator containing a superconducting
transmon device (circular box), which is employed to perform two-qubit gates and is
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Figure 10.1: (a) Elementary unit of the scalable setup, consisting of an auxiliary and a logical res-
onator. The latter includes an ensemble of s = 1 spins, placed at the antinodes of the magnetic field
(rotational lines) of the cavity mode. The auxiliary resonator contains a nonlinear element (trans-
mon) coupled to the electric field of the fundamental mode. (b) Detailed sequence of time steps
required to produce controlled-ϕ two-qubit gate between qubits µ = 2 and µ = 3. Logical cavities
are represented by square boxes, whereas auxiliary resonators are depicted as circular boxes. Blue
lines represent photon frequencies (ωµc in the logical and ω̃jc in the auxiliary cavities). The trans-
mon (Ω01 and Ω12) and spin (ω−1, continuous, and ω1, dashed) transition energies are indicated
by red lines. (I) qubits are initially into state |1213〉, with the excitations (red arrows) stored into
the photonic degrees of freedom (blue lines); (II) logical cavity 3 is brought into resonance with the
auxiliary resonator j = 2, thus (III) bringing the photon to the auxiliary cavity. In the meantime
auxiliary resonator 3 is detuned from the others to avoid unwanted photon hoppings. In (IV) the
photon is absorbed by the transmon (|ψ0,j=2〉 → |ψ1,j=2〉 transition). The same hopping process
(V) is repeated for the photon originally in cavity 2, which is brought to the auxiliary resonator (VI)
and then absorbed and emitted by the transmon (|ψ1,2〉 → |ψ2,2〉 transition) in a semi-resonant
Rabi process (VII). The procedure is then repeated to bring photons back to logical cavities 2 and
3, leading the state back to |1213〉 with an additional phase ϕ acquired during the semi-resonant
process.
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treated as a three level system. The setup is simplified with respect to that of the previous
chapter, as each resonator contains a single photonic mode. It should be emphasized that
this nonlinear superconducting element is not used to encode information, and it is left in
its ground state always except during the implementation of the two-qubit gates. Consequently,
its possibly short coherence times affect the quantum simulation only marginally. Other
types of superconductor based qubits [177], such as flux [154] or Xmon [166] qubits, can
be exploited as well. Here we focus on transmon qubits [44], which are commonly used
thanks to their low sensitivity to charge noise.
In the following, we shall refer to the square boxes of Fig. 10.1 as the logical cavities
labelled with Greek letters, while the circular ones are the auxiliary cavities labeled by
Latin letters. Photon hopping between neighboring resonators is allowed by capacitive
coupling. Formally, such a complex system can be described by the total Hamiltonian

Ĥ = Ĥspin + Ĥtr + Ĥph + Ĥint + Ĥph−ph . (10.1)

The first term describes the SEs as independent harmonic oscillators [160] (~ ≡ 1):

Ĥspin =
∑
m

∑
µ

ωmb̂
†
m,µb̂m,µ , (10.2)

where b̂†m,µ creates a spin excitation in level m = ±1 of resonator µ. The transmons
are treated as effective three-level systems, with transition energies Ω01 and Ω12, and
described by

Ĥtr =
∑
j

Ω01|ψ1,j〉〈ψ1,j |+ (Ω12 + Ω01)|ψ2,j〉〈ψ2,j |. (10.3)

The time-dependent photonic term is entirely responsible for the manipulation of the
qubits. It can be expressed as:

Ĥph =
∑
µ

ωµc (t)â†µâµ +
∑
j

ω̃jc(t)ˆ̃a
†
j
ˆ̃aj , (10.4)

where ωµc (t) = ωµc (0) + δµc (t) and a similar expression holds for ω̃jc(t). â†µ (âµ) creates
(destroys) a single photon in the logical resonator µ, while ˆ̃a†j (ˆ̃aj) creates (destroys) a
single photon in the auxiliary cavity j. Hereafter, we will use the interaction picture,
with Ĥ0 = Ĥspin + Ĥtr + Ĥph(t = 0). Hence, within the rotating-wave approximation
the spin-photon and transmon-photon coupling Hamiltonian takes the form:

Ĥint = G01

∑
j

[
ˆ̃a†j |ψ0,j〉〈ψ1,j |ei(ω̃

j
c−Ω01)t + h.c.

]
+ G12

∑
j

[
ˆ̃a†j |ψ1,j〉〈ψ2,j |ei(ω̃

j
c−Ω12)t + h.c.

]
+

∑
m=1,−1

∑
µ

Ḡm

[
â†µb̂m,µe

i(ωµc−ωm)t + h.c.
]
. (10.5)

Finally, the last term in Eq. (10.1) describes the photon-hopping processes induced by
the capacitive coupling between the modes in neighboring cavities [182]:

Ĥph−ph = −κ
∑
〈µ,j〉

â†µˆ̃aje
i(ωµc−ω̃

j
c)t + h.c. . (10.6)
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Single- and two-qubit gates are efficiently implemented by tuning individual resonator
modes, as shown in Refs. [171, 172]. Arbitrary single-qubit rotations within the Bloch
sphere as well as controlled-phase (Cϕ) gates can be realized, as explained in 9.4.1, and
illustrated in Figure 10.1-(b) for the pair of qubits 2-3. In particular, the Cϕ gate is ob-
tained by means of a semi-resonant process (during which the resonator is detuned from
the transmon gap by a small amount δ12), which is exploited to induce an arbitrary phase
on the |1213〉 component of the wavefunction [42]. A pulse of duration ∆t = π√

G2
12+δ212/4

,

where δ12 = Ω12−ω̃2
c is the detuning between the resonator mode and the |ψ1,2〉 → |ψ2,2〉

transition of the transmon, adds a phase ϕ = π − π δ12√
δ212+4G2

12

to the system wavefunc-

tion. The CZ gate (see Sec. 9.4.2) is recovered in the limit of δ12 = 0.
The present setup offers two remarkable benefits: the first is that using the hybrid en-
coding with an ensemble of effective s = 1 spins ensures the possibility of implement-
ing Controlled-phase gates between distant qubits, with no need of performing highly
demanding and error-prone sequences of SWAP gates. Long-distance two-qubit inter-
actions are a key-resource for the digital simulation of many interesting physical Hamil-
tonians. They appear each time that a multi-dimensional target system is mapped onto
a linear chain of qubits or in models with N -body terms. Among these, a particular
interest is assumed by problems involving interacting fermions in two or higher spatial
dimensions, which are often intractable for classical computers. For instance, solving the
two-dimensional Hubbard model is considered by many as the ultimate goal of the the-
ory of strongly correlated systems. This is done by bringing the photon components of
the two qubits into neighboring logical resonators by a series of hopping processes. The
operations outlined in Fig. 10.1-(b) are then performed to implement a Cϕ gate between
neighboring qubits, and the photon components are finally brought back to the starting
position by reverting the series of hoppings. Transferring the photons with no corrup-
tion and without perturbing the qubits encoded in the interposed logical cavities is made
possible by temporarily storing the photon component of these interposed qubits into
the m = 1 spin oscillator.
In addition, quantum simulations can be performed in parallel to a large degree, with
resulting reduction of simulation times. This is made possible by the definitions of the
single qubits, represented by each coupled SE-resonator device, and by the local con-
trol of each logical or auxiliary resonator. Non-overlapping parts of the register can then
be manipulated in parallel. For instance, in simulating a Heisenberg chain of N spins
s = 1/2, the N two-qubits evolutions which appear at each time-step in the Trotter
decomposition are performed first simultaneously on all N/2 ”even” bonds and then
simultaneously on the remaining N/2 ”odd” bonds. Thus the simulation time of each
Trotter step does not increase with N .

10.2 Numerical experiments

While it is obvious that a universal quantum computer can be used in principle to simu-
late any Hamiltonian, the actual feasibility of such simulations needs to be quantitatively
assessed by testing whether the complex sequences of gates needed are robust with re-
spect to errors due to decoherence. Here we numerically solve the density matrix master
equation for the model in Eq. 10.1 with the inclusion of the main decoherence processes,
i.e., photon loss and dephasing of the transmons [172].
In the following, we will consider the fidelity (0.1.4) as a valuable figure of merit for
the target Hamiltonians to be simulated. For the simulations shown in the following,
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time FI FD FLD
H(1)
x 6.4 ns 99.99 % 99.94 % 99.79 %
H(1)
z 0.5 ns 99.99 % 99.98 % 99.90 %
H(2)
yy 85.8 ns 99.87 % 99.24 % 98.96 %
H(2)
zz 61 ns 99.91 % 99.45 % 99.20 %
H(2)
yz 85.8 ns 99.79 % 99.13 % 98.87 %

Table 10.1: Simulation of the elementary terms of the Hamiltonian. Fidelity and time required
to simulate the elementary terms of the Spin Hamiltonian. The fidelity has been calculated by
assuming a random initial state. The second and third column show a comparison between the
ideal fidelity (calculated in the absence of decoherence) and the real one (calculated assuming
a Lindblad dynamics, with Q = 106 and T tr2 = 10 µs). The implemented evolution is Û =

exp
[
−iH(1,2)

αβ τ
]
, with α, β = x, y, z and with bτ = λτ = π/2. The last column reports the fidelities

corresponding to a setup operating at lower frequencies, ω1/2π = 16.05 GHz, ω−1/2π = 15.7
GHz, ωc(0)/2π = 14 GHz, ω̃c(0)/2π = 11.85 GHz and Ω01/2π = 9.2 GHz, Ω12/2π = 8.3 GHz.

we have chosen these operational parameters: ω1/2π = 37 GHz, ω−1/2π = 35 GHz,
ωc(0)/2π = 31 GHz, ω̃c(0)/2π = 28 GHz and Ω01/2π = 21.7 GHz, Ω12/2π = 19.6
GHz (see the level scheme inside each cavity in Fig. 10.1). We also assume realistic
values of the SE-resonator Ḡ±1/2π = 40 MHz, transmon-resonator G01/2π = 30 MHz,
G12/2π = 40 MHz and photon-photon κ/2π = 30 MHz couplings, respectively [46, 182].
The transmon parameters correspond to a ratio between Josephson and charge energies
EJ/EC = 25 [177]. In this regime the dephasing time T tr2 exceeds several µs while keep-
ing a 10% anharmonicity. The two chosen spin gaps can easily be achieved with several
diluted magnetic ions possessing a S > 1/2 ground multiplet, just by applying a small
magnetic field along a properly chosen direction. We have chosen resonator frequencies
ωc and ω̃c larger than usual experiments (e.g., twice the typical frequencies reported in
Ref. [46]), since this helps improving the maximal fidelity of gates. However, we empha-
size that the results do not qualitatively depend on these specific numbers. Indeed, high
fidelities are also obtained by using resonator frequencies smaller than in [46] (see Table
10.1).

10.2.1 Digital simulation of spin Hamiltonians

The simulation of interesting physical models can be handled by digital techniques, as
outlined in Section 0.1.5.
The time required and the fidelity for the simulation of each term of a generic spin
Hamiltonian are calculated by using a Lindblad master equation formalism (see Ap-
pendix E) and are listed in Table 10.1. We notice that the predicted fidelities are very
high, even after the inclusion of realistic values for the main decoherence channels, es-
pecially for the photon loss rate Γµ, which is related to the resonators quality factor (Q)
by Γµ = ωµc /Q. The high fidelity obtained for these elementary steps allows us to com-
bine many of them to simulate multi-spin models.
As a prototypical example we report the digital quantum simulation of the transverse
field Ising model (TIM) on a chain of 3 qubits:

ĤTIM = λ (ŝ1z ŝ2z + ŝ2z ŝ3z) + b (ŝ1x + ŝ2x + ŝ3x) , (10.7)
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Figure 10.2: Oscillations of the magnetization in the transverse-field Ising model. The simula-
tion is performed on a chain of 3 qubits, in the case b = λ/2. The plot reports the expectation value
of the total magnetization 〈Ŝz〉 = tr[ρ̂(ŝ1z + ŝ2z + ŝ3z)] on the final state of the system, simulated
for different values of the resonator quality factor (points) and compared with the exact evolution
(line).

where ŝiα are spin-1/2 operators. Figure 10.2 shows the oscillations of the magnetiza-
tion, Tr[ρ̂(ŝ1z + ŝ2z + ŝ3z)], for a spin system initialized in a ferromagnetic configura-
tion. Here ρ̂ is the three-qubit density matrix obtained at the end of the n = 10 Trotter
steps of the simulation. The exact Trotter evolution (continuous line) is compared to the
simulated one (points). In particular, red circles represent the ideal evolution, without
including any source of decoherence. Errors are, in that case, only due to a non-ideal im-
plementation of the quantum gates (see discussion below). Conversely, green and black
circles are calculated including the most important decoherence channels, namely pho-
ton loss (timescale 1/Γµ) and pure dephasing of the transmon (timescale T tr2 ). As in the
implementation of single gates discussed in Section 9.5, it turns out that photon loss is
the most important environmental source of errors, while T tr2 ≈ 10 µs [153] is sufficient
to obtain high fidelities at the end of the simulation. Indeed, the transmon is only ex-
cited during the implementation of two-qubit gates. The simulation has been performed
for different values of the resonators quality factor. By decreasing Q the average fidelity
decreases from 96.5% (infinite Q) to 94.6% (Q = 107) and 84.6% (Q = 106). For high but
realistic [158] values of Q = 107 the calculated points are close to the ones obtained in
the ideal case (with infiniteQ): in that case the gating errors still dominate the dynamics.
Finally, by exploiting the auxiliary m = 1 oscillator to store the photon component of the
hybrid qubits when these are idle, the effects of photon loss are reduced and the fidelity
significantly increases. The improvement is evident in Fig. 10.2, by comparing black cir-
cular and square points; the final fidelity raises from 84.6% to 92% thanks to this storage.
We stress again that the simulation time of each Trotter step does not increase for larger
systems containing more than 3 spins. Indeed, even if more gates are needed, these can
be applied in parallel to the whole array, independently of the system size. Below we
shall also discuss the extension to a larger number of qubits.
The simulation of Hamiltonians involving S > 1/2 spin ensembles can be performed
by encoding the state of each spin-S onto that of 2S qubits. As an explicit example, we
consider a chain of S = 1 spins, labelled Ŝi, with nearest-neighbor exchange interactions
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〈Ŝ
z
〉

 

 

Exact

Q=∞, T
2
tr=∞

Q=106, T
2
tr=10 µs

Q=105, T
2
tr=10 µs

Q=105, T
2
tr=1 µs

Figure 10.3: Tunneling of the magnetization in a spin-1 system. Line: exact time evolution of 〈Ŝz〉
for a single S = 1 spin with |D/E| = 12, after Eq. (10.8). As it is well known, the system oscil-
lates between states with opposite magnetization due to quantum tunneling across the anisotropy
barrier. Points: digital quantum simulation obtained by the time evolution of two hybrid qubits
for different values of the resonator quality factor, Q, and of the transmon coherence time, T tr2 ,
respectively.

and single-spin crystal-field anisotropy, described by the Hamiltonian

Ĥs1 =
∑
i

λŜi · Ŝi+1 +
∑
i

[
DŜ2

iz + E
(
Ŝ2
ix − Ŝ2

iy

)]
,

which reduces to the paradigmatic Haldane case for D = E = 0 and λ > 0. By rewriting
each spin-1 operator as the sum of two spin-1/2 ones (Ŝiα = ŝiAα + ŝiBα), Ĥs1 can be

mapped onto a s = 1/2 Hamiltonian, ˆ̃Hs1, with twice the number of spins. Indeed, if
each A-B pair of qubits is initialized into a state with total spin equal to one, the dynamics

of ˆ̃Hs1 coincides with that of Ĥs1 and can be simulated along the lines traced above. A
proof-of-principle experiment, which could be implemented even by the non-scalable
single-resonator setup described in Section 9.6, would be the simulation of a single spin
S = 1 experiencing tunneling of the magnetization. In this simple case we find (apart
from a constant term):

ˆ̃Hs1 = 2DŝzAŝzB + 2E (ŝxAŝxB − ŝyAŝyB) . (10.8)

Figure 10.3 reports the comparison between the exact and the simulated evolution of
the magnetization, assuming D < 0 and |D/E| = 12, for different values of Q and T tr2 .
Interestingly, quantum oscillations of 〈Ŝz〉 are well captured by the simulation even for
Q = 105, and the fidelity is practically unaffected by a reduction of transmon coherence
time to T tr2 = 1 µs.
The simulation of many-spin models with S > 1 typically requires two-qubit gates in-
volving non-nearest-neighbor qubits. These can be handled with no need of SWAP gates
as outlined above.
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Figure 10.4: Quantum circuit description for the simulation of the hopping part of the Fermi-
Hubbard model on a two-dimensional lattice. Here we explicitly show the case of Ĥλ =

−λ
(
ĉ†1ĉ5 + ĉ†5ĉ1

)
, with ϕ = 2λτ . R̂x(θ) and R̂y(θ) indicate single-qubit rotations about x or y

axis of the Bloch sphere, while Φ̂(ϕ) is the single-qubit phase gate.

10.2.2 Digital simulation of Fermi-Hubbard models

The numerical simulation of many-body fermionic systems is a notoriously difficult
problem in theoretical condensed matter. In particular, quantum Monte Carlo algo-
rithms usually fail due to the so-called sign-problem [201]. Our digital quantum simula-
tor setup enables to efficiently compute the quantum dynamics of interacting fermions,
even on an arbitrary two-dimensional lattice. Although we focus on the paradigmatic
Fermi-Hubbard Hamiltonian, the proposed scheme can be generalized to the quantum
simulation of several other fermionic models, such as the Anderson impurity model.
The target Hamiltonian describing a two-dimensional N ×M lattice of Wannier orbitals
is

ĤHub = −λ
∑
〈µ,ν〉,σ

ĉ†µ,σ ĉν,σ + U
∑
µ

ĉ†µ,↑ĉµ,↑ĉ
†
µ,↓ĉµ,↓, (10.9)

where 〈µ, ν〉 are nearest neighbors (ν = µ± 1, ν = µ±M ) and ĉµ,σ are fermionic opera-
tors. In order to simulate this Hamiltonian with our setup, we exploit the Jordan-Wigner
transformation to map fermion operators ĉµ onto spin ones ŝµ [202, 203, 204]. However,
if such a transformation is applied to the Hubbard model 10.9 in more than one dimen-
sion, the hopping (first) term results into XY spin couplings whose sign depends on the
parity of the number of occupied states that are between µ and ν in the chosen order-
ing of the Wannier orbitals [205]. This aspect makes the simulation of a fermionic system
much more demanding than any typical spin system, because the resulting effective spin
Hamiltonian contains many-spin terms. To illustrate how we address this key issue, here
we consider the simpler case of the hopping of spinless fermions on a lattice (the general
case of interacting spin fermions is discussed below). The target Hamiltonian can be
mapped into the following spin model:

Ĥλ = −λ
∑
〈µ<ν〉

(−1)α̂ŝ+
µ ŝ
−
ν + h.c., (10.10)

where α̂ =
∑ν−1
γ=µ+1 ĉ

†
γ ĉγ ≡

∑ν−1
γ=µ+1(ŝzγ + 1

2 ). We simulate this n-body interaction by
taking care of the state-dependent phase, similarly to Refs. [206, 207]. The sign factor
in Eq. 10.10 is obtained by performing a conditional evolution of the qubits interposed
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between the specifically addressed sites, µ and ν, depending on the state of µ. This
corresponds to a series of controlled-Z (CZ) gates between qubit µ and each of the qubits
γ interposed between µ and ν. Hence, the sequence of gates to be implemented at each
Trotter step is the following:∏

µ<γ<ν

ÛCZµ,γe
−iλτ(ŝ+µ ŝ

−
ν +ŝ+ν ŝ

−
µ )

∏
µ<γ<ν

ÛCZµ,γ . (10.11)

For instance, in Fig. 10.4 we show the quantum circuit for the implementation of Ĥ1,5
λ =

−λ(ĉ†1ĉ5 + ĉ†5ĉ1): controlled-phase gates (with ϕ = π) between qubit |ψ1〉 and each of
the qubits interposed between |ψ1〉 and |ψ5〉, namely |ψ2〉, |ψ3〉 and |ψ4〉, are sequentially
performed before and after the central block (dashed boxes), which implements the XY
evolution: ÛXY = exp{−iϕ(ŝ1xŝ5x + ŝ1y ŝ5y)}. The latter consists of two controlled-ϕ
gates (with ϕ = 2λτ ), preceded and followed by proper single-qubit rotations, imple-
menting respectively ŝxŝx and ŝy ŝy terms of the interaction, as schematically explained
in Fig. 10.4. By exploiting the high mobility of the photons entering into the hybrid en-
coding, Hamiltonian terms involving distant qubits can be simulated straightforwardly.
In fact, this is a remarkable advantage with respect to alternative solid-state platforms
for quantum information processing. We stress that, in spite of the increment in the num-
ber of gates required to address the sign issue, a large number of hopping terms can still
be implemented in parallel.

10.2.3 Interacting fermions with spin

To extend the quantum simulation of two-dimensional Hubbard models to the case of
fermionic systems with spin, we need to encode each fermion operator into a pair of
qubits, corresponding to spin up and spin down. To achieve this, we exploit a generaliza-
tion of the Jordan-Wigner transformation [208]. For this mapping we need to introduce

two different spin 1/2 operators ~̂S and ~̂
T , with Ŝz2µ−1 = ĉ†µ↑ĉµ↑−

1
2 and T̂ z2µ = ĉ†µ↓ĉµ↓−

1
2 ,

describing respectively odd and even qubits (ordered by rows in the two-dimensional
lattice).

Ŝ+
2µ−1 = ĉ†µ↑e

iπ
∑NM
ν=1 ĉ

†
ν↓ĉν↓+iπ

∑µ−1
ν=1 ĉ

†
ν↑ĉν↑

T̂+
2µ = ĉ†µ↓e

iπ
∑µ−1
ν=1 ĉ

†
ν↓ĉν↓ . (10.12)

It can be shown that these operators satisfy the usual angular momentum commutator
algebra, and that

[
Ŝα2µ−1, T̂

α
2ν

]
= 0. We assume that the fermion variables are ordered

by rows in the Hamiltonian. The efficiency of the scheme would be increased by using a
2-dimensional setup consisting of N rows and 2M columns. We can write the Hubbard
Hamiltonian in terms of the spin variables introduced above

Ĥs
Hub = −λ

NM∑
µ,ν>µ=1

(−1)
∑ν−1
γ=µ+1(Ŝz2γ−1+ 1

2 )Ŝ+
2µ−1Ŝ

−
2ν−1 + h.c.

− λ

NM∑
µ,ν>µ=1

(−1)
∑ν−1
γ=µ+1(T̂ z2γ+ 1

2 )T̂+
2µT̂

−
2ν + h.c. (10.13)

+ U

NM∑
µ=1

Ŝz2µ−1T̂
z
2µ +

U

2

NM∑
µ=1

(
Ŝz2µ−1+ T̂ z2µ

)
+
NMU

4
,
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where µ and ν are nearest neighbors on the two-dimensional fermionic lattice, such that
ν = µ + 1 (horizontal neighbors) or ν = µ + M (vertical neighbors) with the present
labeling. Odd (even) qubits encode spin up (spin down) variables. Since the hopping
term does not act if 〈ĉ†µσ ĉµσ〉 = 1 (i.e. ĉ†2µσ = 0), we can start directly with γ = µ+ 1, and
the exponential in expressions like Ŝ+

µ exp{iπ
∑ν−1
γ=µ+1(Ŝzγ + 1

2 )}Ŝ−ν can be factorized. We
note that in the case of horizontal neighbors the phase factor cancels out and that in Ĥs

Hub

do not appear terms Ŝ+
2µ−1T̂

−
2ν , as we are not considering spin-flip processes.

To simulate such evolution we can proceed in a way analogous to the spinless case.
Here, however, two different series of CZµ,γ should be carried out, depending if we are
considering the hopping of spin ↑ or spin ↓ fermions. The former involves only odd
values of γ, the second only even. Notice that, in a 2-dimensional register, we need to
transfer photons to implement Ŝ+

2µ−1Ŝ
−
2ν−1 or T̂+

2µT̂
−
2ν each time we have to couple a pair

of fermions belonging to the same row (due to the alternating ↑-↓ mapping), but in that
case

∏
ÛCZµ,γ is not required. The term

∏
ÛCZµ,γ , needed to correct the sign problem, is

necessary only if ν = µ+M (no photon transfer in that case is needed).

10.3 Discussion

We have proposed a digital quantum simulator based on hybrid spin-photon qubits, en-
coded in an array of superconducting resonators strongly coupled to spin ensembles.
Within this quantum computing architecture, quantum gates are implemented by a sin-
gle operational tool, namely by tuning the resonators frequencies. We have shown the
feasibility of the scheme with state-of the-art superconducting arrays technology, which
allows the high fidelity simulation of a large class of multi-qubits spin and fermionic
models. To test our predictions, we have performed numerical simulations of the mas-
ter equation for the system density matrix, including the most important decoherence
channels such as photon loss and pure-dephasing of the transmon involved in two-qubit
entangling gates.
Sources of errors. We analyze here the sources of error that affect the quantum simulation,
and point out possible solutions. Three main simulation errors can be found: digital
errors (arising from the Trotter-Suzuki approximation), gating errors (due to imperfect
implementation of the desired unitaries), and decoherence errors (due to the interaction
of the quantum simulator with the environment). While digital errors can obviously be
reduced by increasing the number of Trotter steps or by using higher-order decomposi-
tions, gating errors are accumulated by repeating a large number of quantum operations.
Similarly, the interaction of the system with the environment becomes much more pro-
nounced if the simulation time increases.
As far as decoherence mechanisms are concerned, we first notice that the present setup
limits the role of the transmon, which is not involved in the definition of the qubits. All
transmons are kept in their ground states apart from the specific transmons involved in
two-qubit gates, which are excited only for a short time. Thus, typical state-of-the-art
technology, which ensures transmon dephasing times of the order of tens of microsec-
onds, is sufficient to obtain high fidelity quantum simulations of relatively large systems.
Coherence times of single spins are so long that their effect on quantum simulations can
be disregarded. However, a potential drawback of spin ensembles is the presence of
disorder which spreads the transition frequencies within the ensemble (inhomogeneous
broadening). This eventually results in an irreversible population leakage from the su-
perradiant mode (our logical |0〉µ, strongly coupled to the resonator) into dark modes
out of the computational basis. We will introduce in the next Chapter 11 a scheme to
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prevent this damping effect, by operating in a cavity-protection regime, i.e. with a small
spin-resonator detuning.
Photon loss represents the main source of decoherence in our hybrid dual-rail encod-
ing. Its effect monotonically increases with the overall computational time, since both
idle and manipulated qubits are influenced by it. We stress that the proposed platform
allows us to manipulate simultaneously non-overlapping parts of the register, thus dras-
tically reducing the overall computation time and decoherence-induced errors with re-
spect to a serial implementation. Indeed, a pessimistic estimate of the decoherence error
(ε = 1−F2) onN qubits subject to photon loss is given by 1−e−NT

ωc
Q ≈ NT ωc

Q , where T
is the total time of the simulation. This is obtained by considering the probability for the
system prepared in the state with the maximum number of photons (|1〉1⊗...⊗|1〉N ) to be
still in the same state after time T . For simple Hamiltonians (e.g. the TIM or the Heisen-
berg model), in a serial implementation T scales with N , whereas in a parallel scheme T
is independent ofN . For example, the three-spins transverse Ising model reported above
can immediately be extended to simulate longer spin chains, by addressing simultane-
ously first the ”odd-bonded” and then the ”even-bonded” qubits. Hence, the parallel
implementation proposed here leads to a gain in the fidelity scaling as' eCN(N−2), with
respect to an analogous serial scheme. This makes the present architecture very compet-
itive, in view of scaling it to a relatively large array.
In this parallel implementation, for simulation times much smaller than the character-
istic photon loss damping time (∼ Q

ωcN
), errors are mainly due to gate imperfections.

Using the numbers reported in the third column (FI ) of Table 10.1, we can heuristi-
cally estimate the number of gates allowed by the proposed platform. For simplicity,
we follow Ref. [95] and assume single-gate errors as independent and add them. As a
threshold, we require the overall fidelity after the implementation of the full sequence to
be above 90%. This would allow us to perform more than 1000 single-qubit rotations or
∼ 120 controlled-Z two-qubit gates. For instance, in the extension of the simulation of
the transverse field Ising model to N = 10 qubits, the estimated gating error εg for each
Trotter step is still very small, below 0.02 (corresponding to a fidelity of 99%). In the case
of the more demanding N = 10 Heisenberg model we find εg = 0.07.
We note that gating errors are mainly due to the relatively small difference (δ̃) between
the photon frequency and transmonic gaps in the auxiliary cavities, which induces a
residual interaction that is never completely switched off. This leads to a leakage of a
fraction G/δ̃ of the wave-function, which decreases the fidelity. Here we use the tun-
ability of the resonator frequency as the only tool to process quantum information, but
the flux control of the Josephson energy of the transmons [44, 209] can also be exploited
to increase the detuning, thus leading to even larger fidelities. This additional degree
of freedom would in turn allow us to employ larger values of the transmon-resonator
couplings (commonly reported in literature), thus reducing the time required to imple-
ment two-qubit gates and hence the effect of decoherence. To keep the experimental
demonstration of the proposed scheme as easy as possible, in the above simulations we
have employed the tunability of the resonators as the only manipulation tool, using pa-
rameters which are a trade-off between the two effects of reducing the gating time and
increasing the leakage.
We finally remark that quantum error correction (QEC) would also represent a powerful
tool to improve the performance of the digital simulator. QEC schemes can be embed-
ded in the present setup. For instance we could introduce ancillae qubits to implement
the three qubit bit-flip and phase-flip codes [11]. These consist of single qubit rotations,
two qubit gates between each ancilla and the logical qubit and a three qubit Toffoli gate
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Figure 10.5: Schematic representation of a two-dimensional implementation of the digital
quantum simulator. Dark lines show superconducting coplanar resonators routed such that each
resonator is coupled to four adjacent resonators. Yellow boxes indicate logical resonators con-
taining ensembles of s = 1 spins near the magnetic field antinodes, while green boxes indicate
auxiliary resonators containing transmons near voltage antinodes. Flux biasing of the resonator
SQUIDs could be accomplished using microwave lines placed on another layer.

(or equivalently a controlled-controlled-Z gate). In a one-dimensional logical array, the
ancillae can be placed just above and below each logical qubit, connected to a common
auxiliary resonator. In this way the ancillae can directly interact with the logical qubit,
allowing us to implement two-qubit gates between them. The controlled-controlled-Z
gate can be obtained without decomposing it into a more demanding sequence of two
qubit gates, in a way similar to that proposed for the controlled-Z gate, by exploiting the
fourth level of the transmon to induce a 3-step Rabi flop. The detailed description of this
scheme is beyond the scope of this work and will be given elsewhere.
Two-dimensional arrays. While any model can be implemented onto a one-dimensional
register (e.g., the one schematically illustrated in Fig. 10.1) at the cost of requiring long-
range two-qubit gates, it is clear that a register topology directly mimicking the target
Hamiltonian would greatly reduce the simulation effort. In particular, there are several
important Hamiltonians defined on two-dimensional lattices whose simulation would
greatly benefit from a two-dimensional register. Here, we point out that our scheme
is straightforwardly usable on such a register, but its experimental realization neces-
sarily requires the implementation of two sub-lattices of cavities, alternatively coupled
to spin and transmon qubits, respectively. Fortunately, resonator arrays with complex
network topologies are realistically possible, already, as each cavity can easily couple
to multiple other resonators. Fig. 10.5 displays the schematic drawing of a potential
two-dimensional layout showing how such sub-lattices could feasibly realize a two-
dimensional simulator. From a technological point of view, we notice that similar lat-
tices with transmon qubits have been fabricated with more than 200 coupled cavities
[40]. While local tuning in such a lattice would require local flux bias on a separate layer,
this need for local control lines applies to any adjustable quantum simulator. On the
other hand, we notice that a recent technology has shown promising results to bring flux
lines to the interior part of a lattice made of a small number of nodes, e.g. by using Alu-
minum airbridge crossovers to route microwave signals into a target resonator [210].
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Summary. In conclusion, the proposed setup exploits the best characteristics of distinct
physical systems: the long coherence times of the spins, which can encode quantum in-
formation and protect it from decoherence, and the mobility of photons entering this
hybrid encoding of qubits. In the end, this allows to realize long-range two-body inter-
actions between distant qubits without the need for much more demanding SWAP gates.
Moreover, on-site tunability and scalability make this architecture extremely appealing
and competitive with respect to alternative proposals, either based on superconducting
arrays or on different technologies.

The content of this chapter was published in NPG Sci. Rep. 5, 16036 (2015) (Ref. [200]).

http://www.nature.com/articles/srep16036
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Implementing complex sequences of gates is crucial for any quantum computing ar-

chitecture to become practical. This requires long-lived qubits which can be manip-
ulated many times without errors. We focus here on the hybrid setup introduced

in Chapter 9, in which hybrid spin-photon qubits replace the superconducting units to
encode information [171, 172]. In such a novel setting a single manipulation tool (the tun-
ability of resonators frequencies) is sufficient to implement a universal set of gates. How-
ever, inhomogeneous broadening (IB) of SEs remains the major challenge to overcome
before any of these proposals can practically be realized. It was recently pointed out that
a strong spin-cavity coupling can provide a protection mechanism for spin-based mem-
ories as long as the spin flip energy is close to the resonator frequency [189, 188], which
has been experimentally demonstrated very recently [211].
While great attention has been recently focused on the storage of excitations in the SE,
a proposal to implement single or sequences of gates with high-fidelity by long-lived
SEs is still lacking. In this Chapter, we address this unsolved issue by operating the
hybrid spin-photon qubits in a cavity-protected regime, thus exploiting the spins not
only for storing but also for processing quantum information for long times. We show
that by combining a suitable spin-1 system with a proper time-dependent tuning of the
resonators frequency, a universal set of gates can be implemented with coherence times
no longer limited by IB. This paves the way to the actual scalability of this hybrid ar-
chitecture. On the one hand, as discussed in Chapter 10, scalability is made possible
by the inherent definition of the long-lived qubits, represented by coupled SE-resonator
devices that can be repeated in an array. On the other hand, the mobility of photons and
the use of spin-1 ensembles are crucial to perform two-qubit gates between physically
distant qubits, without much more demanding SWAP gates. These resources make the
class of problems that can be realistically addressed much larger. As test examples, we
report full numerical experiments for the digital quantum simulation of the XY model on
a pair of qubits and for the quantum Fourier transform on a chain of three qubits, which

161
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Figure 11.1: (a) Elementary unit of the scalable setup. Logical resonators include an ensemble of
s = 1 spins placed at the antinode of the magnetic field (rotational lines) of the cavity mode.
The auxiliary resonator contains a transmon coupled to the electric field. The frequency of each
resonator is tuned by means of a SQUID [147]. (b) Evolution of the super-radiant mode coupled
to a bath of dark modes, calculated for different values of the spin-resonator detuning δ, while
keeping the collective spin-resonator coupling G−1 to 30 MHz. We have assumed a gaussian
distribution for the spin gaps, with FWHM ∆ = 1 MHz. The system is initialized into an eigenstate
of the single qubit Hamiltonian, |ψ(0)〉µ = cos θ

2
|0〉µ+sin θ

2
|1〉µ, in order to point out the effect of

the coupling with the dark modes. By decreasing δ, the system is more protected. δ = 6G−1

ensures that only 1% of the wave-function is lost for long times.

constitutes the fundamental building block of the Shor’s factoring algorithm [11]. The
robustness of the scheme is demonstrated by realistically including the main sources of
decoherence in a master equation formalism, and working with state-of-the-art param-
eters. Remarkably, the experimental realization of the present proposal only requires
assembling elements that have already been separately demonstrated.

11.1 Setup

We recall here the definition of the terms entering the system Hamiltonian. As in the
previous chapter, each qubit is encoded in a coplanar superconducting waveguide res-
onator, strongly coupled to an ensemble of effective s = 1 spins. The photon and the
two collective excitations of the SE from m = 0 to m = ±1 are described as boson fields
(âµ and b̂µ,m), with Hamiltonians Ĥph = ωµc (t)â†µâµ and Ĥspin =

∑
m ωmb̂

†
µ,mb̂µ,m, where

µ labels the resonators. In the rotating-wave approximation, photons are coupled to the
collective m excitation of the SE through Ĥspin−ph =

∑
mGm(â†µb̂µ,m + b̂†µ,mâµ). The

logical state |0〉µ (|1〉µ) corresponds to zero (one) photons and a single (zero) quantum in
the m = −1 spin-oscillator in cavity µ.
The elementary unit of the scalable array is shown in Fig. 11.1-(a): it consists of two logi-
cal resonators encoding two qubits, and an interposed auxiliary cavity containing a non-
linear three-level system such as a transmon, which is used for two-qubit gates. This
is described by Ĥtr = Ω01|ψ1,µ〉〈ψ1,µ| + (Ω12 + Ω01)|ψ2,µ〉〈ψ2,µ| + (g01âµ|ψ1,µ〉〈ψ0,µ| +
g12âµ|ψ2,µ〉〈ψ1,µ| + h.c.). Photon hopping is induced by capacitive coupling between
neighboring resonators, Ĥph−ph = −κ

∑
µ(â†µâµ+1 + h.c.). In the following, logical cavi-

ties will be labeled with odd µ, while auxiliary ones with even µ.
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11.2 Inhomogeneous Broadening of the spin ensemble

A certain degree of spin inhomogeneity is unavoidable in real SEs, and may result from
slightly disordered spin environments or by random magnetic fields produced by sur-
rounding nuclear magnetic moments. In the spin-wave representation, the effect of such
disorder is the dynamical coupling of the collective (super-radiant) (k = 0) mode with
the subradiant (k 6= 0) ones. Here k is a quantum number labeling the one-boson states
(and it coincides with the wave-vector of the magnons in a translationally-invariant ar-
rangement of the spins). A transition to these subradiant modes can be regarded as an
irreversible population leakage out of the subspace {|ψ0〉, |ψ1〉}, and thus of the compu-
tational space. Due to IB, the (super-radiant) spin-excitation (the only one that couples
to the photon field) spontaneously decays into the quasi-continuum of decoupled, dark,
spin modes. In the absence of cavity-spin coupling, this happens within a timescale of
order ~/∆, ∆ being the width of the distribution of gaps in the SE.
A possible way to deal with IB is to revert the associated Hamiltonian evolution by echo
techniques [212, 213, 199], but implementing them within our encoding would be very
demanding. Pulses should act with very high fidelity, and should be controlled inde-
pendently for each logical resonator with the proper timing to restore qubits before they
undergo gates. To date, the practical implementation of such schemes, which also re-
quire to tune the resonator quality factor in order to avoid emitting a microwave echo
from the inverted spin ensemble, is still difficult.
Here we exploit only the tunability of individual resonator modes [160, 147] to solve
the problem and efficiently implement quantum gates. These are performed by keep-
ing the SE in a cavity-protection regime [188, 189]: strong SE-resonator coupling induces
an energy gap between the computational (super-radiant) and the non-computational
(dark) modes [189], thus effectively decoupling them. The mechanism has already been
experimentally demonstrated in the resonant regime [211]. Out of resonance (δ = ω−1 −
ωc(0)� G−1) and in presence of strong coupling (G−1 � ∆), the resonator has a disper-
sive effect which shifts the energy of the superradiant mode by ε = −G2

−1/δ. Provided
that ε � ∆ and that the tail of the emitter’s bare frequencies distribution ρ(ω) falls off
sufficiently fast (as in the case of a Gaussian profile) [188], the superradiant mode is
energetically separated from the subradiant modes and the resonator protects the infor-
mation stored into the spin ensemble.
However, reducing δ leads to unwanted oscillations of a significant fraction (∼ G−1/δ) of
the wave-function between logical states |0〉µ and |1〉µ. The one-qubit Hamiltonian Ĥ1q ,
within the single excitation subspace, can be written as Ĥ1q = G(|0〉〈1|+ |1〉〈0|) + δ|1〉〈1|,
i.e., in matrix form:

H1q=

(
0 G
G δ

)
, (11.1)

The eigenvectors of Ĥ1q can be recast in the form |ψ−〉 =cos θ2 |0〉−sin θ2 |1〉 and |ψ+〉 =

sin θ2 |0〉+cos θ2 |1〉, with θ =acot δ
2G and corresponding eigenvaluesE± = δ

2±
√
G2 + δ2/4.

The unitary matrix which describes the semi-resonant evolution associated to Ĥ1q , in
interaction picture is

U=e−i
δτ
2

(
cos ντ + iδ√

δ2+4G2
sin ντ − 2iGe−iδt0√

δ2+4G2
sin ντ

− 2iGeiδt0√
δ2+4G2

sin ντ cos ντ − iδ√
δ2+4G2

sin ντ

)
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where τ = t− t0, t0 is the time at which U starts to act and we assumed Schrödinger and
interaction picture coincident at t = 0. The oscillation frequency is ν =

√
G2 + δ2/4. 1

These semi-resonant oscillations can be compensated within our scheme, because they
merely represent single-qubit rotations (see below).
As a first step, we numerically determine the time evolution of the single-qubit wave-
function, |ψ(t)〉µ, coupled to a bath of dark modes, using the formalism of Ref. [188]. The
system is described by a non-hermitian Hamiltonian Ĥeff obeying a Schrödinger-like
equation d

dt |ψ(t)〉µ = −iĤeff |ψ(t)〉µ, and involving the spin frequencies spread accord-
ing to a gaussian distribution and the complex photon frequency ω̃µc = ωµc − iΓ/2, where
Γ = ωµc /Q is the photon loss rate and Q the quality factor of the resonator. The time evo-
lution of the qubit wavefunction is obtained by the Laplace transform method. We com-
pute |ψ(t)〉µ = L−1[(s+ iHeff )−1|ψ(0)〉µ], where L[f(t)] ≡ F (s) =

∫∞
0
estf(t)dt. Results

are shown in Fig. 11.1-(b) for a state initially prepared in |ψ(0)〉µ = cos θ2 |0〉µ+sin θ2 |1〉µ,
which is an eigenstate of the single qubit Hamiltonian with cot θ = δ

2G−1
. Thus, the

observed evolution of |ψ(t)〉µ is entirely due to the coupling of the qubit with the dark
modes. We have assumed a realistic coupling G−1 = 30 MHz and a SE with gaussian
broadening and FWHM ∆ = 1 MHz [160, 188]. The cavity-protection mechanism is en-
hanced on decreasing the detuning δ: for δ = 6G−1 only ≈ 1% of the wave-function is
lost in the dark modes at long times. As expected, this is lower than the upper bound
(4σ2δ2/G4

−1 ≈ 2.8%) obtained in Ref. [189]. Hence, in this regime the SE coherence times
increases by orders of magnitudes and approaches the intrinsic single-spin time. The
damping induced by IB can then be safely neglected. The next task is to embed this
cavity-protection mechanism within an efficient quantum computation scheme, which
is by no means trivial.

11.3 Choice of the spin system

The robustness of the scheme relies on the choice of a suitable spin system. The ideal
spin system has a narrow distribution of the energy gaps, which decays faster than a
Lorentzian. Good candidates are ordered systems, or spin systems with gaussian broad-
ening, possibly isotropic and diluted in a non-magnetic matrix, so as to avoid dipolar
interactions, which typically lead to lorentzian line-shapes. Another important mecha-
nism of decoherence is represented by hyperfine interactions between electronic and nu-
clear spins. These tend to reduce the intrinsic decoherence time of the individual spins,
and introduce a gaussian broadening of the transition energies. At least the largest con-
tribution to the hyperfine couplings, represented by the contact term, can be avoided by
considering spin systems where the magnetic ions have non-magnetic nuclei. Moreover,
the spin gaps should be close to the frequency of current circuit QED resonators.
Hence, the best systems are the so-called S-ions (like Fe3+ or Gd3+) whose orbital angu-
lar momentum vanishes because of Hund’s rules. This makes them practically insensi-
tive to disorder in the environment. In addition, the number of nuclear spins should be
minimized, as these produce random quasi-static magnetic fields causing IB. Linewidths
as small as a fraction of Gauss are indeed observed in diluted magnetic semiconductors,

1Notice that this expression is valid only if the semi-resonant evolution is followed by a phase gate
R̂z [−(ωc − ω−1)τ ]. In resonance δ = 0 and we obtain a rotation in XY plane, where the rotation axis is
determined by the choice of t0. In semi-resonant conditions δ and G are comparable and it is not possible to
trivially obtain aRz rotation. However,Rz rotations are essential for any algorithm. U reduces toRz(δτ) only
in the limit of very large detuning (δ � G). In that case the semi-resonant oscillations become very fast and
involve a negligible part of the wave-function.
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such as Fe3+ in ZnS [214, 215, 216], whose nuclei are mostly spinless. Even narrower
lines are observed for P-doped Si [217]. We note that the use of s > 1 spins increases
G−1, and thus the protection mechanism. The proper choice of the spin system leads
to a degree of cavity protection much higher than that reported in the milestone exper-
iment of Ref. [211], where the SE consisted of standard NV centers. This is not an ideal
choice, since the spin-photon coupling is small (∼ 8 MHz), and the gap distribution is
broad (∼ 9 MHz) and relatively fat-tailed.
To keep the experimental demonstration as easy as possible, we assume ωµc = 14 GHz
for the logical, and 10.2 GHz for the auxiliary resonators, lower than the frequencies em-
ployed in Ref. [46]. SEs fitting our scheme with a 14 GHz resonator can be easily found:
Fe3+ impurities in the same Al2O3 matrix employed in [46] display suitable gaps with
an applied magnetic field of∼ 70 mT forming an angle of∼ 70◦ with the anisotropy axis
(given an easy-plane anisotropy with D = 5.15 GHz [218]).

11.4 QIP with inhomogeneously broadened SE

In the hybrid encoding, single-qubit rotations, R̂x and R̂y , are obtained by temporar-
ily bringing the frequency of the µ-th cavity, ωµc , into resonance with the spin gap ω−1,
whereas R̂z is obtained by a non-resonant variation of ωµc . The main consequence of
working in a protected regime is the occurrence of unwanted one-qubit oscillations with

frequency ν =
√
G2
−1 + δ2/4. These can be incorporated in the implementation of gates

by choosing a starting time t̃s = 2nπ/ν. However, gate starting times ts cannot be cho-
sen at will. For instance, the axis of one-qubit rotations in the x, y plane is selected by ts
[172]. The problem of matching the two constraints is solved by adding a rephasing gate,
consisting in significantly increasing δ (thus freezing unwanted oscillations) for a time
∆ts = ts − t̃s, with δ∆ts = 4πn. We stress that ∆ts is orders of magnitude shorter than
that characterizing the damping due to IB. Hence, this temporary loss of cavity protec-
tion has no effects on the overall computation.
Two-qubit controlled-phase gates are implemented by sequentially moving the photonic
component of logical resonators into the same auxiliary cavity, and inducing a two-step
Rabi-flop involving the transmon. The only part that is affected by the unwanted oscil-
lations is the photon hopping between logical and auxiliary cavities, whose starting time
needs to be chosen again as ts = 2nπ/ν. Notice that a rephasing gate is also needed
during the photon hopping processes, in order to avoid the oscillation of a significant
fraction of the wave-function. In fact, this would result in an incomplete transfer of the
photonic component of the wave-function. Again, hopping processes occur on times
much shorter than the SE damping time, and could be further reduced by increasing κ.
Finally, in the not protected regime the photonic component of the wave-function ac-
quires a phase. This results in an R̂z rotation which can be compensated by slightly
changing the detuning (in order to produce the desired identity evolution).
To test the performance of this scheme we first numerically determine the fidelity of a
universal set of gates. In all the calculations reported below we also include decoherence
effects. These are mainly due to photon loss and pure dephasing of the transmon [172],
parameterized by the resonators quality factor (Q) and by the transmon dephasing time
(T tr2 ) in the equation of motion:

˙̂ρ=−i
[
Ĥ, ρ̂

]
+
∑
µ

ωµc
Q
Dâµ [ρ̂] +

1

T tr2

∑
µ,i

D|ψi,µ〉〈ψi,µ|[ρ̂]. (11.2)
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R̂x(π/2) R̂z(π/2) ÛCNOT Ĥ(2)
yy Ĥ(2)

zz Ĥ(2)
yz

t 6.3 ns 0.5 ns 86.2 ns 86.2 ns 64.5 ns 86.2 ns
F 99.77 % 99.85 % 98.75 % 98.66 % 99.02 % 98.50 %

Table 11.1: Fidelity (F) and duration of single- (R̂x(φ) and R̂z(φ)) and two-qubit gates
(controlled-NOT), and to simulate the elementary terms of a generic two-body spin Hamiltonian
(for λτ = π/2). Single-qubit rotations corresponds to simulating single-spin terms in the spin
Hamiltonian (with φ = bτ ). The fidelity has been computed on a random initial state, by assum-
ing a Lindblad dynamics, with Q = 106 and T tr2 = 10 µs, and operating in a cavity-protected
regime with δ = 6G−1.

HereDx̂[ρ̂] = − 1
2

(
x̂†x̂ρ̂+ ρ̂x̂†x̂

)
+x̂ρ̂x̂† and Ĥ is the full system Hamiltonian. We assume

the resonator frequency ωc(0)/2π = 14 GHz and the photon hopping κ = 30 MHz. For
the SE we use excitation frequencies ω−1/2π = 14.18 GHz, ω1/2π = 12 GHz and SE-
photon couplings G−1 = 30 MHz, G+1 = 33 MHz. For the auxiliary resonator we
assume a frequency ω̃c(0)/2π = 10.2 GHz, transmon gaps Ω01/2π = 9.2 GHz, Ω12/2π =
8.3 GHz and transmon-photon couplings g01 = 30 MHz, g12 = 40 MHz. At last, we
use a detuning δ = 6G−1 for cavity protection. These parameters correspond to state-of
the art-technology [177, 39]. Results for elementary gates are listed in Table 11.1. It is
worth noting that fidelities are very high, even with the inclusion of the most important
decoherence channels and by operating in the cavity-protection regime.

11.5 Numerical experiments

Here we report numerical experiments demonstrating the performance of our scheme
in solving some paradigmatic problems. As a first implementation we consider a digi-
tal quantum simulator. Digital techniques have been recently proposed in a supercon-
ducting circuitry architecture [95] and proof-of-principle demonstrations on a limited
number of qubits have just been realized [196]. As explained in Section 0.1.5 and in
Chapter 10, they are based on the decomposition [16] of the evolution operator of the
target Hamiltonian Ĥ into the product of terms acting on short time intervals. Since
many problems can be mapped into a spin Hamiltonian, we focus on elementary terms
consisting of one- (Ĥ(1)

α ) and two-qubit (Ĥ(2)
αβ ) Hamiltonians, of the form: Ĥ(1)

α = bŝα

and Ĥ(2)
αβ = λŝ1αŝ2β . The corresponding time evolution operator can be implemented by

means of single- and two-qubit gates [17]. The fidelities calculated for the simulation of
these elementary steps (Table 11.1) are very high, thus demonstrating the effectiveness
of our scheme. A proof-of-principle experiment that could be readily performed is the
simulation of the dynamics resulting from anXY interaction (ĤXY = λ[ŝ1xŝ2x+ ŝ1y ŝ2y])
between two spins s = 1/2, which is also the central step in the simulation of hopping
processes in fermion Hamiltonians. Figure 11.2-(a) shows that the time evolution is
very well reproduced (solid circles). These results can be compared with those obtained
in a non-protected regime (large spin-resonator detuning). The effect of IB is assessed by
including in the master equation a damping term acting on the SE collective excitations
γ
∑
µ,mDb̂µ,m [ρ̂], with γ = ∆/2π = 1 MHz (empty circles), representing the irreversible

leakage of the spin excitation in the dark modes [189]. It is evident that in the non-
protected regime IB would lead to completely unreliable results.
The expectation values of relevant operators in the computation ofHxx are reported as a
colormap in panel (b). Notice the oscillations of the bosonic occupations induced by the
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Figure 11.2: (a) Simulation of the XY model with two hybrid qubits. Lines represent the exact
evolution, whereas points are calculated with the Lindblad formalism (Q = 106, T tr2 = 10 µs)
within the cavity protection regime (solid circles) or not (empty). (b) Time-dependence of the
expectation values of number operators during the first half of the simulation of HXY for the
point τλ = π/2. The operator n̂a = â†2â2 + |ψ1,2〉〈ψ1,2|+ 2|ψ2,2〉〈ψ2,2| represents the total number
of excitations in the auxiliary resonator.

cavity-protection regime. We finally stress that the scheme, besides defeating IB, enables
the implementation of a large number of two-qubit gates in parallel.
We now consider a chain of three qubits. An interesting example (see Sec. 0.1.3) is the
implementation of the quantum Fourier transform (QFT), which constitutes the basic
building block of powerful algorithms, such as Shor’s and the quantum phase estima-
tion algorithms [11]. The quantum circuit implementing QFT is shown in Fig. 11.3-
(a): it consists of three Hadamard and three controlled-phase gates. Fig. 11.3-(b) is a
schematic view of the hardware: logical resonators are represented by squared, odd-
numbered boxes, while auxiliary resonators are circular and even-numbered. The im-
plementation of the QFT involves two-qubit gates between physically distant qubits:
here a controlled-R̂z(π4 ) between qubits 1 and 5 is required [highlighted box in panel
(a)]. To achieve this we do not need to fully transfer the state of qubit 1 into cavity 3 by
means of a sequence of error-prone two-qubit gates, because the 1-3 SWAP is replaced
by a much less demanding photon hopping process. Once the photon components of
the two qubits involved in the controlled operation have been brought into neighbor-
ing logical resonators, the controlled-phase gate is implemented, and the photon com-
ponents are finally brought back. We now illustrate this photon-transfer process, by
reporting in Fig. 11.3-(c) the time-dependence of bosonic excitations, for a simple initial

state 1√
3
|010305〉+

√
2
3 |111315〉. In the idle phase (step I), each qubit is subject to oscilla-

tions between its photon and spin components, induced by the cavity-protected regime.
After an integer number of oscillations, the photonic component of qubit 3 is absorbed
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Figure 11.3: (a) Quantum circuit implementing the QFT on three qubits. Each Hadamard gate can
be decomposed into the product of two rotations: Ĥ1 = iR̂y(π/2)R̂z(π). (b) Sketch of the three-
qubit setup and of the elementary operations required to transfer a photon from logical resonator
1 to logical resonator 3. Here we show the |111315〉 component of the wave-function, with the
excitations (red arrows) stored into the photonic degrees of freedom (blue lines). Red (continuous
and dashed) lines represent the excitation energies of the spin oscillators (m = −1 and m = 1).
(c) Expectation values of the photon (âµ) and spin boson (b̂µ,m) occupations in the photon-transfer

process shown in (b), with the state initialized into 1√
3
|010305〉 +

√
2
3
|111315〉. Oscillations of â5

and b̂5,m are not shown for clarity.

into the m = 1 spin oscillator (II). Simultaneously, cavity 1 is brought into resonance
with the neighboring auxiliary resonator 2, thus inducing a photon hopping (III). Then
the same process is repeated with cavities 2 and 3, while detuning the auxiliary resonator
4 in order to avoid unwanted hoppings (IV). Finally qubits 1 and 5 are kept far from res-
onance for ∼ ns to rephase their oscillations with those of the qubit 3 (V). We note that
the photon component of qubit 3 is stored into them = 1 spin oscillator only for the time
required to the photonic component of qubit 1 to cross the resonator (∼ 15 ns). Indeed,
the photon coming from resonator 1 is immediately subject to hopping towards auxiliary
cavity 4, in order to implement a Cϕ. We have performed a numerical experiment by
solving Eq. 11.2 for the whole QFT implementation for several random initial states. We
find an average fidelity of about 93.6%, which is remarkably good since all the most im-
portant decoherence mechanisms have been taken into account. The total time required
for the QFT on three qubits is about 300 ns.
These non-trivial examples illustrate the potential scalability of the proposed setup to
a sizeable number of qubits. In particular, the use of effective s = 1 spin ensembles
is crucial to exploit the mobility of photons and implement two-qubit gates between
physically distant qubits, without needing high-demanding and error-prone sequences
of SWAP gates.
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11.6 Conclusions

In conclusion, we have shown that a quantum computation scheme based on a hybrid
spin-photon qubit encoding can solve the major issue of inhomogeneous broadening, by
operating in a cavity-protected regime. We have corroborated this result by performing
extensive numerical experiments on test examples, using parameters corresponding to
state-of-the-art technology and concretely proposing spin systems suitable for an exper-
imental implementation. The very high fidelity obtained in the simulation of paradig-
matic algorithms, together with the enhanced coherence times of SEs opens the path to
the scalability of the proposed architecture to a large array of resonators.

The content of this chapter was submitted for peer-review.
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To sum up, in this thesis we have presented two different approaches to the physi-

cal implementation of a quantum computing architecture, both based on spin tech-
nologies. These are particularly promising, since spin degrees of freedom are sub-

stantially protected from the interaction with the environment and can be manipulated
with electromagnetic fields.
In the first one qubits are encoded in the ground doublet of anti-ferromagnetic molecular
rings of Cr7Ni, which display pretty long coherence times at low temperature. Thanks
to recent advances in coordination chemistry, pairs of Cr7Ni can be properly linked by
an interposed magnetic ion, such as Ni2+ or Co2+. We have shown that a universal set of
one and two-qubit gates can be implemented either by uniform magnetic pulses, either
by a local electric control of the Co2+ redox-active unit. In both cases, the divalent ion
connecting the two Cr7Ni rings acts as a switch of the effective inter-qubit interaction.
Two-qubit complexes fitting the requisites of the present proposal have already been
synthesized and characterized. These compounds have been studied by means of first-
principle calculations, as well as by advanced experimental techniques such as electron
paramagnetic resonance, magnetometry and inelastic neutron scattering. The recently
developed ab-initio approach is based on the construction of system-specific many-body
models, describing strong-correlation effects between the localized d electrons, and on
the subsequent derivation of the low-energy spin Hamiltonian. This is then reduced by
exploiting the symmetry properties of the examined system and diagonalized, in order
to compute the observables and compare with experiments. Understanding the effects
and the origin of the decoherence mechanisms is crucial to exploit chemically engineered
molecular states as a resource for quantum information processing. These are modeled
by considering intermolecular-dipolar, spin-phonon and hyperfine interactions, thus re-
producing the observed experimental behaviour of the dephasing rate in a single crystal
of Cr8Zn anti-ferromagnetic wheel.
The second architecture consists of macroscopic hybrid spin-photon qubits, represented
by spin ensembles strongly coupled to single photons, stored within coplanar super-
conducting waveguide resonators. This technology exploits the best characteristic of
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distinct physical systems, namely the long coherence times of the spins and the mobility
of photons, which allows to realize long-range two-body interactions between distant
qubits. The tunability of the resonator frequency is exploited as the only manipulation
tool to implement single and two-qubit entangling gates, by bringing the photons into
resonance with the spin gaps. On-site tunability and scalability make this architecture
extremely promising. We stress that the proposed scheme is based on state-of-the-art
technology and its experimental realization only requires assembling elements that have
already been separately demonstrated.
In both the proposed setups, a detailed investigation of the effects of decoherence on the
system dynamics has been carried out. All the most important damping and pure de-
phasing channels have been included by numerically solving the Lindblad equation of
motion for the system density matrix. The very high fidelity obtained in the simulation
of quantum gates makes both these platforms extremely appealing for proof-of-principle
experiments involving the implementation of complex sequences of gates. Moreover,
they could constitute the basic building block of a scalable architecture which could be
used to simulate interesting physical models. This has been demonstrated by extensive
numerical experiments, in which we have simulated the time evolution induced by tar-
get spin and fermionic Hamiltonians, obtaining a very good agreement with the exact
dynamics.
The next step would be the experimental demonstration of the performance of the pro-
posed platforms. This is challenging, but within reach of current technology. As far
as molecular qubits are concerned, manipulating them with global magnetic pulses re-
quires a two-frequency EPR spectrometer. These are necessary to induce transitions
within each molecular ring (single-qubit rotations), as well as to excite/de-excite the
switch for two-qubit entangling gates. Moreover, nanomagnets should be diluted in a
diamagnetic matrix, to reduce the harmful effect of dipolar interactions, and their coher-
ence time should be enhanced as far as possible by chemical engineering. Global readout
could be performed by magnetization measurements.
Conversely, the redox-active setup requires grafting single molecules on a surface and
then addressing them with a tip at an appropriate potential, thus inducing the tunneling
of a single electron on a timescale < 1 ns. Readout could be achieved by means of nano-
SQUID devices (acting at the molecular scale).
In the field of circuit Quantum-Electrodynamics a high level of control has been reached,
both on superconducting qubits and on coplanar resonators. The implementation of
our scheme requires the storage of a single photon within each resonator and the abil-
ity to fast tuning its frequency, without loosing the high quality factor of the resonator.
Spin ensembles consisting of high-spin units (such as molecular nanomagnets) would
increase the coupling with the resonator, hence the coherence of the system. A future,
challenging perspective is the magnetic coupling of the resonator with a single molecule.
This requires to increase the intensity of the vacuum field radiation by means of proper
constrictions and to choose the best spin system.
In the end, the physical implementation of a quantum computer is one of the major goal
of current research. While building a general purpose quantum computer means nowa-
days nurturing a dream, the realization of a quantum simulator, able to outperform a
classical device in predicting the behaviour of systems at the nano-scale, seems within
reach of present technology. The here-proposed spin-based schemes for quantum in-
formation processing could immediately involve experimental groups for their practical
realization. This requires an intense partnership between scientists belonging to differ-
ent fields (Physics, Chemistry, Engineering), who can share their knowledge to win this
challenging race.
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Here we state the many-electron problem and provide an overview on density func-

tional theory. Differently from chemical approaches, based on developments of
Hartree-Fock theory, whose aim is to attack the many-electron problem by ap-

proximating as better as possible the exact ground-state many-electron wave-function,
in the density functional theory the emphasis shifts from the ground-state wave-function
to the much more manageable ground-state one-body electron density n(r). The density
functional theory shows that the ground-state energy of a many-particle system can be
expressed as a functional of the one-body density; minimization of this functional allows
in principle the determination of the actual ground-state density [219]. The success of
the theory is also to provide a reasonable approximation of the functional to be mini-
mized. The peculiarity of the density functional approach to the many-body theory is to
attain rigorously a one-electron Schrödinger equation with a local effective potential in
the study of the ground-state properties of the many-electron systems.

A.1 The Many-electron problem

Essentially all of condensed matter physics is described (neglecting Relativistic effects)
by the Schrödinger equation i~∂|ψ〉∂t = Ĥ |ψ〉, with the Hamiltonian

Ĥ =− ~2

2m

Ne∑
i=1

∇i2 −
P∑
I=1

~2∇2
I

2MI
+
e2

2

P∑
I=1

P∑
J 6=I

ZIZJ
|RI − RJ |

+
e2

2

Ne∑
i=1

Ne∑
j 6=i

1

|ri − rj |
− e2

P∑
I=1

Ne∑
i=1

ZI
|RI − ri|

(A.1)

where RI is a set of P nuclear coordinates, ri is a set of Ne electronic coordinates, ZI and
MI are the nuclear charges and masses, respectively. Born-Oppenheimer approximation
allows us to separate the motion of the electrons and of the nuclei: as the former are
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smaller and faster, they see the potential generated by the nuclei as fixed. Even if solving
this equation is all we have to do in order to accurately describe materials, a brute-force
approach to the many-body Schrödinger equation is unfeasible. Hence, we need to find a
reasonable approximation of Eq. A.1, which captures all the essential physical properties
of the examined system, while being still solvable on our computers.
One of the first problems we have to face in quantum many-body theory is to find the
ground state of an inhomogeneous system composed of Ne interacting electrons [220].
This can be cast in terms of a variational principle for the energy, differently from the
excited states. The ground state energy is given by:

E =
〈

Φ
∣∣∣T̂ + V̂ext + V̂ee

∣∣∣Φ〉 , (A.2)

where |Φ〉 is theNe-electron ground state wave-function, T̂ is the kinetic operator, V̂ext is
the interaction with external fields - a generalization of the electron-nuclear interaction -
and V̂ee is the electron-electron interaction. This many body wave-function must include
correlation among electrons. It is useful to define the one- and two-body density matri-
ces, which are related to the process of creating and annihilating one or two electrons at
different points in space. The one-body and two-body density matrices expressed in real
space are defined by

n1(r, r′) = Ne

∫
dr2...

∫
drNeΦ(r, r2, ..., rNe)Φ

∗(r′, r2, ..., rNe) (A.3a)

n2(r, r′) = Ne(Ne − 1)
∑
σ,σ′

∫
dr3...

∫
drNe |Φ(r, r’, r3, ..., rNe)|

2 (A.3b)

If it is confusing that there are two different quantities depending on two particle coor-
dinates, note that the one-particle reduced density matrix depends on two r arguments
of the same particle, while the two-particle density depends on the positions of two dif-
ferent particles. We can now define the two-body direct correlation function g(r, r′) as
follows:

n2(r, r′) =
1

2
n1(r, r)n1(r′, r′)g(r, r′), (A.4)

where n1(r, r′) is the one-body density matrix, and its diagonal elements n(r) = n1(r, r)
represent the electronic density.
Using the above notation the expectation value of kinetic operator T̂ , of the external field
operator V̂ext and of the electron-electron operator V̂ee can be written as:

T =
〈

Φ
∣∣∣T̂ ∣∣∣Φ〉 = − ~2

2m

Ne∑
i=1

〈
Φ
∣∣∇i2∣∣Φ〉 = − ~2

2m

∫ [
∇r

2n1(r, r′)
]

r′=r dr

Vext =
〈

Φ
∣∣∣V̂ext∣∣∣Φ〉 =

〈
Φ

∣∣∣∣∣
Ne∑
i=1

vext(ri)

∣∣∣∣∣Φ
〉

=

∫
n(r)vext(r)dr

Vee =
〈

Φ
∣∣∣V̂ee∣∣∣Φ〉 =

1

2

Ne∑
i=1

Ne∑
j 6=i

〈
Φ

∣∣∣∣ 1

|ri − rj |

∣∣∣∣Φ〉 =

∫ ∫
n2(r, r′)
|r− r′|

drdr′

(A.5)

Using definition (A.4) and the fact that g(r, r′) is different from one only when r is suf-
ficiently close to r′, it is natural to separate the energetic contributions to the electron-
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electron interaction into two terms:

Vee =
1

2

∫ ∫
n(r)n(r′)
|r− r′|

drdr′ +
1

2

∫ ∫
n(r)n(r′)
|r− r′|

[g(r, r′)− 1] drdr′ (A.6)

the first term ignores correlation altogether, as if g(r, r′) = 1 everywhere and it is the
classical electrostatic interaction energy, corresponding to a charge distribution n(r). The
second term corrects the first one by taking into account the departure of g(r, r′) from 1.
It contains both local (on-site) and non local contributions and includes both exchange
and correlation effects: g(r, r′) takes into account the fact that the presence of an elec-
tron at r discourages a second electron from being located at a position r′ very close to
r, because of the Coulomb repulsion. In more precise terms, the probability of finding
two electrons close is reduced with respect to the probability of finding them at infinite
distance. For any potential that is repulsive at short range, the classical pair correlation
function exhibits a region of very low (or zero) probability. In quantum mechanics, the
classical pair correlation function is modified in such a way as to interpolate between a
finite value at the origin and one at long distances. The finite value at the origin arises
because now the particles are represented by probabilistic distributions instead of being
perfectly localized. In addition, due to Pauli’s exclusion principle, the above probability
is further reduced if the electrons have the same spin projection.
The simplest possible approximation is to neglect the second term in Eq. A.6 altogether,
which is equivalent to assuming g(r, r′) = 1 everywhere. This corresponds to a com-
pletely uncorrelated system and it is referred to as the Hartree approximation. The next
step is to introduce the exchange interaction: let us imagine that there is a spin ↑ electron
at the origin and we look at the density of the other Ne − 1 electrons. Pauli’s principle
forbids the presence of electrons with spin ↑ at the origin, but says nothing about elec-
trons with spin ↓, which can perfectly well be located there; therefore, the exchange-only
part of the pair correlation function verifies

limr→r′gX(r, r′) = 1/2. (A.7)

If this is the only contribution considered, i.e. if we neglect correlation, this is equivalent
to postulating a many-body wave-function of Slater determinant form, which ensures
that Pauli’s principle is verified. In that case we are within the Hartee-Fock theory, where
the electron-electron interaction becomes

V HFee =
1

2

∫ ∫
nHF (r)nHF (r′)
|r− r′|

drdr′+

1

2

∫ ∫
nHF (r)nHF (r′)
|r− r′|

[gX(r, r′)− 1] drdr′,
(A.8)

with

gX(r, r′) = 1−
∑
σ

∣∣nHFσ (r, r′)
∣∣

nHF (r)nHF (r′)
, (A.9)

with the sum running over the spin projections. The density and the density matrix are
calculated from the ground state Slater determinant.
The calculation of the electronic hole, i.e. the remaining part of the correlation function,
once exchange has been taken into account, is the major problem in many-body theory.
Up to the present time this has been an open problem in the general case of an inhomo-
geneus electron gas.



178 Density Functional Theory

A.2 The Hohenberg-Kohn theorem

Consider a system of Ne electrons, described by the standard many-body Hamiltonian

Ĥe = Ĥint + V̂ext = T̂ + V̂ee +
∑
i

vext(ri). (A.10)

in which we have separated the ”internal” part (kinetic energy of the electrons plus
electron-electron Coulomb interactions) from the ”external” part (here the electronic-
nuclear interactions). For simplicity, we suppose that the many-body ground-state |ΨG〉
is non-degenerate (in principle, any degeneracy can be removed by an arbitrary small
perturbation that appropriately lowers the symmetry of the system). Let us consider as
the only variable of the many-electron problem the external potential vext(r); the mass of
the electrons, their charge, their number Ne and the form of the internal interactions are
known and fixed. The Hohenberg-Kohn theorem states that there is a one-to-one corre-
spondence between the ground-state density of a Ne−electron system and the external
potential acting on it; hence the ground-state electron density becomes the variable of
interest.
In other words, there exists a functional that links n(r) and vext(r), and we write

n(r) = F [vext(r)]. (A.11)

which can be demonstrated straightforwardly [219]. We note that two external poten-
tials, which differ by a constant in the whole space, lead to the same n(r).
The great novelty of the Hohenberg-Kohn theorem is that the functional relation (A.11)
can be inverted in the form

vext(r) = G[n(r)], (A.12)

which means that from the knowledge of the ground-state density n(r) we can determine
uniquely the external potential (to within a non-essential additive constant) and thus the
Hamiltonian of the system. In order to prove A.12, we have to show that for any given
pair of external potentials vext(r) 6= vext(r) we have n(r) 6= n(r). This follows from
the minimum property of the ground-state energy. See [219] for a detailed proof. The
most important consequence of the Hohenberg-Kohn theorem is the formulation of a
variational principle for the ground-state density of a system. Following Hohenberg
and Kohn, we consider the functional

EHK [n(r), vext(r)] = 〈ΨG[n]| T̂ + V̂ee + V̂ext |ΨG[n]〉 , (A.13)

where vext(r) is taken fixed, n(r) is allowed to vary, and ΨG[n] is the ground-state of the
system with ground-state density n(r). The absolute minimum of the energy functional
A.13 is found when ΨG[n] is the ground-state of the operator T̂ + V̂ee + V̂ext, i.e. when
n(r) is the exact electron density of the system. The properties of the Hohenberg-Kohn
energy functional A.13 can be summarized as follows:

• The energy functional EHK [n(r), vext(r)], which exists and is unique, is minimal
at the exact ground-state density, and its minimum gives the exact ground-state
energy of the many-electron system.

• The functional F [n] = T [n] + Vee[n] is universal, i.e. it does not depend on vext(r).
However F [n] is not known explicitly, and must be appropriately approximated.
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A.3 The Kohn-Sham equations

The Kohn-Sham equations are obtained by minimizing the functional A.13 with respect
to n(r). The variational procedure can be carried out explicitly if we decompose the
ground-state density n(r) of an interacting electron system into the sum of N indepen-
dent orbital contributions as follows

n(r) =
∑
i

φ∗i (r)φi(r), (A.14)

where {φi(r)} (i = 1, 2, . . . , N) are orthonormal orbitals. This decomposition is ex-
act and unique for any chosen density n(r). Indeed, we can always imagine a ficti-
tious (reference) system of non-interacting electrons, whose ground-state density satis-
fies n0(r) = n(r). For the reference system of density n0(r), the Hohenberg-Kohn the-
orem guarantees that an external potential v0

ext(r), producing the ground-state density
n0(r), exists and is unique. Being {φi(r)} (i = 1, 2, . . . , N) theN orbitals of lowest energy
of the reference system, the ground-state wave-function is given by the Slater determi-
nant obtained from these orbitals and the electron density is n0(r) =

∑
i φ
∗
i (r)φi(r). Since

we have taken n0(r) = n(r), the decomposition A.14 is also justified for the interacting
electrons, even if the exact ground-state of an interacting electron system is not the Slater
determinant obtained with the orbitals contributing to n(r). In order to proceed with the
variational approach, we introduce some useful quantities, namely the inter-electron
Coulomb interaction VH [n] (called Hartree potential)

VH [n] =
1

2

∑
ij

〈
φiφj

∣∣∣∣ e2

r12

∣∣∣∣φiφj〉 (A.15)

and the kinetic energy T0[n] (of a system of non-interacting electrons with the same den-
sity):

T0[n] =
∑
i

〈
φi

∣∣∣∣−~2∇2

2m

∣∣∣∣φi〉 . (A.16)

The Hohenberg-Kohn functional A.13 can be recast as

EHK [n(r), vext(r)] = T0[n] + VH [n] +

∫
n(r)vext(r)dr + EXC [n]. (A.17)

Here we have defined the exchange-correlation functional EXC [n] as

EXC [n] = T [n]− T0[n] + Vee[n]− VH [n]. (A.18)

The functional A.17 can be rewritten in the form

EHK [n(r), vext(r)] =
∑
i

〈
φi

∣∣∣∣−~2∇2

2m
+ vext

∣∣∣∣φi〉
+

1

2

∑
ij

〈
φiφj

∣∣∣∣ e2

r12

∣∣∣∣φiφj〉+ EXC [n].

(A.19)

Following the standard variational procedure, we vary theN contributing orbitals {φi(r)}
(i = 1, 2, . . . , N) in order to minimize the energy functional A.19, with the constraint of
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orthonormalization of the single-electron wave-functions {φi(r)}. Notice that we define
the variation of the functional EXC [n] as

δEXC [n] =

∫
VXC(r)δn(r)dr, (A.20)

and accordingly

VXC(r) =
δEXC [n]

δn(r)
. (A.21)

By carrying out the variational calculation of A.19 one finds the Kohn-Sham equations:[
−~2∇2

2m
+ Vnucl(r) + VH(r) + VXC(r)

]
φi(r) = εiφi(r), (A.22)

where VH(r) is the Hartree potential, VXC(r) represents the functional derivative of
EXC [n] and Vnucl(r) denotes the external potential in consideration. The exact total
ground-state energy (A.19) of the electronic system

EHK [n(r), vext(r)] =
∑
i

εi −
1

2

∑
ij

〈
φiφj

∣∣∣∣ e2

r12

∣∣∣∣φiφj〉
+ EXC [n]−

∫
VXC(r)n(r)dr.

(A.23)

can be easily obtained once we have determined the Kohn-Sham orbitals φi(r) and en-
ergies εi. We notice that the Kohn-Sham equations are standard differential equations
with a local effective potential Veff (r) = Vnucl(r) + VH(r) + VXC(r). The effective poten-
tial depends on the solutions of the one-electron Schrödinger equation (the Kohn-Sham
orbitals) through the electron density; therefore, this equation must be solved in a self-
consistent way. Remarkably, any difficulty in the procedure has been confined to a rea-
sonable guess of the exchange-correlation functional EXC [n] (which is known only in
principle).
Conceptually, the Kohn-Sham equations determine exactly the electron density and the
electronic energy of the ground-state. The orbital energies εi appearing in Eq. A.22 are
usually interpreted as one-particle energies (even if formally they are purely Lagrange
multipliers). Experience shows that the calculations, performed with different choices
for the exchange-correlation functional, generally understimate the energy band gap in
semiconductor and insulators; however, the trend of the dispersion curves of the bands
is often represented to reasonably accuracy. Our approach to many-body problems ex-
ploits DFT-based calculations to build a one-electron basis for a Hubbard description
of magnetic molecules: the Kohn-Sham eigenstates are a good approximation for delo-
calized s− and p− electrons. This is not the case for strongly-correlated d− electrons,
but correlations are explicitely treated via the generalized Hubbard model introduced in
Section 1.1.

A.4 Local density approximation

In order to make the formal definition of the exchange-correlation functionalEXC [n] use-
ful, one needs to find good approximations for it. The exchange contribution to EXC [n],
although well known from Hartree-Fock theory as a function of the single-particle or-
bitals, involves the calculation of computationally expensive integrals. In addition, up
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to now there is no approximation available where the correlation energy is treated at a
comparable level of accurancy. Therefore one usually considers as the really meaningful
quantity the sum of the two terms (exchange+correlation) in EXC [n].
One of the natural starting point is the homogeneous electron gas, which is a simpli-
fied model for metallic systems. This many-body system is constituted by interacting
electrons embedded in a uniform neutralizing background of positive charges (jellium
model). Being a prototype many-body system, it has been studied in great detail and
excellent approximations for correlation are available.
The main idea behind the local density approximation (LDA), is to consider a general
inhomogeneous electron system as locally homogeneous. In practice, energy terms local
in the density are calculated by integrating over the volume of the system the corre-
sponding energy density calculated at the values that the electronic density assumes at
every point r in the volume. In other words, the exchange-correlation functional A.18 is
obtained from the integral:

ELDAXC [n(r)] =

∫
εXC [n(r)]n(r)dr, (A.24)

where εXC(n(r)) is the many-body exchange-correlation energy per electron of a uniform
gas of interacting electrons of density n(r). The corresponding exchange-correlation po-
tential becomes

V LDAXC (r) =
δELDAXC [n(r)]

δn(r)
= εXC(n(r)) + n(r)

dεXC(n(r))
dn(r)

. (A.25)

In the LDA, the total ground-state energy ELDA0 takes the form

ELDA0 =
∑
i

εi−
1

2

∫ ∫
n(r)

e2

|r− r′|
n(r′)drdr′

−
∫
n(r)

dεXC(n(r))
dn(r)

n(r)dr.

(A.26)

A.5 Performance of the LDA

There are a number of features of LDA that are rather general and well-established:

• It favours electron densities that are more homogeneous than the exact ones.

• As a consequence, it tends to overstimate the binding energy of molecules and the
cohesive energy of solids. This trend is opposite to Hartree-Fock, which understi-
mates binding energies.

• Geometries of systems involving strong bonds (covalent, ionic or metallic) are re-
markably good within the LDA. Bond strenghts, bond angles and vibrational fre-
quencies reproduce experimental values within a few percent. In general LDA
tends to understimates bond lengths.

• For weakly bond systems that involve hydrogen bonds or van der Waals closed-
shell interactions, bond lengths are too short (over-binding).

• Chemical trends as a function of the atomic number of atomic quantities, such as
ionization potential, are usually correct.
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• Electronic densities of atoms in the core region, where the electrons are quite lo-
calized, are poor. The reason is that LDA fails to cancel the self interaction, which
is important for strongly localized states. The electronic density in the valence re-
gion of atoms is much better reproduced. Hartree-Fock, where the self-interaction
is exactly canceled by the exchange term, gives much better results for atoms than
the LDA.
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The formalism of irreducible tensor operators (ITOs) [66, 221] is a powerful tool to

calculate matrix elements of spin operators. Indeed, as shown in Sec. 1.2, any term
appearing in the spin Hamiltonian can be written in terms of ITOs. Moreover,

Wigner-Eckart theorem simplifies this task and allows us to immediately classify the
examined systems, depending on their symmetry properties.

B.1 Definition

The concept of tensor operator is a generalization of that of vector operator. As it is well
known, a vector in physics is a quantity with three components which transforms under
a rotation as Vi →

∑
j RijVj . It is reasonable to demand that the expectation value of

a vector operator V̂ in quantum mechanics be transformed like a classical vector under
rotation. Therefore, if the ket is changed under rotation according to |α〉 → D̂(R)|α〉, the
operator equation

D̂†(R)V̂iD̂(R) =
∑
j

Rij V̂j (B.1)

must hold, where Rij is the 3 × 3 matrix corresponding to the rotation D̂(R). By con-
sidering infinitesimal rotations along cartesian axes (see Ref. [221]), we find that V̂ must
satisfy the commutation relations [

V̂i, Ĵj

]
= iεijk~V̂k, (B.2)

where Ĵi are the components of the total angular momentum. We can use B.2 as an
alternative definition of vector operator.
In perfect analogy, in classical physics it is customary to define a tensor Tijk... as the
quantity which transforms as

Tijk... →
∑
i′

∑
j′

∑
k′

· · ·Rii′Rjj′ . . . Ti′j′k′... (B.3)
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under a rotation specified by the 3×3 orthogonal matrix R. The number of indices is the
rank of the Cartesian tensor. The simplest example of classical tensor of rank 2 is a dyadic
formed out of two vectors U and V: Tij ≡ UiVj . The trouble with such a Cartesian tensor
is that it is reducible, i.e. it can be decomposed into objects that transform differently
under rotations:

UiVj =
U ·V

3
δij +

UiVj − UjVi
2

+

(
UiVj + UjVi

2
− U ·V

3
δij

)
. (B.4)

Here the first term is a scalar product, invariant under rotation. The second is an anti-
symmetric tensor with 3 independent components, that can be written as vector product
εijk(U × V)k. The last is a 3 × 3 symmetric traceless tensor with 5 independent compo-
nents. These numbers (1, 3, 5) are the multiplicities of objects with angular momentum
l = 0, l = 1, and l = 2, respectively. This suggests that the dyadic has been decomposed
into tensors that can transform like spherical harmonics with l = 0, 1, 2. In fact, this is
the simplest nontrivial example to illustrate the reduction of a Cartesian tensor into irre-
ducible spherical tensors.
More formally, we define an n−component tensor as an element of a vector space En
which transforms linearly under rotations in a vector belonging to the same space. If n
operators transform under rotation like n linearly independent vectors belonging to En,
these are the components of a tensor operator of rank n. A tensor is irreducible if the
space En in which it is defined is irreducible with respect to rotations.
Similarly to vector operators, also tensor operators are unambiguously defined by the
law of transformation under rotation of its components in a given representation. By
definition, the (2k + 1) operators T̂ (k)

q (q = −k,−k + 1, . . . ,+k) are the standard compo-
nents of an irreducible tensor operator of rank k, T̂ (k), if they transform under rotation
as

R̂ T̂ (k)
q R̂−1 =

∑
q′

T̂
(k)
q′ R̂

(k)
q′q . (B.5)

This transformation law is the same as the one for basis vectors |kq〉 of a standard
representation for a (2k + 1)−dimensional space irreducible with respect to rotations:
R̂|kq〉 =

∑
q′ |kq′〉R̂

(k)
q′q . Here R̂(k)

q′q is the rotation operator:

R̂
(J)
MM ′(α, β, γ) ≡ 〈JM |e−iαĴze−iβĴye−iγĴz |JM ′〉.

Starting from the expression of R̂ valid for an infinitesimal rotation, it is easy to obtain
the following commutation relations with the total angular momentum Ĵ:[

Ĵ±, T̂
(k)
q

]
=
√
k(k + 1)− q(q ± 1) T̂

(k)
q±1[

Ĵz, T̂
(k)
q

]
= qT̂ (k)

q , (B.6)

which provide an equivalent definition of the q−th component of a tensor operator of
rank k. If Eqs. B.5-B.6 are satisfied for any infinitesimal rotations, they will hold for
any rotation whatsoever. In order to represent physical quantities, the T̂ (k)

q are necessary
invariant in a rotation through 2π and k is therefore integer. We shall consider only
tensor operator of integer rank.
Scalars are irreducible tensor operators of rank 0. Vector operators are irreducible tensor
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operators of rank 1: if ŝx, ŝy and ŝz are the Cartesian components of a spin operator, its
standard components are:

T̂
(1)
1 = − 1√

2
(ŝx + iŝy), T̂

(1)
0 = ŝz, T̂

(1)
−1 =

1√
2

(ŝx − iŝy) (B.7)

The (2k+1) spherical harmonics Y qk are the standard components of an irreducible tensor
operator of rank k.

B.2 Representation: Wigner-Eckart theorem

The most important property of irreducible tensor operators is given by the Wigner-
Eckart theorem:

Theorem B.1. The matrix elements of irreducible tensor operators with respect to angular-
momentum eigenstates |αJM〉 can be expressed as

〈αJM |T̂ (k)
q |α′J ′M ′〉 =

1√
2J + 1

〈J ′kM ′q|JM〉〈αJ ||T̂ (k)||α′J ′〉. (B.8)

Wigner-Eckart theorem states that the matrix element of a tensor operator in the total
angular momentum basis is the product of two terms. The first is a Clebsch-Gordan
coefficient 〈J ′kM ′q|JM〉 for adding angular momenta J and k to get J ′. It depends
only on the geometry of the system, that is, the way it is oriented with respect to the
z−axis. There is no reference whatsoever to the particular nature of the tensor operator.
The second factor is the reduced matrix element, which is independent of M , M ′ and
q. It depends on the dynamics, but not on the specific orientation of the system. To
evaluate 〈αJM |T̂ (k)

q |α′J ′M ′〉 with various combinations of M , M ′ and q it is sufficient
to know just one of them; all others can be related geometrically via the Clebsch-Gordan
coefficients, which are tabulated. Eq. B.8 can be rewritten by replacing the Clebsch-
Gordan coefficient with a 3j symbol (see Appendix C):

〈αJM |T̂ (k)
q |α′J ′M ′〉 = (−1)J−M

(
J k J ′

−M q M ′

)
〈αJ ||T̂ (k)||α′J ′〉. (B.9)

Important selection rules follow from Wigner-Eckart theorem: indeed, the 3j−symbol is
nonzero only if

q = M −M ′

|J − J ′| ≤ k ≤ J + J ′. (B.10)

B.3 Compound tensor operators

Compound tensor operators are obtained as a tensor product of irreducible tensor opera-
tors: V̂ (K) ≡ T̂ (k1)⊗Û (k2) is an irreducible tensor operator of rankK, whose components
are given by:

V̂
(K)
Q ≡

{
T̂ (k1) ⊗ Û (k2)

}(K)

Q
=
∑
q1,q2

〈k1k2q1q2|KQ〉T̂ (k1)
q1 Û (k2)

q2 . (B.11)
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By varying K, satisfying |k1 − k2| ≤ K ≤ k1 + k2, we get a set of (2k1 + 1)(2k2 + 1)
operators.
In a quantum system consisting of two subsystems with respective angular momenta ĵ1
and ĵ2, with Ĵ = ĵ1 + ĵ2 and basis vectors |j1m1〉 and |j2m2〉, let T̂ (k1) and Û (k2) be tensor
operators acting on subsystem 1 and 2, respectively. In the standard basis of the total
angular momentum {|j1j2JM〉}, the reduced matrix elements of V̂ (K) ≡ T̂ (k1) ⊗ Û (k2)

are given by:

〈j1j2J ||V̂ (K)||j′1j′2J ′〉 =
√

(2J + 1)(2K + 1)(2J ′ + 1) K J J ′

k1 j1 j′1
k2 j2 j′2

 〈j1||T̂ (k1)||j′1〉〈j2||Û (k2)||j′2〉. (B.12)

This procedure (known as recoupling technique, see Sec. 1.2) can be applied iteratively to
decompose a compound tensor operator acting on several subsystems into the product
of 9j−symbols and reduced matrix elements acting on each single subsystem.
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C.1 3j symbols

G iven a quantum system with two angular momenta ĵ1 and ĵ2, let Ĵ = ĵ1 + ĵ2, be
the total angular momentum. It is always possible to pass from the product basis
|j1j2m1m2〉 ≡ |j1m1〉|j2m2〉, to the basis of the total angular momentum |j1j2JM〉

(with |j1 − j2| ≤ J ≤ j1 + j2, M = −J,−J + 1, . . . , J). The change of basis is expressed
by the Clebsch-Gordan coefficients:

|j1j2JM〉 =
∑
m1,m2

|j1j2m1m2〉〈j1j2m1m2|j1j2JM〉. (C.1)

The Clebsch-Gordan coefficients 〈j1j2m1m2|j1j2JM〉 can be recast in terms of the Wigner-
3j symbols: (

j1 j2 J
m1 m2 −M

)
=

(−1)j1−j2+M

2J + 1
〈j1j2m1m2|j1j2JM〉. (C.2)

The following selection rules holds:

M = m1 +m2

|j1 − j2| ≤ J ≤ j1 + j2 (C.3)

Moreover, 3j symbols satisfy the symmetry relations:

• invariance in a circular permutation of the three columns

• are multiplied by (−1)j1+j2+J in a permutation of two columns

• are multiplied by (−1)j1+j2+J if m1, m2 and M change sign simultaneously.
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C.2 6j and 9j symbols

6j and 9j symbols are obtained analogously to 3j symbols in the unitary transformation
which connects two different coupling schemes of 3 and 4 angular momenta, respec-
tively [66].
In this last case, let Ĵ = ĵ1 + ĵ2 + ĵ3 + ĵ4 be the total angular momentum and imagine to
pass from the representation in which first we sum momenta 1-2 and 3-4

Ĵ12 = ĵ1 + ĵ2 Ĵ34 = ĵ3 + ĵ4
⇓ (C.4)

Ĵ = Ĵ12 + Ĵ34

to another in which we first sum momenta 1-3 and 2-4

Ĵ13 = ĵ1 + ĵ3 Ĵ24 = ĵ2 + ĵ4
⇓ (C.5)

Ĵ = Ĵ13 + Ĵ24

In the change of basis we get a 3 rows × 3 columns object known as 9j symbol:

〈(j1j2)J12(j3j4)J34; JM |(j1j3)J13(j2j4)J24; J ′M ′〉 = δJJ ′δMM ′√
(2J12 + 1)(2J34 + 1)(2J13 + 1)(2J24 + 1)

 j1 j2 J12

j3 j4 J34

J13 J24 J

 . (C.6)

Among the most important symmetry properties of 9j symbols, we recall that a 9j sym-
bol coincides with its transpose and is non-zero only if triangle inequalities are satisfied
on each row and each column. The computation of 9j symbols can be done by recasting
them in terms of 3j symbols, which are tabulated. Moreover, several routines can be
found to calculate them numerically.
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L inear response theory provides a general framework to study the dynamical prop-

erties of quantum systems close to thermal equilibrium. This appendix reports
some useful definitions and results; for a more detailed mathematical treatment

and for the derivation of the main results, we refer to [76]. A response function for
a macroscopic system relates the change of an ensemble-averaged physical observable
〈B̂(t)〉 to an external force f(t). We consider a system at thermal equilibrium, described
at time t by the density operator ρ̂(t) and characterized by a weak external perturbation
f(t), which gives rise to a time dependent term in the system Hamiltonian:

Ĥ1 = −Âf(t). (D.1)

To this perturbation is associated a change of the ensemble average of the operator B̂,
which at time t takes the form 〈B̂(t)〉 = tr[ρ̂(t)B̂]. The linear relation between this quan-
tity and the external force can be written as:

〈B̂(t)〉 − 〈B̂〉 =

∫ t

−∞
φBA(t− t′)f(t′)dt′ (D.2)

This means that the differential change of 〈B̂(t)〉 is proportional to the external distur-
bance and the duration of the perturbation, and that disturbances at different times act
independently of each other. This last condition is formalized by the requirement that
the response function φBA only depends on t − t′. Moreover, the response is indepen-
dent of any future perturbations, i.e. φBA(t− t′) = 0 for t′ > t. Then we can consider the
Laplace transform of φBA(t)

χBA(z) =

∫ ∞
0

φBA(t)eiztdt, (D.3)

where z is a complex variable and χBA an analytic function defined for Imz > 0, if we
ensure that

∫∞
0
|φBA(t)|e−εtdt is finite in the limit ε → 0+. To ensure that the evolution
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of the system is uniquely determined by ρ̂0 = ρ̂(−∞) and f(t), it is necessary that the
external perturbation be switched on in a smooth, adiabatic way. This may be accom-
plished by replacing f(t′) in Eq. D.2 by f(t′)e−εt

′
, with ε > 0. This choice leads to a

force vanishing for t→ −∞, and any unwanted higher effect can be removed by taking
ε→ 0+. Then we define

〈B̂(ω)〉 = lim
ε→0+

∫ ∞
−∞

(
〈B̂(t)〉 − 〈B̂〉

)
eiωte−εtdt (D.4)

and Eq. D.2 is transformed into

〈B̂(ω)〉 = χBA(ω)f(ω). (D.5)

Here χBA(ω) ≡ limε→0+ χBA(z = ω+iε) is the frequency-dependent or generalized suscep-
tibility. The above mathematical requirements ensure that the physical system is causal
and stable against small perturbations [76].
The Kubo formula gives an expression of the response function φBA in terms of the oper-
ators Â, B̂ and of the unperturbed Hamiltonian Ĥ0:

φBA(t− t′) =
i

~
θ(t− t′)

〈[
B̂(t), Â(t′)

]〉
, (D.6)

where θ(t) is the Heaviside step function: θ(t) = 1 for t > 0 and θ(t) = 0 elsewhere.
We stress that both the variations with time and the ensemble average are thermal-
equilibrium values determined by Ĥ0, and are unaffected by the external perturbation.
It is also useful to introduce

KBA(t) =
i

~

〈[
B̂(t), Â

]〉
=
i

~

〈[
B̂, Â(−t)

]〉
. (D.7)

The generalized susceptibility is divided into the reactive (real) and absorptive (imagi-
nary) part:

χBA(ω) = χ′BA(ω) + iχ′′BA(ω), (D.8)

related by the Kramers-Kroning relation. It is easy to show that the Laplace trans-
form of KBA(t), KBA(ω), is proportional to the imaginary part of the susceptibility:
KBA(ω) = 2iχ′′BA(ω).
Then we introduce the dynamic correlation function, also known as scattering function, de-
fined as:

SBA(t) ≡ 〈B̂(t)Â〉 − 〈B̂〉〈Â〉. (D.9)

Its Fourier transform is connected to the imaginary susceptibility by the fluctuation-
dissipation theorem:

SBA(ω) = 2~
χ′′BA(ω)

1− e−β~ω
, (D.10)

having fulfilled the condition of detailed balance: SBA(ω) = eβ~ωSAB(−ω).
We now calculate the energy transferred to the system by the external perturbation Ĥ1 =

−Âf(t). The energy absorption can be expressed in terms of χAA(ω) and, without loss
of generality, Â may be assumed Hermitian. The part of the response which is in phase
with the external force is proportional to χ′AA(ω), which justifies the name of reactive
component. Conversely, the rate of energy absorption due to the field is

Q =
d

dt
〈Ĥ〉 = 〈∂Ĥ/∂t〉 = −〈Â(t)〉∂f/∂t, (D.11)
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[77] which leads to a mean absorption rate determined by the out-of-phase response pro-
portional to χ′′BA(ω).
If the eigenvaluesEα and eigenvectors |α〉 of the unperturbed Hamiltonian Ĥ0 are known,
it is possible to derive an explicit expression for χBA(ω), which is given by:

χBA(ω) = lim
ε→0+

∑
α,α′

〈α|B̂|α′〉〈α′|Â|α〉
Eα′ − Eα − ~ω − i~ε

(nα − nα′) . (D.12)

where nα = e−βEα/Z and Z is the partition function, Z =
∑
α′ e
−βEα′ . This expression

can be separated into the absorptive

χ′′BA(ω) = π
∑
αα′

〈α|B̂|α′〉〈α′|Â|α〉 (nα − nα′) δ (~ω − (Eα′ − Eα)) (D.13)

and reactive

χ′BA(ω) =

Eα 6=Eα′∑
α,α′

〈α|B̂|α′〉〈α′|Â|α〉
Eα′ − Eα − ~ω

(nα − nα′) + χ′BA(el)δω0 (D.14)

components. Here the elastic term χ′BA(el)δω0 only contributes in the static limit. These
results show that, if the eigenstates of the Hamiltonian are discrete and the matrix-
elements are well-defined, the poles of χBA(ω) all lie on the real axis. Hence, χ′′BA(ω) is a
sum of δ-functions and no spontaneous transitions occur. In a real macroscopic system,
the distribution of states is continuous, and only the ground state may be considered as
a well-defined discrete state. At non-zero temperatures, the parameters of the system
are subject to fluctuations in space and time. A non-zero probability for a spontaneous
transition between the states |α〉 and |α′〉 can be included in a phenomenological way by
replacing the energy difference Eα′ −Eα with Eα′ −Eα + iΓ(ω). In practice, δ functions
are broadened and spectra are interpreted by employing other peak functions such as
Gaussians or Lorentzians.
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The quantum dynamics of an open system cannot, in general, be represented by

means of a unitary time evolution, in contrast to the case of a closed system. It
is often found to be useful to formulate, instead, the dynamics of an open system

in terms of an appropriate equation of motion for its density matrix, a quantum master
equation. In this appendix we introduce the Lindblad master equation, which provides
a Markovian treatment of the dynamics of open quantum systems [222, 223].

E.1 Liouville-von Neumann equation

We first focus on the dynamics of a closed quantum system. Let’s assume that the system
under consideration is in a mixed state. Then, the corresponding statistical ensemble is
described by the density operator:

ρ̂(t0) =
∑
α

wα|ψα(t0)〉〈ψα(t0)| (E.1)

at some initial time t0. Here wα are positive weights and |ψα(t0)〉 are normalized state
vectors, which evolve according to the Schrödinger equation i~d|ψα(t)〉

dt = Ĥ(t)|ψα(t)〉.
The Hamiltonian operator might be time-dependent. Therefore, the density operator at
time t will be given by:

ρ̂(t) =
∑
α

wαÛ(t, t0)|ψα(t0)〉〈ψα(t0)|Û†(t, t0) = Û(t, t0)ρ̂(t0)Û†(t, t0) (E.2)

where Û(t, t0) = T̂←

[
e
− i

~
∫ t
t0
Ĥ(s)ds

]
is the time-evolution operator and T̂← is the chrono-

logical time-ordering operator. Since we are considering the evolution of a closed quan-
tum system, Û(t, t0) is unitary. Differentiating Eq. E.2 with respect to time we get the
equation of motion for the density matrix:

d

dt
ρ̂(t) = − i

~

[
Ĥ(t), ρ̂(t)

]
, (E.3)
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which is known as the Liouville-von Neumann equation. This can also be rewritten in
form analogous to the classical Liouville equation:

d

dt
ρ̂(t) = L(t)ρ̂(t), (E.4)

where L(t) is the Liouville super-operator.

E.2 Open quantum systems

An open quantum system is a quantum system S coupled to another quantum systemB
called environment. It thus represents a subsystem of the combined total S +B system,
which is assumed to be closed and to follow Hamiltonian dynamics. However, the state
of the subsystem S evolves as a consequence of both internal dynamics and interaction
with the environment. This interaction leads, in general, to S − B entanglement, such
that the resulting dynamics of S can be no longer described by a unitary evolution.
The total system+environment Hamiltonian takes the form

Ĥtot(t) = ĤS ⊗ ÎB + ÎS ⊗ ĤB + V̂ (t), (E.5)

where ĤS is the open system Hamiltonian acting on the system subspace, ĤB is the free
Hamiltonian of the environment acting on the B subspace and the system-environment
interaction is modeled by V̂ . Of course, one may also include time-dependent terms
into ĤS . In many cases of physical interest, the environment includes infinitely many
degrees of freedom and computing the evolution of the whole S+B system is unafford-
able. Moreover, often the modes of the environment are neither known exactly, nor con-
trollable. Hence, we develop a simpler description in the reduced Hilbert space spanned
by the system S, relying on the assumption that all observations of interest refer to this
subsystem. These are represented by operators of the form Â⊗ ÎB . If the state of the to-
tal system is described by the density matrix ρ̂, the expectation values of all observables
acting on the open system’s Hilbert space are determined by

〈Â〉 = trS
{
Âρ̂S

}
(E.6)

where
ρ̂S = trB ρ̂ (E.7)

is the reduced density matrix of the open quantum system S. Here trS (trB) denotes the
partial trace over the S (B) Hilbert space. The reduced density matrix ρ̂S(t) at time t is
obtained from the density matrix ρ̂(t) of the total system by taking the partial trace over
the degrees of freedom of the environment. Thus, we find the equation of motion for the
reduced density matrix:

d

dt
ρ̂S(t) = − i

~
trB
[
Ĥtot(t), ρ̂(t)

]
. (E.8)

E.3 Lindblad equation

In general the dynamics of the reduced system described by Eq. E.8 will be pretty com-
plex. However, in case of short environmental correlation times (Markov approxima-
tion) we can neglect memory effects and formulate the reduced system dynamics in
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terms of a quantum dynamical semigroup [222].
Suppose to initialize the total S + B system in the uncorrelated product state ρ̂(0) =
ρ̂S(0) ⊗ ρ̂B , where the environment is in an equilibrium state. Then, there exist a trans-
formation W (t) describing the evolution of the reduced system state from t = 0 to any
t > 0 of the form

ρ̂S(t) = W (t)ρ̂S(0) ≡ trB
{
Û(t, 0) [ρ̂S(0)⊗ ρ̂B ] Û†(t, 0)

}
. (E.9)

This relation defines a map from the space of the reduced density matrices of the system
S into itself and is called a dynamical map. It can be shown that W (t) is a convex-linear
completely positive and trace-preserving quantum operation [222]. A quantum dynam-
ical semigroup is a continuous, one-parameter family of dynamical maps satisfying the
semigroup property W (t1)W (t2) = W (t1 + t2) for any t1, t2 ≥ 0; this is the case for
W (t), under the Markovian approximation.
Given a quantum dynamical semigroup there exist a linear map L, the generator of the
semigroup, which allows us to represent the semigroup in exponential form:

W (t) = eLt. (E.10)

This representation yields a first-order differential equation for the open system density
matrix: ˙̂ρS = Lρ̂S , the Markovian quantum master equation. It is the generalization of
the Liouville-von Neumann equation for closed systems. We now construct the most
general form of the generator L of a quantum dynamical semigroup. To this end, we
consider a finite dimensional Hilbert space with dimension N . The corresponding Li-
ouville space is a complex space of dimension N2, spanned by the complete basis of
orthonormal operators F̂i, i = 1, 2, ..., N2. It can be shown [222] that the standard form
of the generator is:

L[ρ̂S ] = −i
[
Ĥ, ρ̂S

]
+

N2−1∑
i,j=1

aij

(
F̂iρ̂SF̂

†
j −

1

2
F̂ †j F̂iρ̂S −

1

2
ρ̂SF̂

†
j F̂i

)
. (E.11)

The coefficient positive matrix aij can be diagonalized via the unitary transformation u,
leading to non-negative eigenvalues γi. Introducing a new set of operators Âk related to
F̂i through F̂i =

∑N2−1
k=1 ukiÂk, we obtain the diagonal form of the generator:

L[ρ̂S ] = −i
[
Ĥ, ρ̂S

]
+

N2−1∑
k=1

γk

(
Âkρ̂SÂ

†
k −

1

2
Â†kÂkρ̂S −

1

2
ρ̂SÂ

†
kÂk

)
. (E.12)

This is the most general form for the generator of a quantum dynamical semigroup. The
first term of the generator represents the unitary part of the dynamics generated by the
Hamiltonian Ĥ . The operators Âk are usually referred to as Lindblad operators and the
corresponding density matrix equation is called the Lindblad equation. We note that the
non-negative quantities γk have the dimension of an inverse time provided the Âk are
taken to be dimensionless.
It is sometimes convenient to introduce the dissipator

D[ρ̂S ] =

N2−1∑
k=1

γk

(
Âkρ̂SÂ

†
k −

1

2
Â†kÂkρ̂S −

1

2
ρ̂SÂ

†
kÂk

)
(E.13)
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and to write the quantum master equation in the form

d

dt
ρ̂S(t) = −i

[
Ĥ, ρ̂S(t)

]
+D[ρ̂S ]. (E.14)

We note that the generator does note uniquely fix the form of the Hamiltonian and of the
Lindblad operators. In fact, it is invariant under unitary transformations of the Lindblad
operators.
The open system may be subject to an external time-dependent field. The description of
such an open system requires the help of time-dependent generators and can be found
in Ref. [222].

E.4 Microscopic derivation

In this section we derive a microscopic form of the Lindbald equation, adopting some
general approximations to get the dynamical semigroup form of Eq. E.12. These as-
sumptions will be summarized in the last part of this appendix. Since we are generally
interested in situations such that V̂ is a small time-dependent perturbation with respect
to Ĥ0 = ĤS + ĤB , we can eliminate fast oscillating terms (secular approximation) and
work in interaction picture. Then the equation of motion for the system-environment
density matrix becomes

i~
d

dt
ρ̂I =

[
V̂I(t), ρ̂I(t)

]
, (E.15)

where both V̂I and ρ̂I must be intended in interaction picture, ρ̂I(t) = eiĤ0t/~ρ̂(t)e−iĤ0t/~.
This equation can be formally integrated [223], obtaining:

ρ̂I(t) = ρ̂I(t0)− i

~

∫ t

t0

[
V̂I(s), ρ̂I(s)

]
ds. (E.16)

On substituting ρ̂I(t) back into E.15 we find:

d

dt
ρ̂I = − i

~

[
V̂I(t), ρ̂I(t0)

]
− 1

~2

∫ t

t0

[
V̂I(t),

[
V̂I(s), ρ̂I(s)

]]
ds. (E.17)

If V̂I = 0, system and environment are independent and ρ̂I would factor as a direct
product ρ̂I(t) = ρ̂SI (t) ⊗ ρ̂BI (t0), where we have assumed the environment at equilib-
rium. Since V̂I is small (Born approximation), we look for solutions of the form ρ̂I(t) =

ρ̂SI (t) ⊗ ρ̂BI (t0) + ρ̂c(t), where ρ̂c is of higher order in V̂ . To satisfy E.7, we require
trB ρ̂c = 0. If we now substitute ρ̂I(t) into E.17 and retain terms up to quadratic order in
V̂ , we get

˙̂ρS=− i
~

trB
[
V̂ (t), ρ̂S(t0)⊗ ρ̂B(t0)

]
+

− 1

~2
trB
∫ t

t0

[
V̂ (t),

[
V̂ (s), ρ̂S(s)⊗ ρ̂B(t0)

]]
ds. (E.18)

From now on we drop the subscripts I , implying that operators are intended in inter-
action picture. We see that, since ρ̂S(s) appears in the integrand, the reduced density
operator, which determines the statistical properties of the system, depends on its past
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history from t = t0 to t = s. However, the environment is usually a reservoir containing
many degrees of freedom. Moreover, the huge number of reservoir degrees of freedom
leads to a δ(t− s) function, which allows us to replace ρ̂S(s) with ρ̂S(t) in the integrand.
In this case the process looses memory of its past and is said to be Markovian. This is
generally a reasonable assumption.

E.4.1 Atom decay

We now consider a simple example to derive the explicit form of the master equation. We
consider an atom coupled to a reservoir of simple harmonic oscillators. This describes
the radiative decay of the atom, damped by the bath of oscillators. However the same
picture can be applied to many other interesting situations, such as the decay of a radia-
tion field inside a cavity. In the interaction picture and the rotating-wave approximation,
the Hamiltonian is simply given by

V̂ (t) = ~
∑

k

gk

[
b̂†kσ̂−e

−i(ω−νk)t + h.c.
]
, (E.19)

where b̂k (b̂†k) are annihilation (creation) operator of the bath modes, with density dis-
tributed frequencies νk = ck and σ̂± are excitation/de-excitation operators acting on the
atom (treated as a two-level system), with transition frequency ω. On inserting E.19 into
the equation of motion E.18 we obtain

˙̂ρS=−i
∑

k

gk〈b̂†k〉 [σ̂−, ρ̂S(t0)] e−i(ω−νk)t −
∫ t

t0

ds
∑
k,k′

gkgk′

×

{(
σ̂−σ̂−ρ̂S(s)− 2σ̂−ρ̂S(s)σ̂− + ρ̂S(s)σ̂−σ̂−

)
e−i(ω−νk)t−i(ω−νk′ )s〈b̂†kb̂

†
k′〉

+
(
σ̂−σ̂+ρ̂S(s)− σ̂+ρ̂S(s)σ̂−

)
e−i(ω−νk)t+i(ω−νk′ )s〈b̂†kb̂k′〉

+
(
σ̂+σ̂−ρ̂S(s)− σ̂−ρ̂S(s)σ̂+

)
ei(ω−νk)t−i(ω−νk′ )s〈b̂kb̂

†
k′〉

}
+ h.c. (E.20)

where the expectation values must be taken with respect to the initial state of the reser-
voir and hence depend on the choice of the particular model for the state of the reservoir.
For instance, let’s consider a reservoir whose variables are distributed in the uncorre-
lated thermal equilibrium mixture of states. The reservoir reduced density matrix oper-
ator is thus the multi-mode extension of the thermal operator, namely:

ρ̂B =
∏

k

[
1− exp

(
− ~νk
kBT

)]
exp

(
−
~νk b̂†kb̂k

kBT

)
, (E.21)

where T is the temperature and kB is the Boltzmann constant. It can be shown that

〈b̂k〉=〈b̂†k〉 = 0

〈b̂†kb̂k′〉=n̄kδkk′

〈b̂kb̂
†
k′〉=(n̄k + 1)δkk′

〈b̂kb̂k′〉=〈b̂†kb̂
†
k′〉 = 0, (E.22)
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where n̄k =
[
exp

(
~νk
kBT

)
− 1
]−1

is the thermal average boson number. If then we replace
the sum over k with an integral and carry out the usual Weissekopf-Wigner approxima-
tion (νk ∼ ω), we find for the reduced density operator of the two-level system:

˙̂ρS(t)=−n̄th
Γ

2
[σ̂−σ̂+ρ̂S(t)− σ̂+ρ̂S(t)σ̂−]

−(n̄th + 1)
Γ

2
[σ̂+σ̂−ρ̂S(t)− σ̂−ρ̂S(t)σ̂+] + h.c. (E.23)

where n̄th ≡ n̄k0 (k0 = ω/c) and Γ is the atomic decay rate, which can be derived by
evaluating the integrals above (or assumed as a parameter of the model). Notice that
here we have focused only on the incoherent part of the evolution, neglecting the first
term of E.20, which leads to an Hamiltonian dynamics.

E.4.2 Cavity field damping

An analogous expression can be obtained for the damping of an electromagnetic field
into a cavity. We simply need to replace the atomic σ̂± operators with the bosonic opera-
tors â, â† describing the photon. Then the equation of motion for the photon interacting
with a bath in thermal equilibrium is:

˙̂ρS=−n̄th
Γ

2

(
ââ†ρ̂S − 2â†ρ̂S â+ ρ̂S ââ

†)
−(n̄th + 1)

Γ

2

(
â†âρ̂S − 2âρ̂S â

† + ρ̂S â
†â
)
. (E.24)

Here again Γ is the damping rate and n̄th is the mean number of quanta at the frequency
of the cavity field in the thermal bath. In particular, at zero temperature (n̄th = 0),

˙̂ρS =
Γ

2

(
2âρ̂S â

† − â†âρ̂S − ρ̂S â†â
)
. (E.25)

We notice that in the simple case of a two-level atomic system or of a cavity-field ini-
tialized with a single-photon at zero-temperature, Eq. E.25 yields a decay of the diago-
nal component of the density matrix (representing the state with a single photon) with
damping time T1 = 1

Γ and of the coherence (off-diagonal component) with characteristic
dephasing time T2 = 2

Γ . Diagonal and off-diagonal component of ρ̂S evolve indepen-
dently, due to the secular approximation.

E.4.3 Pure dephasing

Beyond the damping term introduced in the previous subsection, many quantum sys-
tems of interest (in particular spin systems) are subject to pure dephasing. Hence, their
characteristic dephasing time T2 is not simply the one deriving from damping terms in
the dissipator (which, for a two-level system, leads to T2 = 2T1), but it is much shorter.
This can be modeled with a pure-dephasing term in the Lindblad equation. For a bosonic
system, the pure-dephasing dissipator takes the form:

Ddeph[ρ̂] = γ

[
â†âρ̂ â†â− 1

2

(
â†â â†âρ̂+ ρ̂ â†â â†â

)]
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where γ = 1/T2 is the pure dephasing rate and â (â†) are annihilation (creation) operators
of the boson field.
To incorporate both damping and pure dephasing in a single expression, throughout the
text, we refer to the Lindblad dissipator for an arbitrary operator, x̂, given by

Dx̂[ρ̂] = −1

2

(
x̂†x̂ρ̂+ ρ̂ x̂†x̂

)
+ x̂ρ̂ x̂†. (E.26)

If the operator x̂µ destroys an excitation in the system, terms like Dx̂µ [ρ̂] account for
energy losses, while pure dephasing processes are described by Dx̂†µx̂µ [ρ̂].

E.4.4 Summary of assumptions

In order to guarantee that the equation derived by means of the microscopic approach
defines the generator of a dynamical semigroup, the following approximations have
been applied:

• Large reservoir: the degrees of freedom in the reservoir are infinitely many, if com-
pared to the system degrees of freedom.

• Markov: no memory effects. It is justified if the time scale over which the state of
the system varies appreciably is large compared to the time scale over which the
reservoir correlation functions decay.

• Born: in order to eliminate ρ̂B(t) from the equation of motion we assume that the
coupling between the system and the reservoir is weak, such that the influence
of the system on the reservoir is small (weak-coupling approximation). Thus, the
density matrix of the reservoir ρ̂B(t) is only negligibly affected by the interaction
and the state of the total system at time t may be approximately characterized
by a tensor product ρ̂B(t) ≈ ρ̂S(t) ⊗ ρ̂B . We emphasize that this does not imply
that there are no excitations in the reservoir caused by the reduced system. The
Markovian approximation provides a description on a coarse-grained time scale
and the assumption is that environmental excitations decay over times which are
not resolved.

• Secular approximation: it involves an averaging over the rapidly oscillating terms
in the master equation and it is also known as the rotating-wave approximation.
It allows us to separate the time evolution of the diagonal terms of the density
matrix from the off-diagonal ones, provided that the inverse frequency differences
involved in the problem are small compared to the relaxation time of the system.
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che mi ha formato ed accolto come un caro amico in occasione delle mie visite. Poi la
professoressa Eva Pavarini, che mi ha aperto le porte del Forschungszentrum di Jülich,
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di mille pedalate (forse di più), Gabry, che ringrazio per aver sopportato la mia esuber-
anza (cercando, senza successo, di frenarla) e, a volte, anche i miei discorsi strampalati
sui qubit. Credo che sia la persona con lo sguardo più positivo sul mondo che abbia mai
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