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な Introduction  
 

Nanotechnology, which sets out to explore and manipulate reality at the molecular level, is widely 

recognized as a key technology that will drive economic growth and standards of living in the 

twenty-first century. What we are currently seeing is the beginning of a revolution, caused by our 

ability to work on the same scale as nature [1]. This is the result of almost five decades in which 

miniaturization has been a commitment for scientists and the research in nanotechnology has been 

largely funded by governments and private corporations. According to a study by Global Industry 

Analysts Inc. [2], the global market for products incorporating nanotechnology is projected to 

grow at a compound annual growth rate of 11.1% between 2010 and 2015 and will reach the 

impressive sum of US$2.4 trillion, that is roughly 1/25 of the current world gross domestic product 

[3].  

Since the discovery of carbon nanotubes in 1991 [4], significant progress has already been made in 

the field of zero- (0D), one- (1D) and two-dimensional (2D) nanomaterials and nanostructures. 

Studies on new physical properties and applications of nanomaterials and nanostructures are 

possible only when nanostructured materials are made available with desired size, morphology, 

crystal microstructure and chemical composition [5]. The fabrication of materials at the nanoscale 

can be used to enhance and exploit properties that become stronger under conditions of reduced 

dimensionality; in fact size reduction can lead to a whole range of new physico-chemical 

properties and a wealth of potential applications. 

Nanotechnology allows the miniaturization of current and new instruments, sensors and machines 

that will greatly impact the world we live in. Possible examples include: computers with amazing 

power that compute algorithms to mimic human brain, biosensors that warn us at the early stage of 

a disease, target-specific drugs that automatically attack the diseased cells on site, nano-robots that 

can repair internal damage and remove chemical toxins in human bodies, nano-scaled electronics 

that constantly monitor our local environment [5].  

In general, there are two theoretically distinct approaches to the creation of nanostructures and 

related devices, which are commonly known as top-down and bottom-up. In the top-down 

approach, small features are patterned in bulk materials by a combination of lithography, etching 

and deposition, to form functional devices. The top-down approach has been unexpectedly 

successful in many venues, with microelectronics being perhaps the best example today. While the 

technique developments continue to push forward the resolution limits of the top-down approach, 

these improvements in resolution are associated with a near exponential increase in the 
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manufacturing costs. This economic limitation and other scientific problems related to the top-

down approach have motivated efforts worldwide to search for new strategies to meet the demand 

for nanoscale structures. The bottom-up approach represents a powerful alternative to conventional 

top-down methods. In the bottom-up approach functional electronic structures are assembled from 

chemically synthesized, well-defined nanoscale building blocks, much like the way nature uses 

proteins and other macromolecules to construct complex biological systems. So, in this approach 

lithography is substituted by nanometer-scale synthesis, functionalization and assembly.  

Put into this perspective, ZnO is nowadays a key technological material and a promising building 

block for functional devices. The lack of a center of symmetry in wurtzite lend to an extremely 

interesting material that exhibits both semiconducting and piezoelectric behavior together with a 

large exciton binding energy. Moreover ZnO probably has the richest family of nanostructures 

among all materials, both in structures and in properties [6]. In the last decade significant efforts 

have been made to investigate zinc oxide nanostructures and a large number of research groups 

turn their investigations to ZnO for (opto)electronic, photovoltaic, piezotronics, photoreactive and 

sensing devices, as proved by the increasing number of scientific papers during the last decade 

(Figure 1.1). 

 

 

Figure 1.1 Number of publications containing “ZnO nano*” in the title.  
Source: ISI Web of Science. 

 

Although ZnO properties are much interesting themselves, the functionalization of ZnO 

nanostructures – by means of surface functionalization as well as the creation of heterostructures 

combining different materials (organic / inorganic, metals, semiconductors, insulators…) – paves 

the way to the creation of novel functional materials that exhibit unique new properties or the 

enhancement of the pre-existent ones. Actually, to tailor and engineer material properties is the 

calling for a material scientist and coupling different materials at the nanoscale is the key to the 

fabrication of multifunctional devices. 
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This thesis deals with the functionalization of ZnO nanostructures, tetrapods (TP) and nanorods 

(NR) in particular, which have been grown by our group at IMEM Institute through a non-

catalyzed CVD technique. My research, in particular, focused on different kinds of 

functionalization in order to tailor the properties of the resulting material towards different 

applicative fields, namely gas sensing devices, photocatalytic systems and photovoltaic cells. 

Herein this Thesis describes the functionalization of ZnO nanostructures with different materials 

belonging to three specific classes: 

 

 II-VI semiconductor (cadmium sulphide)  

 Magnetic materials (magnetite) 

 Organic molecules (phthalocyanine and porphyrin) 

 

Out of this brief introduction, the Thesis is basically divided in three parts, an overview chapter 

describing the different materials, their chemical and physical properties and main applicative 

fields (Ch. 2); the experimental section (Ch. 3) which concisely presents synthesis and 

characterization techniques of both starting and functionalized materials and the discussion of 

meaningful results obtained in the functionalization (Ch. 4). Finally conclusions and future 

perspectives are depicted in Ch. 5.  

 

More in detail, the cadmium sulphide (CdS) functionalization of ZnO TP is aimed to create an 

heterojunction for photoenergy conversion applications. Although the use of CdS to extend the 

fraction of visible light to be collected by the heterostructure is not new, the present work focuses 

on a new synthetic approach. This is required since, despite of the huge variety of literature-

proposed methods for CdS synthesis, none of them can be considered optimal for ZnO 

functionalization. In fact, on the one hand, CdS aqueous-based synthesis requires alkaline or acidic 

environments that invariably etch the ZnO surface [7–9]; on the other, high temperature syntheses 

in organic solvents require the presence of ligands or surfactant to effectively control the CdS 

dimension. Unfortunately such polymers / molecules would likely be trapped at the interface 

limiting the heterojunction performance [10–15]. Hence, an in–situ deposition of CdS on ZnO TP, 

without the need of any surface passivating agent, is presented in Chapter 4.1. This paves the way 

to use the composite nanostructured material in photocatalytic (degradation of organic pollutants, 

photo-induced water splitting), and gas sensing applications [16–23]. Taking into account the 

research on the functionalization of ZnO TP, the following section (Ch. 4.2) briefly extends the 

CdS deposition to ZnO NR, which are promising nanostructures for photovoltaic applications [7, 
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24–27], since they show excellent transport properties [28,29] and allow a continuous path for the 

electrons (as opposite to ZnO TP which shows hopping/percolative transport [30,31].  

 

Chapter 4.2 deals with the functionalization ZnO TP with magnetite nanoparticles. The study is 

aimed to extrinsically add superparamagnetic properties to ZnO and obtain a multifunctional 

magnetic material that still preserves all ZnO own peculiar characteristics, e.g. luminescence and 

surface reactivity, in particular. The possibility to intentionally “switch” off or on the 

magnetization is a great advantage for many applications. For example, consider a set of 

nanostructures dispersed in a liquid medium, the superparamagnetic behavior permits to avoid 

magnetic-induced aggregation and have stable suspensions over long periods (months) but, when 

needed, it is also possible to activate aggregation at a given time / position by applying an external 

magnetic field to drive, transport or collect these nanostructures to a specific target. This turns out 

particularly interesting for biomedicine, since ZnO nanostructures are considered to be 

biocompatible (at least those with sizes larger than 100 nm) [32], and display a very high quantum 

efficiency for singlet oxygen production [33,34]. In fact they are currently being studied for 

selective destruction of tumor cells and drug delivery applications [32]. Moreover the 

functionalization with magnetite may be exploited to develop filter-free photocatalytic systems 

wherein the catalyst is collected by magnetic separation [35–38].  

 

A third example of functionalization concerns organic molecules, as depicted in Chapter 4.3. The 

study has been carried out in collaboration with colleagues at IMEM Trento, in the frame of  

“D.A.F.N.E.” project, which is devoted to the study of hybrid materials for photovoltaic 

applications. One of the challenging issues in excitonic photovoltaic cells deals with the 

optimization of the absorbing layer in order to collect a vast fraction of the incident light. Owing to 

the limited absorption width of organic molecules and polymers, only a small fraction of the solar 

flux can be harvested by a single-layer bulk heterojunction photovoltaic cell. Furthermore, the low 

charge-carrier mobility of most organic materials limits the thickness of the active layer, since the 

exciton diffusion length in most organic semiconductors is in the order of 3 ÷ 10 nm [39–42]. One 

promising strategy to overcome both the limited absorption and the low exciton diffusion in 

organic materials, is to couple organics with inorganic semiconductor nanostructures (mainly TiO2 

and ZnO). In these hybrid heterostructures a thin organic layer ( ~ 10 nm ) is used to achieve an 

efficient exciton separation at the interface, transferring electrons to ZnO conduction band. The use 

of nanostructures with high surface-to-volume ratio induces scattering phenomena of the incident 

light and enables multiple trapping processes at the interface that assure significant light absorption 

in the dye molecule, even when the organic thickness is limited to a few nanometers. This lowers 
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the recombination probability inside the organic layer, extends carriers lifetime and consequently 

enhances the efficiency of the hybrid solar cell [43].  

Different organic molecules (phthalocyanines and porphyrins) have been deposited by researchers 

at IMEM Trento throughout a tailor–made supersonic molecular beam apparatus. The aim of the 

project is the sensitization, and the characterization, of ZnO NR to investigate the hybrid 

nanostructure as a hybrid photo-anode for future photovoltaic applications. As a matter of fact, 

ZnO solar cells have shown relatively low overall conversion efficiencies when compared with 

TiO2-based systems. The limited performance in ZnO-based DSSC may be explained by the 

instability of ZnO in acidic dye (i.e., protons from the dyes cause the dissolution of Zn atoms at 

ZnO surface, resulting in the formation of excessive Zn2+/dye agglomerates) and the slow electron-

injection kinetics from dye to ZnO [44]. Consequently, molecular beam deposition is an attractive 

alternative to wet impregnation, since it preserves the ZnO surface and, by varying the kinetic 

energy of the beam, it is possible to promote chemical bonds at the interface. Driven by the high 

directionality of SuMBD deposition, the goal is to deposit two distinct molecules, with convenient 

absorption range, on the surface of a single ZnO NR, in order to collect a wider spectrum of 

incident light. Photovoltaic, however, is not the only applicative field where sensitized ZnO NR 

can be employed in. According to literature, either porphyrin [33,45,46], ZnO [33,34] and the 

resulting hybrid material [47] have been well established as materials for singlet oxygen 

production, hence they can be used in photocatalytic systems as well as in nano-medicine. If 

porphyrins are known to be biocompatible, ZnO nanowires have been shown to be biodegradable 

and, to eventually dissolve into Zn2+ ions that can be adsorbed by the body and become part of the 

nutritional cycle: thereby ZnO NR have been proposed for in vivo bio-sensing and bio-detection 

applications [48]. 
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な Introduction  
 

Nanotechnology, which sets out to explore and manipulate reality at the molecular level, is widely 

recognized as a key technology that will drive economic growth and standards of living in the 

twenty-first century. What we are currently seeing is the beginning of a revolution, caused by our 

ability to work on the same scale as nature [1]. This is the result of almost five decades in which 

miniaturization has been a commitment for scientists and the research in nanotechnology has been 

largely funded by governments and private corporations. According to a study by Global Industry 

Analysts Inc. [2], the global market for products incorporating nanotechnology is projected to 

grow at a compound annual growth rate of 11.1% between 2010 and 2015 and will reach the 

impressive sum of US$2.4 trillion, that is roughly 1/25 of the current world gross domestic product 

[3].  

Since the discovery of carbon nanotubes in 1991 [4], significant progress has already been made in 

the field of zero- (0D), one- (1D) and two-dimensional (2D) nanomaterials and nanostructures. 

Studies on new physical properties and applications of nanomaterials and nanostructures are 

possible only when nanostructured materials are made available with desired size, morphology, 

crystal microstructure and chemical composition [5]. The fabrication of materials at the nanoscale 

can be used to enhance and exploit properties that become stronger under conditions of reduced 

dimensionality; in fact size reduction can lead to a whole range of new physico-chemical 

properties and a wealth of potential applications. 

Nanotechnology allows the miniaturization of current and new instruments, sensors and machines 

that will greatly impact the world we live in. Possible examples include: computers with amazing 

power that compute algorithms to mimic human brain, biosensors that warn us at the early stage of 

a disease, target-specific drugs that automatically attack the diseased cells on site, nano-robots that 

can repair internal damage and remove chemical toxins in human bodies, nano-scaled electronics 

that constantly monitor our local environment [5].  

In general, there are two theoretically distinct approaches to the creation of nanostructures and 

related devices, which are commonly known as top-down and bottom-up. In the top-down 

approach, small features are patterned in bulk materials by a combination of lithography, etching 

and deposition, to form functional devices. The top-down approach has been unexpectedly 

successful in many venues, with microelectronics being perhaps the best example today. While the 

technique developments continue to push forward the resolution limits of the top-down approach, 

these improvements in resolution are associated with a near exponential increase in the 
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manufacturing costs. This economic limitation and other scientific problems related to the top-

down approach have motivated efforts worldwide to search for new strategies to meet the demand 

for nanoscale structures. The bottom-up approach represents a powerful alternative to conventional 

top-down methods. In the bottom-up approach functional electronic structures are assembled from 

chemically synthesized, well-defined nanoscale building blocks, much like the way nature uses 

proteins and other macromolecules to construct complex biological systems. So, in this approach 

lithography is substituted by nanometer-scale synthesis, functionalization and assembly.  

Put into this perspective, ZnO is nowadays a key technological material and a promising building 

block for functional devices. The lack of a center of symmetry in wurtzite lend to an extremely 

interesting material that exhibits both semiconducting and piezoelectric behavior together with a 

large exciton binding energy. Moreover ZnO probably has the richest family of nanostructures 

among all materials, both in structures and in properties [6]. In the last decade significant efforts 

have been made to investigate zinc oxide nanostructures and a large number of research groups 

turn their investigations to ZnO for (opto)electronic, photovoltaic, piezotronics, photoreactive and 

sensing devices, as proved by the increasing number of scientific papers during the last decade 

(Figure 1.1). 

 

 

Figure 1.1 Number of publications containing “ZnO nano*” in the title.  
Source: ISI Web of Science. 

 

Although ZnO properties are much interesting themselves, the functionalization of ZnO 

nanostructures – by means of surface functionalization as well as the creation of heterostructures 

combining different materials (organic / inorganic, metals, semiconductors, insulators…) – paves 

the way to the creation of novel functional materials that exhibit unique new properties or the 

enhancement of the pre-existent ones. Actually, to tailor and engineer material properties is the 

calling for a material scientist and coupling different materials at the nanoscale is the key to the 

fabrication of multifunctional devices. 



 

 Introduction  |  Chapter 1 3 

 
 

 

This thesis deals with the functionalization of ZnO nanostructures, tetrapods (TP) and nanorods 

(NR) in particular, which have been grown by our group at IMEM Institute through a non-

catalyzed CVD technique. My research, in particular, focused on different kinds of 

functionalization in order to tailor the properties of the resulting material towards different 

applicative fields, namely gas sensing devices, photocatalytic systems and photovoltaic cells. 

Herein this Thesis describes the functionalization of ZnO nanostructures with different materials 

belonging to three specific classes: 

 

 II-VI semiconductor (cadmium sulphide)  

 Magnetic materials (magnetite) 

 Organic molecules (phthalocyanine and porphyrin) 

 

Out of this brief introduction, the Thesis is basically divided in three parts, an overview chapter 

describing the different materials, their chemical and physical properties and main applicative 

fields (Ch. 2); the experimental section (Ch. 3) which concisely presents synthesis and 

characterization techniques of both starting and functionalized materials and the discussion of 

meaningful results obtained in the functionalization (Ch. 4). Finally conclusions and future 

perspectives are depicted in Ch. 5.  

 

More in detail, the cadmium sulphide (CdS) functionalization of ZnO TP is aimed to create an 

heterojunction for photoenergy conversion applications. Although the use of CdS to extend the 

fraction of visible light to be collected by the heterostructure is not new, the present work focuses 

on a new synthetic approach. This is required since, despite of the huge variety of literature-

proposed methods for CdS synthesis, none of them can be considered optimal for ZnO 

functionalization. In fact, on the one hand, CdS aqueous-based synthesis requires alkaline or acidic 

environments that invariably etch the ZnO surface [7–9]; on the other, high temperature syntheses 

in organic solvents require the presence of ligands or surfactant to effectively control the CdS 

dimension. Unfortunately such polymers / molecules would likely be trapped at the interface 

limiting the heterojunction performance [10–15]. Hence, an in–situ deposition of CdS on ZnO TP, 

without the need of any surface passivating agent, is presented in Chapter 4.1. This paves the way 

to use the composite nanostructured material in photocatalytic (degradation of organic pollutants, 

photo-induced water splitting), and gas sensing applications [16–23]. Taking into account the 

research on the functionalization of ZnO TP, the following section (Ch. 4.2) briefly extends the 

CdS deposition to ZnO NR, which are promising nanostructures for photovoltaic applications [7, 
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24–27], since they show excellent transport properties [28,29] and allow a continuous path for the 

electrons (as opposite to ZnO TP which shows hopping/percolative transport [30,31].  

 

Chapter 4.2 deals with the functionalization ZnO TP with magnetite nanoparticles. The study is 

aimed to extrinsically add superparamagnetic properties to ZnO and obtain a multifunctional 

magnetic material that still preserves all ZnO own peculiar characteristics, e.g. luminescence and 

surface reactivity, in particular. The possibility to intentionally “switch” off or on the 

magnetization is a great advantage for many applications. For example, consider a set of 

nanostructures dispersed in a liquid medium, the superparamagnetic behavior permits to avoid 

magnetic-induced aggregation and have stable suspensions over long periods (months) but, when 

needed, it is also possible to activate aggregation at a given time / position by applying an external 

magnetic field to drive, transport or collect these nanostructures to a specific target. This turns out 

particularly interesting for biomedicine, since ZnO nanostructures are considered to be 

biocompatible (at least those with sizes larger than 100 nm) [32], and display a very high quantum 

efficiency for singlet oxygen production [33,34]. In fact they are currently being studied for 

selective destruction of tumor cells and drug delivery applications [32]. Moreover the 

functionalization with magnetite may be exploited to develop filter-free photocatalytic systems 

wherein the catalyst is collected by magnetic separation [35–38].  

 

A third example of functionalization concerns organic molecules, as depicted in Chapter 4.3. The 

study has been carried out in collaboration with colleagues at IMEM Trento, in the frame of  

“D.A.F.N.E.” project, which is devoted to the study of hybrid materials for photovoltaic 

applications. One of the challenging issues in excitonic photovoltaic cells deals with the 

optimization of the absorbing layer in order to collect a vast fraction of the incident light. Owing to 

the limited absorption width of organic molecules and polymers, only a small fraction of the solar 

flux can be harvested by a single-layer bulk heterojunction photovoltaic cell. Furthermore, the low 

charge-carrier mobility of most organic materials limits the thickness of the active layer, since the 

exciton diffusion length in most organic semiconductors is in the order of 3 ÷ 10 nm [39–42]. One 

promising strategy to overcome both the limited absorption and the low exciton diffusion in 

organic materials, is to couple organics with inorganic semiconductor nanostructures (mainly TiO2 

and ZnO). In these hybrid heterostructures a thin organic layer ( ~ 10 nm ) is used to achieve an 

efficient exciton separation at the interface, transferring electrons to ZnO conduction band. The use 

of nanostructures with high surface-to-volume ratio induces scattering phenomena of the incident 

light and enables multiple trapping processes at the interface that assure significant light absorption 

in the dye molecule, even when the organic thickness is limited to a few nanometers. This lowers 
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the recombination probability inside the organic layer, extends carriers lifetime and consequently 

enhances the efficiency of the hybrid solar cell [43].  

Different organic molecules (phthalocyanines and porphyrins) have been deposited by researchers 

at IMEM Trento throughout a tailor–made supersonic molecular beam apparatus. The aim of the 

project is the sensitization, and the characterization, of ZnO NR to investigate the hybrid 

nanostructure as a hybrid photo-anode for future photovoltaic applications. As a matter of fact, 

ZnO solar cells have shown relatively low overall conversion efficiencies when compared with 

TiO2-based systems. The limited performance in ZnO-based DSSC may be explained by the 

instability of ZnO in acidic dye (i.e., protons from the dyes cause the dissolution of Zn atoms at 

ZnO surface, resulting in the formation of excessive Zn2+/dye agglomerates) and the slow electron-

injection kinetics from dye to ZnO [44]. Consequently, molecular beam deposition is an attractive 

alternative to wet impregnation, since it preserves the ZnO surface and, by varying the kinetic 

energy of the beam, it is possible to promote chemical bonds at the interface. Driven by the high 

directionality of SuMBD deposition, the goal is to deposit two distinct molecules, with convenient 

absorption range, on the surface of a single ZnO NR, in order to collect a wider spectrum of 

incident light. Photovoltaic, however, is not the only applicative field where sensitized ZnO NR 

can be employed in. According to literature, either porphyrin [33,45,46], ZnO [33,34] and the 

resulting hybrid material [47] have been well established as materials for singlet oxygen 

production, hence they can be used in photocatalytic systems as well as in nano-medicine. If 

porphyrins are known to be biocompatible, ZnO nanowires have been shown to be biodegradable 

and, to eventually dissolve into Zn2+ ions that can be adsorbed by the body and become part of the 

nutritional cycle: thereby ZnO NR have been proposed for in vivo bio-sensing and bio-detection 

applications [48]. 
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2 Materials properties and applications 

 

2.1 Zinc oxide nanostructures 

 

Zinc oxide (ZnO) is an inorganic compound that usually appears as a white powder, nearly 

insoluble in water, which is widely used as an additive into numerous materials and products 

including plastics, ceramics, glass, cement, rubber, lubricants, paints, adhesives, sealants, 

pigments, foods, batteries, ferrites, fire retardants, etc. ZnO is present in the Earth crust as a 

mineral zincite; however, most ZnO used commercially is produced synthetically. In materials 

science, ZnO is often called a II–VI semiconductor because zinc and oxygen belong to the 2nd and 

6th groups of the periodic table, respectively. This semiconductor has several favorable properties: 

good transparency, high electron mobility, wide bandgap, strong room temperature luminescence, 

piezoelectricity etc. Those properties are already used in emerging applications for transparent 

electrodes in liquid crystal displays and in energy-saving or heat-protecting windows. Electronic 

applications of ZnO as thin-film transistor and light-emitting diode are forthcoming as of 2011 

[source:http://compoundsemiconductor.net/csc/features-details/19732885/LEDs:-ZnO-prepares-to-leap-

from-lab-to-fa.html]. 

The research on ZnO started in the 1930s [1] and it has featured as subject of thousands of research 

papers until today . This early period is reviewed and documented, e.g. in [2–4] but the research 

peaked around the end of the 1970s and the beginning of the 1980s. Then the interest faded away, 

partly because it was not possible to dope ZnO both n– and p–type, which is an indispensable 

prerequisite for optoelectronics applications, partly because the interest moved to structures of 

reduced dimensionality, like quantum wells, which were at that time almost exclusively based on 

the III–V system such as GaAs / Al1–xGaxAs. 

The emphasis of ZnO research at that time was essentially on bulk samples covering topics like 

growth, doping, transport properties, deep centers, band structure, excitons, bulk – and surface – 

polaritons, luminescence, high excitation or many-particle effects and lasing. The results of this 

first research period are reviewed [5–7] and entered in data collections [8] or textbooks on 

semiconductor optics [9]. Nowadays the interest in ZnO structures has drastically increased: 

intense research by many different groups has focused on novel nanostructures with different 

shapes (Figure 2.1) ranging from nanobelts (A), (B), (C); to nanocombs (D); from nanorings (E), 

(F) to hierarchical nanowire junction arrays (G) and nanonails (H).  
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Besides these fancy nanostructures, which turn out interesting because allow researchers to better 

understand some key points in the crystal growth of ZnO nanostructures, other morphologies have 

been widely investigated in different application fields: these are nanorods (NR) and nanotetrapods 

(TP) (refer to Ch. 2.1.3 for discussion and applications). 

 

 
Figure 2.1 Different morphologies of ZnO nanostructures. Adapted from [10]. 

 

 

2.1.1 Structural properties 

At ambient pressure and temperature, ZnO crystallizes in the wurtzite (WZ) structure, as shown in 

Figure 2.2:  the point group is 6mm (Hermann-Mauguin notation) or C6
v (Schoenflies notation), 

and the space group is P63mc or C6
v, lattice parameters are a = 3.296 and c = 5.2065 Å and their 

ratio c/a ~ 1.60 is close to the ideal value for hexagonal cell c/a = 1.633.  The zinc atoms are 

tetrahedrally coordinated to four oxygen atoms, with the oxygen anions occupying the octahedral 

sites. The structure can be described as a number of alternating planes composed of O2- and Zn2+ 

ions, stacked alternately along the c-axis (Figure 2.2). The largely ionic bonding together with 
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tetrahedral coordination in ZnO  and non-central symmetric structure result in interesting 

piezoelectric and pyroelectric properties. Due to this ionicity, zinc and oxygen planes bear electric 

charge (positive and negative, respectively). Therefore, to maintain electrical neutrality, those 

planes reconstruct at atomic level in most similar materials, but not in ZnO: its surfaces are 

atomically flat, stable and exhibit no reconstruction. This anomaly of ZnO is not fully explained 

yet. The most common polar surface is the basal plane. The oppositely charged ions produce 

positively charged Zn–(0001) and negatively charged O–(000−1) surfaces, resulting in a normal 

dipole moment and spontaneous polarization along the c-axis as well as a divergence in surface 

energy. To maintain a stable structure, the polar surfaces generally have facets or exhibit massive 

surface reconstructions, but ZnO ±(0001) are exceptions: they are atomically flat, stable and 

without reconstruction [11]. Efforts to understand the superior stability of the ZnO ± (0001) polar 

surfaces are at the forefront of research in today’s surface physics [12–15]. The other two most 

commonly observed facets for ZnO are (2−1−10) and (01−10), which are non-polar surfaces and 

have lower energy than the (0001) facets. 

  

Figure 2.2 The hexagonal WZ structure of ZnO pointing out Zn tetrahedral coordination. 
 

 

Similarly to what was observed for other II-VI compounds (ZnS, CdSe, CdS, and MnS) [16–20], 

the ZB phase has been found as the nucleus in the initiation of ZnO nanostructures (e.g. tetrapods 

and nanowires) [21-25] but it is rather unstable and quickly transforms into the WZ 

(thermodynamically stable) phase once the crystal becomes bigger. The symmetry of the ZB 

structure is given by space group F43m in the Hermann–Mauguin notation and T2
d in the 

Schoenflies notation and is composed of two interpenetrating face-centered cubic (fcc) sublattices 

shifted along the body diagonal by one-quarter of the length of the body diagonal (Figure 2.3). 

There are four atoms per unit cell and every Zn atom is tetrahedrally coordinated with four O 

atoms, and vice versa. Because of the tetrahedral coordination of WZ and ZB structures, the four 

nearest neighbors and 12 next-nearest neighbors have the same bond distance in both structures.  

Like other II–VI semiconductors, ZnO WZ can be transformed to the rocksalt (NaCl) structure at 

relatively modest external hydrostatic pressures. The reason for this is that the reduction of the 

lattice dimensions causes the interionic Coulomb interaction to favor the ionicity over the covalent 
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nature. The space group symmetry of the rocksalt type of structure is Fm3m in the Hermann–

Mauguin notation and O5 h in the Schoenflies notation, and the structure is sixfold coordinated 

(Figure 2.3). 

 
Figure 2.3 The rock salt (left) and ZB (right) phases of ZnO. O atoms are 

shown as white spheres, Zn atoms as black spheres. 

 
 

Crystalline zinc oxide is thermo-chromic, changing from white to yellow when heated and in air 

reverting to white on cooling. This is caused by a very small loss of oxygen at high temperatures to 

form the non-stoichiometric Zn1+xO, where at 800 °C, X = 0.00007.  

Zinc oxide is an amphoteric oxide. It is nearly insoluble in water and alcohol, but it is soluble in 

(degraded by) most acids, such as hydrochloric acid: 

ZnO + 2 HCl s Zn2+ + 2Cl– + H2O 

Bases also degrade the solid to give soluble zincates: 

ZnO + 2NaOH + H2O s 2Na+
 + [Zn(OH)4]

2– 

Despite its simple chemical formula, ZnO has a very rich defect chemistry [26]. Defect studies 

have been considered for more than 40 years, but now need revisiting in the context of novel 

applications using nanostructured materials. In nanostructured ZnO (as well as in other materials), 

the small length scales and large surface-to-volume ratio mean that surface defects play a stronger 

role in controlling properties. It is important to understand the relative dominance of carriers 

introduced by the doping over native defects. ZnO has a relatively open structure, with a hexagonal 

close packed lattice where Zn atoms occupy half of the tetrahedral sites. All the octahedral sites are 

empty. Hence, there are plenty of sites for ZnO to accommodate intrinsic (namely Zn interstitials) 

defects and extrinsic dopants. There are a number of intrinsic defects with different ionization 

energies. According to the Kröger–Vink notation: i = interstitial site, Zn = zinc, O = oxygen, and V 

= vacancy. The terms indicate the atomic sites, and superscripted terms indicate charges, where a 

dot indicates positive charge, a prime indicates negative charge, and a cross indicates zero charge, 

with the charges in proportion to the number of symbols. Figure 2.4 shows the defect states within 

the bandgap of ZnO. 
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Figure 2.4 Energy levels of native defects in ZnO. Adapted from [26]. 

 

The donor defects are : Zni 
, Zni 

, Zni 
X, VO

, VO
, VO , the acceptor defects are: VZn'', VZn' and the 

defect ionization energies vary from ~0.05 to 2.8 eV [27]. Most ZnO has n-type character, even in 

the absence of intentional doping. Native defects such as O vacancy (VO) or Zn interstitial (Zni) are 

often assumed to be the origin of this [28], but the subject remains controversial. Zn interstitials 

and oxygen vacancies are known to be the predominant ionic defect types, however, which defect 

dominates in native, undoped ZnO, is still a matter of great controversy [29–31]. As shown below, 

since both defects donate two electrons, it is difficult to distinguish one from the other using 

electrical measurements. 

 

Zn interstitials come from the Frenkel reaction: 

ZnZn  Zni 
X
 +VZn 

X 

 

The oxygen vacancies arise from the Schottky reaction: 

0  VZn
× +VO

× 

 

Further ionization reactions and equilibrium constants are [27,29]: 

Zni 
X
  Zni 

 + e   K = 2 NC exp(-0.05/kT) 

Zni 
  Zni 

 + e   K = ½ NC exp(-0.15/kT) 

VO
×
 VO

 + e    K = 2 NC exp(-0.05/kT) 

VO
 VO

 + e    K = ½ NC exp(-2.0/kT) 

VZn
×  VガZn + h   K = 2 NV  exp(-0.8/kT)

VガZn 垣Vガガ
Zn + h   K = ½ NV exp(-2.8/kT) 

 

The concentration of point defects depends on their formation energies, these have been calculated 

by several groups of theorists and the results generally agree  [32,33]. Recently, Jannotti and Walle 

[34,35], calculated the formation energy of ZnO point defects for the two limiting zinc chemical 
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potential values (a) Zn=
Zn high zinc partial pressure resulting in a Zn-rich crystal; (b) high 

oxygen partial pressure: Zn=
Zn+Hf

ZnO (assuming that under thermal equilibrium 

Zn+O=Hf
ZnO). The lowest formation energy values are shown in Figure 2.5: the zero of the 

Fermi level is set to the top of the valence band. Kinks for each defect indicate transitions between 

different charge states (0, 1, 2). 

 

 

Figure 2.5 Calculated defect formation energies for main native point defects in ZnO as a function of Fermi 
level under (A) zinc rich conditions and (B) oxygen-rich conditions [35]. 

 

The authors’ investigation of native point defects in ZnO is based on density functional theory and, 

opposite to other works [30,36–39], Jannotti and Walle conclude that VO, which have most often 

been cited as the cause of unintentional doping, are deep rather than shallow donors (red line) and 

have high formation energies in n-type ZnO and are therefore unlikely to form. Zi are shallow 

donors, but they also have high formation energies in n-type ZnO (blue line) and are fast diffusers 

with migration barriers as low as 0.57 eV; therefore they are unlikely to be stable. ZnO are also 

shallow donors but their high formation energies – even under Zn-rich conditions – render them 

unlikely to be stable under equilibrium conditions. Authors have identified a different low-energy 

atomic configuration for ZnO that may play a role under non-equilibrium conditions such as 

irradiation (green dotted line). OZn have very high formation energies (purple line) and are unlikely 

to exist in measurable concentrations under equilibrium conditions. Oi have high formation 

energies (orange); they can occur as electrically neutral split interstitials (Oi split) in semi-

insulating and p-type materials or as deep acceptors at octahedral interstitial sites in n–type ZnO 

(light blue line). Finally, authors consider VZn as deep acceptors (compensating centers in n–type 

ZnO) and ascribe to them the frequently observed green luminescence [35]. However, note that 

these formation energies are calculated for bulk ZnO at thermodynamic equilibrium and may not 

reflect the real-life conditions occurring during the growth of ZnO nanostructures, because of the 
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high degree of supersaturation typically needed. Controllable n-type doping is easily achieved by 

substituting Zn with group-III elements Al, Ga, In or by substituting oxygen with group–VII 

elements chlorine or iodine while reliable p-type doping of ZnO remains difficult. This problem 

originates from low solubility of p-type dopants and their compensation by abundant n–type 

impurities, and it is pertinent not only to ZnO, but also to similar compounds GaN and ZnSe. 

Measurement of p-type in "intrinsically" n-type material is also not easy because inhomogeneity 

results in spurious signals. Several laboratories have reported p–type ZnO, but their results were 

difficult to reproduce in other laboratories and hence remain controversial. An elegant summary of 

all of these efforts is documented by Look and Claflin [40]. The highest room-temperature electron 

mobility for a bulk ZnO single crystal grown by vapor-phase transport method is reported to be 

about 205 cm2/ V∙s with a carrier concentration of 6.0∙1016 cm-3 [41],while, in high crystalline 

nanostructures, like NR grown by catalyst-free MO-VPE, the reported electron mobility is as high 

as 3000 cm2/ V∙s [42]. 

 

 

2.1.2 Optical properties 

Optical properties and processes in ZnO were extensively studied many decades ago [43–60]. The 

renewed interest in ZnO is enhanced by its prospects in optoelectronics applications owing to its 

direct wide band gap of 3.37 eV (at room temperature) with large exciton energy of 60 meV and 

efficient radiative recombination. The strong exciton binding energy, which is much larger than 

that of GaN (25 meV) and the thermal energy at room temperature (25 meV), can ensure an 

efficient exciton emission at room temperature under low excitation energy. As a consequence, 

ZnO is recognized as a promising photonic material in the blue-UV region. According to literature 

reports, the room temperature PL spectrum typically consists of a UV emission band and a broad 

“green” luminescence (GL) band, as shown in Figure 2.6.  

 

 

Figure 2.6 Typical room temperature PL spectrum of ZnO.  
The NBE emission lies in the UV region (380 nm) and the defect related broad band in the visible (520 nm). 
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The UV emission band is related to a near band-edge (NBE) transition of ZnO, namely the 

recombination of the free excitons (FX) and bound exciton complexes (BXC), while the broad 

emission band between 420 and 700 nm is due to deep level emission (DLE). It is worth noting 

that this green luminescence band (GL, as other authors refer to it) is observed nearly in all 

samples regardless of growth conditions. The DLE is widely considered a defect emission band but 

there is still no agreement about its chemistry. Defects represent one of the controversial areas of 

semiconductors, and ZnO is no exception, as the measurement techniques are not able to correlate 

electrical or optical manifestation of defects to their origin precisely. The DLE band has been 

attributed to several defects in the crystal structure such as O–vacancy (VO) [36-39], Zn–vacancy 

(VZn) [34,35,61-64], O–interstitial (Oi) [65], Zn–interstitial (Zni) [66] and O–antisite (OZn) [67]. 

Other authors attribute GL band to complex defect involving mostly singly ionized oxygen 

vacancies (VO
)  [69-72], for example, Vanheusden [38] ascribes GL to radiative transitions from 

the VO donor level, located near the CB, to the VB (D–h type recombination); other authors from 

VO or another donor level to deep VZn acceptor level (DAP recombination) [73,74], Kohan from 

conduction band to the VZn acceptor (e–A type) [75], others report intra-center transitions between 

two states of VO [76] in analogy to what is reported for other oxides, like CaO and MgO [77]. The 

bottom line is that the green luminescence band strongly depends on growth method and a wide 

agreement about its origin still lacks among the scientific community.  

At low cryogenic temperatures the NBE emission is the dominant radiative channel. Figure 2.7 

shows a typical photoluminescence spectrum of n–type bulk ZnO measured at 4.2 K [78]. The 

luminescence spectrum extends from the UV band edge to the green / orange spectral range. The 

lines dominating the spectrum originate from BXC recombinations (excitons bound to neutral 

donors (D0X) and/or acceptors (A0X)) followed by longitudinal optical (LO) phonon replicas with 

an energy separation of 72 meV. 

 

 

Figure 2.7 Low temperature (T=4.2K) PL spectrum (HeCd excitation) of bulk ZnO showing excitonic, 
donor acceptor pair (DAP) and deep level emission [78]. 



 

16 Chapter 2  |   Materials properties and applications 

 

The free exciton emission with the A–valence band (FXA), positioned at 3.375 eV, can be seen. 

And a donor-acceptor-pair (DAP) transition around 3.22 eV is found, which is again followed by 

phonon replicas. Until now, up to eleven excitonic recombinations where excitons bind to neutral 

donors and / or acceptors have been observed  [44,45,79–81]. The positions of these eleven 

prominent PL lines in the UV range are listed in Table 2.1, however the chemical nature of the 

donor and acceptor species still remains unclear. 

 

 

Table 2.1 Free and bound exciton recombinations and related properties. Adapted from [78]. 
 

 

2.1.3 Applications  

Zinc oxide nanostructures are important technological materials because of their unique properties 

and potential applications in future nano-electronics, optoelectronics and sensing. Herein is 

reported a brief list of devices fabricated using ZnO nanostructures as building blocks: 

 depletion- and enhancement-mode FET transistors  [82–91] 

 homojunction LEDs [92–95] 

 single nanowire LEDs [96–98] 

 hybrid LEDs with p-type polymer [99–102] 

 single nanowire cantilevers [103,104] 

 lasers [105–110] 

 biosensors [111–120] 

 piezo nano-generators [121–125] 

 hydrogen storage applications [126,127] 
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In addition to the aforementioned applications, herein a brief overview of ZnO-based gas sensors 

and photovoltaic (PV) cell devices is reported. ZnO nanostructures have been indeed widely 

investigated for sensing applications because of their high sensitivity to the chemical environment 

and high surface area that strongly influences electronic processes. For example ZnO nanowires 

display high sensitivity even at room temperature, whereas thin-film gas sensors often need to be 

operated at elevated temperatures. The sensing process is governed by oxygen vacancies on the 

surface that influence the electronic properties of ZnO. Upon oxidation, via adsorption of 

molecules such as NO2 at vacancy sites that accept electrons, electrons are withdrawn and 

effectively depleted from the conduction band, leading to a reduction of conductivity. On the other 

hand, reducing molecules such as H2 can react with surface-adsorbed oxygen, leaving behind an 

electron and a higher conductivity (for a more comprehensive discussion see Ch. 3.2.4a).  

The challenge is to sense certain gases selectively. A ZnO NR H2 sensor has been developed [128] 

and the sensitivity of this sensor was improved by sputter deposition of Pd clusters on the ZnO 

surface. The addition of Pd appears to be effective in the catalytic dissociation of H2 into atomic 

hydrogen, increasing the sensitivity of the device: the sensor detects hydrogen concentrations 

down to 10 ppm in H2 at room temperature, whereas there is no response to O2. By exposing the 

sensor to air or O2, the conductance recovers to 95% after 20 s [129]. Other researchers used a 

thick film of ZnO NP for H2 sensing [130]. A sensitivity of 10 ÷ 1000 ppm H2 was achieved for a 

Pt-impregnated and 3% Co-doped, ZnO nanoparticle film, at a working temperature of 125 °C. O2, 

NO2, and NH3 oxidizing sensors in a field-effect transistor geometry of single nanowires have also 

been demonstrated [131,132]. The oxygen sensitivity is higher for smaller diameter nanowires and 

can be modulated by the gate voltage. Desorption of adsorbed NO2 molecules is observed when a 

large negative gate voltage is applied. This can be used as a method to refresh the sensor to its 

original level. An ethanol sensor with good sensitivity and fast response at 300 °C has been 

demonstrated using Pt interdigitated electrodes [133].  

 

  

Figure 2.8 ZnO TP “film” (left) and single ZnO TP contacted on oxidized Si substrate (right).  
Adapted from [135]. 
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TP films prepared in a flow of humidified Ar show excellent performance in sensing ethanol with 

a short response time [134]. Lupan and co-workers [135] fabricated a single ZnO TP gas sensor by 

in situ lift-out technique (Figure 2.8) and studied its ultraviolet (UV) and gas sensing properties 

demonstrating a fast UV recovery time (~ 20 s) and good response towards 100ppm of reducing 

gases like H2, i-butane and CO.  

 

Besides gas sensors, ZnO nanostructures are particularly interesting as n-type conductor (or TCO) 

in excitonic solar cells (XSC), e.g. in extremely thin absorber (ETA) and dye sensitized solar cells 

(DSSC). ZnO has recently emerged as a promising candidate due to its semiconducting properties 

which are very similar to the most used semiconductor oxide, TiO2, but the possibility of obtaining 

ZnO nanostructures by easy and low-cost techniques renders ZnO a unique and even more 

interesting alternative [136]. In PV applications, TP employment is far less interesting than NR. 

TP “film” conduction is dominated by surface transport and hopping takes place, especially at the 

interface between different TP, thus limiting the mobility. On the other hand, NR are almost ideal 

structures in XSC. They have high surface / volume ratio, a “corrugated” surface that helps photon 

absorption and, above all, excellent electron transport properties confirmed by a mobility as high 

as 3000 cm2/V∙s (when not exposed to air, refer to [42] for details), higher than those of the state-

of-the-art planar Si MOSFETs (less than 1000 cm2/V∙s).  

 
 

Figure 2.9 Different elements in a ZnO NR based XSC (left) adapted from [137].  
Band gap alignment (right), adapted from [138]. 

 

A XSC consist typically of three active elements: a transparent n-type material, a thin absorbing 

layer (e.g. an organic dye in DSSC, a inorganic semiconductor in ETA) and a p-type material. 

Incident photons are absorbed inside the thin layer (orange in Figure 2.9, right) creating an exciton 

that diffuses to the interface and separates, transferring the electron to the CB of n-type material 

(blue in Figure 2.9, right) and then to the TCO; the hole is injected to the VB of p-type material 

(yellow in Figure 2.9, right), then collected to the metal counter electrode. A schematic view of a 

XSC based on ZnO NR and band alignment are reported in Figure 2.9. 
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Despite of the excellent electronic performance of ZnO nanostructures, the use in DSSC is still 

limited because of ZnO poor chemical stability in both acidic and alkaline environment (often 

needed to anchor the dye to semiconductor surface). The sensitization process follows the 

diffusion of the dye, adsorption on the ZnO surface, dissolution of Zn surface atoms and formation 

of [Dye–Zn2+] complex [139]. Such complexes are thought to be responsible for the poor electron 

injection from the dye [139–141]. However, it must be noted that the issue of ZnO instability 

arises from the use of dyes previously developed and engineered specifically for TiO2, which 

offers far better performances in aggressive environment. Research on ZnO NR based DSSC is 

still an hot topic [142–144] albeit reported efficiencies are quite low (1-2% in most cases). Up to 

now, the best light-to-electricity conversion efficiency () of a DSSC based on ZnO nanostructures 

is found to be 6.06%, under 100 mW/cm2 illumination [145].  

Since the ETA-solar cell concept was proposed in 2000 by Konenkamp et al.[146], continuous and 

progressive improvements have been achieved. After some interesting reports on the integration of 

different materials in the ETA-solar cell architecture [147], Lévy-Clément et al. [148] 

demonstrated in 2005 the experimental feasibility of the concept for ZnO/CdSe/CuSCN solar cells 

(efficiency,  ~ 2.3% under 360 W/m2 illumination) based on ZnO nanowire arrays. In 2008, 

Dittrich's group [149] also used ZnO nanowire arrays as building blocks for ZnO/In2S3/CuSCN 

ETA-solar devices, reaching conversion efficiencies up to 3.4%. Similar efficiencies were also 

reported in the last two years for devices based on nanocrystalline TiO2 using Sb2S3 as a light 

absorber, keeping CuSCN as a hole collector [150-152]. Slightly higher conversion efficiencies 

(up to  5%)  have been recently reported using TiO2 with different hole conductor materials, such 

as spiro–OmeTAD [153] and P3HT [154]. As concerns ZnO, it is worth mentioning the study 

reported by Tak et al. who functionalized ZnO NR with CdS to extend light absorption in the 

visible region and produced a ZnO/CdS core-shell nanowire heterostructure array [155]: the cell 

has a high short-circuit photocurrent density of 7.23 mA/cm2 with a power conversion efficiency 

of 3.53% under AM 1.5G illumination at 100 mW/cm2. Finally, to my knowledge, the efficiency 

record, for a ZnO NR based ETA–solar cell, is currently reported by Krunks et al. with 4.2% for a 

ZnO/In2S3/CuInS2 nanowire array [156]. 
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2.2 Synthesis of semiconductor nanoparticles 

 

Research on nanoparticles, including synthesis, characterization of the structural, chemical and 

physical properties, assembly into 1–, 2– and 3–dimensional architectures, represents a 

fundamental cornerstone of nanoscience and nanotechnology because of their application in 

various fields of technology. Many different synthesis techniques gave access to nanomaterials 

with a wide range of compositions, well-defined and uniform crystallite sizes, unprecedented 

crystallite shapes, and complex assembly properties. Although gas-phase processes are 

successfully employed for production of large quantities of nanopowders [1–3], it seems that 

liquid-phase syntheses are more flexible with regard to the controlled variation of structural, 

compositional, and morphological features of the final nanomaterials. Liquid phase routes include 

co-precipitation, hydrolytic as well as non-hydrolytic sol-gel processes, hydrothermal or 

solvothermal methods, template synthesis and bio-mimetic approaches [4]. However, often the 

synthesis protocol for a targeted material involves not just one, but a combination of several of 

these methods. 

The synthesis of particles with control over size, shape and size distribution is not a special feature 

of nanoscience, but has been an integral part of colloid chemistry for decades. However, for quite  

a while, most efforts invested in the preparation of uniform, finely dispersed particles were 

essentially considered as due to the curiosity of colloid scientists, and, with the exception of 

polymer colloids (latexes), without any practical significance [5,6]. With the advent of nanoscience 

this attitude has changed completely. Nowadays, there is no doubt about the fundamental role of 

uniform powders in many areas of science and technology. Parallel to the development of highly 

advanced analytical tools, enabling the characterization of small structures with atomic resolution, 

the size of the targeted objects and devices decreased rapidly below the 100 nm limit. The 

preparation of nanostructures on such a small size scale makes great demands to the synthesis 

methodology and therefore it is a great challenge to develop a “synthetic chemistry” of 

nanoparticles that is as precise as that used to make molecules [7]. Two strategies are generally 

pursued to prepare nanostructures: the top-down approach, using physical methods such as 

photolithography and related techniques, and the bottom-up employing physical and chemical 

approaches. Miniaturization by lithographic techniques is mainly driven by microelectronics 

industry and has reached a level, at which feature sizes of around 10 nm can be generated [8,9]. 

However, upon down-scaling the costs associated with lithography equipment and operating 

facilities rapidly increase, and the features achievable are on the one hand rather coarse and 

irregular on an atomic scale, and on the other hand difficult to extend onto non-planar surfaces or 

to 3D structures. The bottom-up approach, making use of both specific and non-covalent 

interactions (e.g. hydrogen bonding, electrostatic and van der Waals – VdW – interactions) 



 

26 Chapter 2  |   Materials properties and applications 

 

between molecules or colloidal particles to assemble discrete nanoscale structures, represents a 

valuable alternative on the way to further miniaturization of electronic devices and to the 

fabrication of complex 3D architectures [10-11]. The use of nanoparticles as building blocks has 

the advantage that highly advanced synthesis methodologies provide control over crystallite size 

and shape with a precision well beyond that of top-down lithography. The bottom-up assembly of 

nanoparticles may prove to be a solution to the technological challenges faced by the 

semiconductor industry [12]. 

From a scientific point of view, the use of nanoparticles as “artificial atoms” to form spatial arrays, 

extending over several length scales, is particularly fascinating because these superlattices are 

expected to have unprecedented and striking collective properties resulting from the interactions 

between the nano-building blocks that cannot be found in the individual constituents, thus opening 

up an almost indefinite playground to design novel multi-component materials [13–16]. 

The availability of reproducible colloidal synthesis protocols for nanoparticles whose 

compositional, structural, morphological and surface characteristics are well-defined and uniform, 

is a prerequisite on the way to such complex superstructures. Research on the preparation of 

inorganic nanoparticles and nanostructures has always been, and still will be, at the heart of 

nanoscience for the next few years. The significance of nanoparticle synthesis is also reflected in 

the fact that many groundbreaking findings that can be regarded as milestones in the history of 

nanoscience are directly related to synthetic work, for example the discovery of carbon nanotubes 

[17], the synthesis of well-defined quantum dots [18], or the shape control of CdSe nanocrystals 

[19]. The size – and shape – dependent physical and chemical properties of semiconductor 

nanoparticles [20–22] as well as the increased surface-to-volume ratio of nanoscale materials in 

general raised expectations for a better performance of nanomaterials compared to their bulk 

counterparts in many applications. Intensive works on semiconductor-doped glasses [23], on the 

photocatalytic properties of colloidal CdS [24,25] and on the “absorption of light in a 

semiconductor sphere” [26] finally resulted in the description of the quantum size effect more than 

25 years ago. Brus et al. found that CdS crystallites in the size range of a few nanometers did not 

have the electronic spectra of the bulk material, even though they exhibited the same unit cell and 

bond length as the bulk material [27]. These findings opened up a new and exciting possibility to 

tailor the chemical and physical properties of a material: new applications and properties are a 

result of controlling crystallite size and shape on a nanometer scale rather than of altering the 

composition [28]. 
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2.2.1 Nucleation, growth and dimensional control 

 

2.2.1a Homogeneous nucleation 

According to simple solubility considerations, a precipitate will be formed when the product of the 

concentrations of anions and cations exceeds the solubility product. From another point of view, 

phase transformation occurs when the free energy of the new phase is lower than that of the initial 

(metastable) phase. However, there are many examples where the ion product exceeds Ksp, yet no 

precipitation occurs - the phenomenon of supersaturation. The solubility product also does not 

provide information on how the particles of the precipitate form - nucleation. Nucleation involves 

various physical processes, and both thermodynamic and kinetic aspects must be considered. 

Homogeneous nucleation can occur due to local fluctuations in the solution, whether in 

concentration, temperature, or other variables. The first stage in growth is collision between 

individual ions or molecules to form embryos (embryos are nuclei that are intrinsically unstable 

against redissolution). Embryos grow by collecting individual species (may be ions, atoms, or 

molecules in general) that collide with them. They may also grow by collisions between embryos; 

however, unless the embryo concentration is large, this is less likely [29]. 

These embryos may redissolve in the solution before they have a chance to grow into stable 

particles (nuclei). Because of the high surface areas, and therefore high surface energies of such 

small nuclei, they are very reactive and thermodynamically unstable against redissolution (critical 

nuclei). They may, however, be kinetically stabilized by low temperatures, which increase their 

lifetime, possibly enough for them to grow to a size where they are thermodynamically stable. This 

is an important reason why smaller particles can be formed at lower temperatures in a precipitation 

reaction; the subcritical embryos last long enough to grow into stable particles, while at higher 

temperatures they would redissolve, reducing the density of nuclei. This results in an increase of 

the particle size, since there is more reactant per nucleus.  

The critical radius, r*, is the size where the embryo (critical nucleus) has a ½ chance of either 

redissolving or growing into a stable nucleus; it is determined by the balance between the surface 

energy required to form the embryo and the energy released when a spherical particle is formed 

[30]: 継聴 噺 ね講迎態購   継蝶 噺 ねぬ講迎戴貢詣 

Where 購 is the surface energy per unit area 貢 is the density of the solid phase and L the heat of the 

solution. The balance between ES and EV is shown in Figure 2.10. The typical size of r* is about 

100 units, between 1 and 2 nm in diameter. Solvent molecules can adsorb on the embryos too, and 
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change their surface energy: the critical radius will therefore depend not only on the material of the 

nucleating phase but also on the solution content. 

 

 

Figure 2.10 Balance between surface and volume energy as a function of particle dimension. 

 

 

 

2.2.1b Heterogeneous Nucleation 

In heterogeneous nucleation, subcritical embryos (or even individual ions) can adsorb onto the 

substrate. The energy required to form an interface between the embryo and the solid substrate will 

usually be less than that required for homogeneous nucleation, where no such interface exists. 

Therefore heterogeneous nucleation is energetically preferred over homogeneous nucleation and 

can occur near equilibrium saturation conditions, compared with the high degree of supersaturation 

often required for homogeneous nucleation. These subcritical nuclei can grow, either by surface 

diffusion or by material addition from solution. It should also be noted that nuclei that are 

subcritical in solution may be supercritical when adsorbed on a substrate. This is a consequence of 

reduced contact between nucleus and solution as well as stabilization of the adsorbed nucleus [29]. 

It was noted earlier that even individual ions may adsorb onto a surface. More specifically, 

depending on the surface chemistry of the substrate, individual ions or molecular species may 

actually be chemisorbed, creating a nucleus for reaction and further growth. Pure homogeneous 

nucleation is probably less common that might appear from the above discussion. Because of the 

greater ease of nucleation on a solid phase than homogeneously, any solid matter in the solution 

will act as a preferential nucleation center.  
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2.2.1c Growth 

Once (stable) nuclei have formed, there are several ways in which they can increase in size. One is 

a continuation of the process of embryo growth discussed earlier: adsorption of ionic species from 

the solution onto the nucleus. Crystal growth of this type can be considered a self-assembling 

process. Thus for CdS, either Cd2+ or S2– will adsorb – since a crystal, and in particular a polar one, 

is made up of different faces, the adsorption properties of each may be different – and therefore 

both types of ions may adsorb to give an additional CdS unit.  

This process can continue until either all the ions of any one type are used up or growth is blocked, 

e.g., by aggregation or by blocking of the crystal surface by a foreign adsorbed species. Another 

mechanism for crystal growth is known as Ostwald ripening. If a small nucleus or embryo is close 

to a larger crystal, the ions formed by (partial) dissolution of the smaller and less stable crystal can 

be incorporated into the larger crystal. As the smaller crystal becomes even smaller, its dissolution 

will become ever more favorable and eventually it will disappear. The result is that the larger 

crystals grow at the expense of the smaller ones [32].  

If the concentration of particles is sufficiently high, then the probability of collisions between these 

particles becomes high. This can result in either aggregation or coalescence. When two particles 

approach each other, the VdW force of attraction between them will often cause them to stick 

together. This can continue until a large particle (large in relation to the original particle size) 

comprising the individual particles has formed. This is the process of aggregation, and the 

resulting large particle is called an aggregate. (in colloidal chemistry, the alternative terms of 

flocculation and floc are often encountered).  The properties of the aggregate may be similar to 

those of the individual particles in some ways (such as X-Ray diffraction peak broadening, 

quantum size effects) and very different in others (e.g., light scattering, sedimentation). In an 

aggregate, there are grain boundaries between individual crystallites. However, in some cases, 

particularly if the temperature is high enough to allow appreciable diffusion of the crystal atoms, 

surface diffusion may occur where two (or more) particles have aggregated, resulting in the 

formation of a neck. This is termed coalescence, and may continue until one large particle is 

formed from the original two or more particles [29]. 

If nucleation occurs in a very short time, whereas growth occurs separately, often over a much 

longer time but without further nucleation, then the size distribution is likely to be narrow, since all 

the original nuclei should be of similar size and grow at the same rate. The opposite case, where 

nucleation and growth occur simultaneously, usually results in a wide size distribution. 

Homogeneous nucleation normally requires a supersaturated solution, while growth can occur 

close to the saturation concentration. Therefore rapid nucleation can occur if a large 

supersaturation is rapidly reached. This nucleation lowers the concentration of reactants below that 

needed to cause further nucleation. If one of the reactants is supplied at a low concentration after 
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nucleation has occurred (such as by in situ homogeneous formation in the solution), then growth 

can occur without further nucleation, resulting in a narrow size distribution. 

 

 

 

2.2.1d Dimensional control  

 

The requirements for monodispersity are a high rate of nucleation, leading to the burst formation 

of nuclei in a short period, an initial fast rate of growth of these nuclei to reduce the concentration 

below the nucleation concentration rapidly and an eventual slow rate of growth leading to a long 

growth period compared to the nucleation period. 

While investigating the formation of sulfur suspensions, La Mer [32] postulated the necessity of 

temporal separation of the nucleation and growth phases for the formation of monodisperse 

colloids. La Mer burst nucleation is described with reference to the La Mer plot shown below 

(Figure 2.11), which describes the evolution of supersaturation (S) with time, where 

supersaturation is defined as the ratio between the monomer concentration in the solution and the 

equilibrium monomer surface concentration. 

During phase I, the supersaturation lies somewhere below the critical supersaturation required for 

the kinetic barrier to homogenous nucleation to be surpassed and nucleation to occur (S = SC). 

During phase II some event increases the supersaturation of solution above the critical level, and 

the rate of nucleation increases to some finite level. In the case where further monomer is not 

supplied to replace that consumed in nucleation, the supersaturation will eventually fall back 

below the critical supersaturation, causing further nucleation to cease. Phase III is now entered, 

where monomer continues to be consumed solely by growth of existing particles until eventually 

equilibrium is reached (S = 1). Provided that Phase II (nucleation) is brief, and temporally distinct 

from Phase III (growth), all nuclei emerge from Phase II with a uniform size – a condition 

identified as a prerequisite for monodispersity of particles at the end of Phase III (growth) [33]. 

When the monomer concentration falls below the critical level for nucleation (critical 

supersaturation level), nucleation ends. A colloidal particle growth can be considered as a 

sequence of monomer diffusion towards the surface followed by reaction of the monomers at the 

surface of the nanocrystal. 
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Figure 2.11 La Mer diagram. Adapted from [32]. 

 

The interfacial energy (the energy associated with an interface due to differences between the 

chemical potential of atoms in an interfacial region and atoms in neighboring bulk phases) plays a 

key role in the growth process. For a solid species present at a solid / liquid interface, the chemical 

potential of a particle increases with decreasing particle size and the equilibrium solute 

concentration for a small particle is much higher than for a large particle, as described by the 

Gibbs–Thompson equation [34]: 

   磐鯨寵鯨著卑 噺 紘撃 峭迎怠貸怠 髪 迎態貸怠倦劇 嶌 

 

Where 鯨寵 and 鯨著 are the solubility of a curved solid surface and a flat surface respectively. 紘 is the 

surface energy, 撃 the volume of the particle and R are the curvature radii of the surface / particle. 

The equilibrium concentration of the nanocrystal in the liquid phase is dependent on the local 

curvature of the solid phase. The resulting concentration gradients lead to transport of the solute 

from the small particles to the larger particles. Differences in the local equilibrium concentrations, 

due to variations in curvature, set up concentration gradients provide the driving force for the 

growth of larger particles at the expense of smaller particles [35]. This coarsening effects, 

controlled either by mass transport or diffusion, are often referred as the Ostwald ripening process. 

It is the most predominant growth mechanism and was first quantified by Lifshitz and Slyozov 

[36], followed by a related work by Wagner [37], known as the LSW theory. Beside the theoretical 

formulation, the key idea of separating the nucleation stage and growth process in time is often 

used to obtain nearly monodisperse particles. In most of the cases in recent times, synthesis has 

been carried out by injecting one of the components into the remaining ones, in a very short time 

(see the Ch. 2.2.2a). This is to ensure that the entire nucleation takes place in that short time, 

followed by a much slower growth process, thereby attempting to separate the two stages 

temporally.  
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So, the key to achieve efficient control of particle growth, is to decouple the nucleation and growth 

processes. Primary particles grow by addition of soluble species coming from the solution. These 

species attach themselves at the surface and, if necessary, diffuse along the surface to the position 

corresponding to a minimum energy. 

Nanometric particles are subject to Brownian motion and hence often collide with one another. 

Then they tend to associate via weak bonds (agglomeration) or strong bonds (aggregation) to form 

larger particles. This is the well-known phenomenon leading to flocculation in colloidal 

dispersions. To avoid such processes, which lead to the formation of polydispersed powders, 

collisions between primary particles must be avoided [31]. 

VdW forces are the primary source of attraction between colloidal particles. These forces are 

always present between particles of similar composition. Therefore, a colloidal dispersion is said to 

be stable only when a sufficiently strong repulsive force counteracts VdW attraction [38]. There 

are three different possible origins for VdW forces: permanent dipole-permanent dipole (Keesom) 

forces, the permanent dipole-induced dipole (Debye) interactions and transitory dipole-transitory 

dipole (London) forces. The first two are very short-range interactions, but the London forces are 

longer range attractions. Since only London forces contribute to the long-range attraction between 

colloidal particles, the magnitude and range of the Van der Waals–London (VdWL) attraction are 

decisive in determining strategies for stabilizing colloid particles. For many colloid systems, the 

range of significant VDWL attraction is between 5 and 10 nm. Since there are always strong, long-

range attractive forces between similar colloidal particles, it is necessary to provide a long range 

repulsion between the particles to impart stability. This repulsion should be at least as strong as the 

attractive force and comparable in range of the attractive interaction. Stability can be obtained by 

surrounding colloidal particles: 

 

 with an electrical double layer (electrostatic or charge stabilization). 

 with adsorbed or chemically attached polymeric molecules (steric stabilization). 

 

Combination of the first two stabilization mechanisms lead to electro-steric stabilization (ionic 

polymers).  

An effective way to counterbalance the VDWL attraction between colloidal particles in polar 

liquids is to provide the particles with Coulombic repulsion. In liquid dispersion media, ionic 

groups can adsorb to the surface of a colloidal particle through different mechanisms to form a 

charged layer. To maintain electroneutrality, an equal number of counterions with the opposite 

charge will surround the colloidal particles and give rise to overall charge-neutral double layers. In 

charge stabilization, it is the mutual repulsion of these double layers surrounding particles that 

provides stability. 
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Charge stabilization is not effective in media of low dielectric constant (the vast majority of 

organic solvents), and steric stabilization is required to maintain dispersed particles in a stable non-

flocculated state. Steric stabilization relies on the adsorption of a layer of polymer chains on the 

surface of the particle. For polymers with molecular weights > 10000, the chain dimensions are 

comparable to, or in excess of, the range of the VDWL attraction. Hence, as long as they can 

generate repulsion, these polymer molecules can be used to impart colloid stability. 

As particles approach each other these adsorbed polymeric chains intermingle and in so doing they 

lose a degree of freedom which they would otherwise possess [31,33]. This loss of freedom is 

expressed, in thermodynamic terms, as a reduction in entropy, which is unfavorable and provides 

the necessary barrier to prevent further attraction. Alternatively one can consider that, as the chains 

intermingle, solvent is forced out from between particles. This leads to an imbalance in solvent 

concentration which is resisted by osmotic pressure tending to force solvent back between the 

particles, thus maintaining their separation. 

The use of a steric stabilizer rather than a electrostatic one has to be considered in each case, 

however steric stabilization has several distinct advantages: it is relatively insensitive to the 

presence of electrolytes (while the electrostatic is strongly dependent on the ionic strength of the 

solution) and is effective in both aqueous and non-aqueous dispersion media (since it’s insensitive 

to the solvent dielectric constant). 

 

 

2.2.2  Cadmium sulphide 

 

During the past two decades, the synthesis or preparation of II–VI semiconductor nanoparticles has 

experienced an enormous development, to the point where the published material related to the 

topic has become virtually unmanageable. It all started in the early 1980s [39–46] where the 

absorption spectrum of a colloidal solution of size-quantized CdS nanocrystals were reported for 

the first time. The absorption onset is shifted considerably to higher energies with respect to the 

bulk bandgap of CdS (515 nm). In addition, the sol emits light upon excitation at 390 nm, which 

was also a matter of investigation in this report. The first correct interpretation of the observed blue 

shift of the absorption as a quantum mechanical effect stems was made by Brus [47] when, in the 

framework of the effective mass approximation, the shift in kinetic energy of the charge carriers 

due to their spatial restriction to the volume of the nanometer-sized semiconductors was 

calculated. Incidentally, it should be noted that comparable experimental [48] and theoretical 

studies [49] were carried out almost simultaneously on the I–VII compound CuCl in the Soviet 

Union. Since then hundreds of scientific papers have been published on about the surface 
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chemistry, photodegradation, and catalytic processes in colloidal semiconductor particles. In 1993, 

another milestone in the preparation of II–VI semiconductor nanocrystals was the study of Murray, 

Norris and Bawendi [18], whose synthesis was based on the pyrolysis of organometallic reagents 

after injection into a hot coordinating solvent. This approach is currently known as the hot 

injection method. 

 

 

2.2.2a Hot injection method 

 

In 1993, Murray et al. published the synthesis of monodisperse CdX (X=S,Se, Te) nanocrystallites 

in molten trioctylphosphine oxide (TOPO) [18]. This work provided the basis for the so-called hot-

injection method, which involves the injection of a room-temperature (“cold”) solution of 

precursor molecules into a hot solvent in the presence of surfactants [50] (Figure 2.12). The fast 

injection of the precursor induces a high degree of supersaturation, resulting in a short burst of 

nucleation. During the nucleation process the precursor concentration in the solution decreases 

abruptly. The drop in temperature, due to the injection of the “cold” reactants, and the low 

concentration of unreacted remaining precursor prevent any further nucleation events. In a next 

step, the temperature is carefully increased to a value which allows the slow growth of the nuclei 

to larger nanoparticles, however still suppresses further nucleation. The separation of nucleation 

and growth is a prerequisite to synthesizing monodispersed nanoparticles [52], and therefore the 

hot-injection method generally leads to nanoparticles with a narrow size distribution of j 漢 10%. 

If size distributions narrower than 5% are required, then a size-selection process has usually to be 

applied. The surfactants, typically consisting of a coordinating head group and a long alkyl chain, 

adsorb reversibly to the surfaces of the growing nanoparticles, and thus provide a dynamic organic 

capping layer that stabilizes the nanoparticles in solution and also mediates their growth [53]. The 

use of surfactants with selectivity towards specific crystal faces, or mixtures of surfactants with 

different binding affinities to the nanocrystal surface allow excellent control over crystal size, size 

distribution and morphology [54]. 

Finally, the nanocrystals can be precipitated by adding a nonsolvent. After their separation from 

the reaction liquid, the nanoparticles can be redispersed in suitable, usually apolar, organic 

solvents, forming stable colloidal suspensions. The surfactants used during the synthesis and now 

attached to the surface of the nanocrystals can be exchanged against other ones in a post-synthetic 

step, allowing not only the chemical modification of the surface properties of the nanoparticles in 

general, but also the tailoring of the dispersibility behavior in different solvents [55]. 
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Figure 2.12 Experimental set-up and reaction scheme for the hot-injection method [51]. 

 

 

Recently, Zhang et al.  [56]  reported the formation of highly monodispersed and regular shaped 

CdS NP using thioacetammide (TAA) and cadmium stereate as sulfur and cadmium sources 

respectively, through a hot-injection method. CdS  NP were controllably synthesized by adjusting 

reaction conditions, such as reaction time, injection / growth temperatures and TAA concentration. 

Dodecylamine, a strong electron-donating long-chain alkyl amine, was selected as the reaction 

solvent, not only because its nucleophilicity facilitates to generate reactive sulfur species from 

TAA, but because it can dissolve readily TAA at relatively low temperature such as 30°C and thus 

facilitate the formation and hot injection of homogeneous TAA stock solution. TEM images of 

CdS NP self-assembled NP into a hexagonal superlattice is shown in Figure 2.13.  

 

 

Figure 2.13 Highly monodispersed CdS NP assembled in a closed-packed hexagonal superlattice. Low 
magnification (left) and high magnification view (right). Adapted from [56]. 

 

 

The hot-injection method proved to be particularly versatile for preparing II-VI and III-V 

semiconductor nanocrystals [50,52], furthermore it has also been extended to the synthesis of 

metal oxides NP too (refer to Ch. 2.2.3b for further reading). 
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2.2.2b Chemical Bath Deposition (CBD) 

 

Whereas hot-injection is nowadays the leading technique to produce semiconductor NP, CBD is 

widely used to deposit semiconductor thin films. CBD in fact refers to the deposition of films on a 

solid substrate from a reaction occurring in a solution (almost always aqueous). Using the 

prototypical CdS as an example, a Cd salt in solution can be converted to CdS by adding sulphide 

ions (e.g., as H2S or Na2S); CdS immediately precipitates (unless the solution is very dilute – a few 

millimolar or less – in which case CdS often forms as a colloidal sol). Another pathway for CdS 

formation, one that does not require free sulphide ions, is decomposition of a Cd-thiocomplex (a 

compound that binds to Cd through a sulphur atom) [29]. 

In CBD, the trick (or at least one of them) is to control the rate of these reactions so that they occur 

slowly enough to allow the CdS either to form gradually on the substrate or to diffuse there and 

adhere to the substrate itself (or other solid phases suspended in the solution, heterogeneous 

nucleation) rather than aggregate into larger particles in solution and precipitate out (homogeneous 

nucleation).  

This rate control can be accomplished by a slow release of sulphide ions in the deposition solution. 

The rate of dissociation of sulphide, and therefore reaction rate, can be controlled through a 

number of parameters, in particular the concentration of sulphide-forming precursor, solution 

temperature, and pH. 

The CdS forms through a number of different possible pathways: simple ionic reaction between 

Cd2+ and sulphide ion; topotactic conversion of Cd(OH)2, which may be present in the deposition 

solution, to CdS by sulphide; and decomposition of a complex between Cd (whether as a free ion 

or as a Cd compound, e.g., Cd(OH)2) and the sulphide precursor (often thiourea, which, like other 

chalcogenide precursors, also acts as a complexant for metal ions). 

Although CBD can be carried out in both acidic and alkaline solutions, most CBD reactions have 

been carried out in alkaline solutions. Therefore to prevent (at least bulk) precipitation of metal 

hydroxides in the deposition solution, the metal ion must be complexed. There is a very wide range 

of possible complexing agents available; the most used are intermediate in complexing strength – 

not too weak, in order to prevent bulk precipitation of hydroxide, but not too strong, which may 

prevent interaction with the desired substrate (i.e. glass, growing film or another solid phase) 

altogether. 

Even if CBD technique is very versatile and applies to a wide variety of materials ( selenides, 

phosphides, sulphides, oxides, tellurides, halides…) there are two main mechanism to explain how 

it takes place [29]: 
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 Ion-by-Ion Mechanism:  

The simplest mechanism, often assumed to be the operative one in general, is commonly 

called the ion-by-ion mechanism, since it occurs by sequential ionic reactions. 

The basis of this mechanism is simply given by: Cd2++S2- 蝦 CdS 

When the ion product [Cd2+][S2-] exceeds 10-28 (Ksp the solubility product), then, 

neglecting kinetic problems of nucleation, CdS will form as a solid phase. If the reaction is 

carried out in alkaline solution (by far the most common case), then a complex (ammonia)  

is needed to keep the metal ion in solution and to prevent the hydroxide from precipitating 

out. Alkaline environment is not mandatory but it enhances dramatically deposition rate. 

Since the decomposition of the chalcogenide precursor can be controlled over a very wide 

range (by temperature, pH, concentration), the rate of CdS formation can likewise be well 

controlled. Of course, the CdS should form a film on the substrate and (at least ideally) not 

precipitate in the solution.  

 

Cd2+X2- 碍 Cd2+ + X2-    (dissolution of cadmium salt) 

(NH2)2CS + 2OH- 蝦 S2- + CN2H2 + H2O  (formation of sulphur precursor*) 

Cd2++S2- 蝦 CdS    (formation of CdS) 

(*The cyanamide (CN2H2) can decompose further to urea and then to ammonium carbonate) 

 

 

 Hydroxide Mechanism:  

In this case, the initial step in the deposition is adhesion of the hydroxide to the substrate. 

This hydroxide is then converted into CdS by reacting with sulphur (precursor), forming a 

primary deposit of CdS clusters. As the reaction proceeds more Cd(OH)2, CdS and 

partially converted hydroxide diffuses / convects to the substrate where it deposits on the 

surface. Since the initial nucleation of hydroxide occurs homogeneously in the solution, 

the CdS also is formed homogeneously and therefore usually precipitates out in the 

solution to a large extent. This precipitation occurs if the isolated crystals aggregate to a 

sufficient extent to form large flocs. 

 

nCd2+ + 2nOH- 碍 [Cd(OH)2]n    (formation of solid hydroxide clusters) 

(NH2)2CS + 2OH- 蝦 S2- + CN2H2 + H2O  (formation of sulphur precursor) 

[Cd(OH)2]n + nS2- 蝦 nCdS + 2nOH-  (exchange reaction) 

 

Hydroxide mechanism is widely used as a standard protocol to form CdS thin films on glass. This 

is because of ammonia complexing properties that helps Cd2+ ions to stick into the substrate and 

promotes adhesion [29], moreover the alkaline solution helps thiourea dissociation and reduces the 
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deposition time of the growing film. For ion-by-ion growth, when no alkaline solution is used, the 

dissociation rate of thiourea is the kinetic limiting stage hence accurate control of temperature (that 

regulates S2- concentration) can be used to avoid bulk precipitation. 

It is known from previous work [57] that thiourea thermally decomposes without the need of 

neither acidic or alkaline environment to produce ammonium and thiocyanate ions. A possible 

reaction intermediate to the formation of CdS is reported to be [58]: 

 

Cd(SCN)2+3O2 蝦 CdS+SO2+2CO2+N2 

 

 

2.2.2c Remarks 

 

Solution chemistry is the most versatile and highly flexible technique to tune the size, the shape 

and dimensional distribution of nanocrystals. Since Murray [18] studies, the hot injection method 

has become the leading synthetic route to the formation of highly monodisperse semiconductor 

nanostructures: compound variety is huge, from metal to semiconductor, while with regards to the 

morphology, case record is even more extensive. The main advantage of the injection method 

concerns the possibility to obtain single nanostructures surrounded by ligands that help the 

dispersion in the chosen “solvent”. Moreover, interactions between ligand molecules drives the 

deposition of ordered superstructures upon controlled solvent evaporation. When a deposition of 

(thin) film is the goal, the CBD process provides a facile and well-rounded approach for the 

deposition of many binary and ternary compounds, mainly in aqueous environment in both acidic 

and alkaline environment.  
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2.2.3  Iron Oxides 

 

Iron oxides have received increasing attention due to their extensive applications, such as magnetic 

recording media, catalysts, pigments, gas sensors, optical devices, and electromagnetic devices. 

They exist in a rich variety of structures (polymorphs), crystallographic phases (Table 2.2) and 

hydration states; therefore until recently, knowledge of the structural details, thermodynamics and 

reactivity of iron oxides has been lacking. Furthermore, physical (magnetic) and chemical 

properties commonly change with particle size and degree of hydration.  

 

 

Table 2.2 Crystallographic data for iron oxide phases [13]. 

 

In particular, magnetic iron oxide nanoparticles (magnetite, maghemite) with size up to 20 nm in 

diameter represent an important class of artificial nanostructured materials. Their magnetic 

properties change drastically with the sizes as magnetic anisotropic energy, KV, where K is the 

magnetic anisotropic constant and V is the particle volume, becomes comparable to the thermal 

energy, kT, resulting in moment randomization and superparamagnetism [1,2]. Such 

superparamagnetic nanoparticles have great potential for biomedical applications [3–8]. Their 

magnetic signal far exceeds that from any of the known bio-entities, making them readily 

identified in the ocean of biomolecules. Without external magnetic field, they show no net 

magnetic moment, facilitating their long-term stability in various dispersion media. They are 

smaller than or comparable to a cell (1–10 m), a virus (20–450 nm), a protein (5–50 nm), or a 
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gene (2 nm wide and 10–100 nm long). These, plus their capability of being manipulated under an 

external magnetic field, provide controllable means of magnetically tagging of all biomolecules, 

leading to highly efficient bioseparation / biodelivery [7] and highly sensitive biolabeling and 

magnetic resonance imaging (MRI) contrast enhancement [8–10]. To apply superparamagnetic 

nanoparticles for biomedical applications, the nanoparticles should be monodisperse to have 

uniform physical and chemical properties for controlled biodistribution, bioelimination, and 

contrast effects. The magnetic nanoparticles should also have high magnetic moment, and can be 

so modified that they are capable of binding specifically to a biological entity and able to 

withstand various physiological conditions. Iron oxide nanoparticles, due to their chemical and 

magnetic stability and low level of toxicity in biological systems, have been widely tested for their 

use in biomedicine [3,11] as the body can process excess iron [12].  

Iron oxide-based materials have been found to be good candidates as cheap and efficient catalysts 

too, especially in environmental catalysis where magnetite, maghemite and hematite are often 

used. Iron oxide NP have been used in the oxidation of CO and the oxidative pyrolysis of biomass 

[14] or biomass model compounds [15,16] and has been shown to be a very active (although 

unstable) catalyst for the oxygen evolution process as well as other related processes, such as water 

splitting, chlorine evolution, the oxidation of organic molecules, and the hydrogen peroxide 

decomposition [17]. Although direct photocatalytic water splitting is still a challenging problem, 

extensive efforts have been made to investigate iron oxides (hematite in particular) for hydrogen 

production [18–20]. Moreover, heterogeneous catalysts based on magnetic mixed iron oxides 

(MO·Fe2O3; M: Fe, Co, Cu, Mn) were used for the degradation of several synthetic dyes [21]. In 

the following is reported a brief description of the three iron oxide phases that have more relevance 

in the aforementioned applications, namely hematite, magnetite and maghemite. 

 

 

ゎ-Fe2O3 (hematite) 

Hematite is the most stable iron oxide under ambient conditions. Because of its magnetic 

properties and chemical stability, hematite is a material with scientific and technological 

importance. Regarding the hematite crystals, a rhombohedrally centered hexagonal structure of 

corundum-type is well documented. The crystalline structure of hematite is featured by a close-

packed oxygen lattice where Fe3+ ions occupy two thirds of the octahedral sites [12]. g-Fe2O3 is a 

red compound, which crystallizes in the R-3c space group (refer to Figure 2.14 for crystal structure 

model). Like other iron oxides, superexchange leads to antiferromagnetic ordering in g-Fe2O3 [22]. 

Consequently, despite having a magnetic moment of 5 たB / formula unit, g-Fe2O3 displays only 

very weak magnetization (~0.36 A m2 kg-1) above -13°C, due to a slight canting of the antiparallel 

spins [23]. Its non-toxicity, low cost and relatively good stability render hematite a type of 
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desirable candidate material for various applications such as gas sensors, photoanodes for photo 

oxidation of water, and  photocatalytic oxidation [25]. 

 

 

Figure 2.14 Crystal structure of hematite. Iron is shown in red, oxygen is shown in blue [24]. 

 

 

Fe3O4 (magnetite) 

The Fe3O4 magnetic structure is composed of two magnetic sublattices (called A and B), the  

magnetic interaction is due to superexchange interactions mediated by the oxygen anions. In 

ferrimagnets, the magnetic moments of the A and B sublattices are not equal and result in a net 

magnetic moment. Ferrimagnetism is therefore similar to ferromagnetism. It exhibits all the 

hallmarks of ferromagnetic behavior- spontaneous magnetization, Curie temperatures, hysteresis, 

and remanence. However, ferro- and ferrimagnets have very different magnetic ordering [26]. 

Magnetite is a well-known ferrimagnetic material but it was considered a ferromagnet until Néel 

studies, in the 1940's, provided the theoretical framework for understanding ferrimagnetism.  

Fe3O4 (magnetite) is a black mixed Fe2+ / Fe3+ oxide, with an inverse spinel structure 

(FeIII[FeIIFeIII]O4, space group Fd-3m), in which one in eight of the tetrahedral holes in the oxide 

fcc lattice are occupied by Fe3+ ions, and one in two of octahedral holes are occupied by Fe2+ and 

Fe3+ ions, in equal numbers (Figure 2.15). The large oxygen ions are close packed in a cubic 

arrangement and the smaller Fe ions fill in the gaps. There are 2 kind of gaps: tetrahedral site 

where Fe ion is surrounded by four oxygens and octahedral site in which Fe ion is surrounded by 

six oxygens. The tetrahedral and octahedral sites form the two magnetic sublattices, A and B 

respectively. The spins on the A sublattice are antiparallel to those on the B sublattice. The two 

crystal sites are very different and result in complex forms of exchange interactions of the iron ions 

between and within the two types of sites. The structural formula for magnetite is [Fe3+]A 

[Fe3+,Fe2+]B O4, this particular arrangement of cations on the A and B sublattice is called an 

inverse spinel structure. With negative AB exchange interactions, the net magnetic moment of 

magnetite is due to the B-site Fe2+. At room temperature electron hopping between Fe2+ and Fe3+ 
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ions in octahedral sites leads to moderate conductivity [27]. Below the so-called Verwey transition 

point, which occurs at 120 K, a distinct increase in resistivity is observed, which is attributed to 

localization of Fe2+ and Fe3+ ions. Accompanying the increase in resistivity is a structural alteration 

from cubic to monoclinic symmetry, and the disappearance of magnetocrystalline anisotropy. [28]. 

Superexchange leads to antiferromagnetic coupling between each sublattice (tetrahedral and 

octahedral sites), resulting in an overall observed magnetic moment of 4.1 たB / formula unit, 

results due to the imbalance of the 30 two sublattices (ferrimagnetism). The Néel temperature of 

the phase is 577 °C, and the saturation magnetization of the bulk material is 84 A m2 kg-1 [22]. 

 

Figure 2.15 Crystal structure of magnetite (Fd-3m). Iron is shown in red, oxygen is shown in blue [24]. 

 

 

 

ぐ-Fe2O3 (maghemite) 

け-Fe2O3 (maghemite) is a metastable brown solid with a defect spinel structure. Within each unit 

cell there are 21飴 Fe3+ ions, eight of which occupy tetrahedral sites. The remaining are distributed 

randomly in the octahedral sites  i.e. there are 2絢 cation vacancies distributed in octahedral sites 

[29]. Ordering of the cation vacancies can result in either a primitive cubic base structure (P4232), 

or tetrahedral symmetry superlattice (P41212) with a tripling of the cell in the c direction (c = 3a) 

[30]. The formation of a solid solution of Fe3O4 + け-Fe2O3 has been also observed, where the fcc 

symmetry of the spinel was retained [31]. The crystal structure model for け-Fe2O3 containing 

randomly located vacancies, where the Fd-3m space group is retained, is essentially identical to 

Fe3O4, and is shown above in Figure 2.15. Shown below is the crystal structure model for the 

primitive cubic (P4132) alteration (Figure 2.16). Oxidation of d6 Fe2+ to d5 Fe3+ increases the 

observed magnetic moment to 5.0 たB, however the saturation magnetization at 74 Am2kg-1 is 

slightly lower than that of Fe3O4 [22]. When heated under vacuum け-Fe2O3 can be converted to 

Fe3O4, but when heated in air, it will convert to hcp g-Fe2O3.  
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Figure 2.16 Crystal structure of cubic maghemite  (P4232). Iron is shown in red, oxygen in blue [24]. 

 

Both maghemite and magnetite exhibit a spinel crystal structure, but while the latter contains both 

Fe2+ and Fe3+ cations, in maghemite all the iron cations are in trivalent state, and the charge 

neutrality of the cell is guaranteed by the presence of cation vacancies. It is widely accepted in the 

literature from X-ray [32–34], neutron diffraction [35–37], Mössbauer [33,38] and magnetization 

studies [39–41] that the cation vacancies are distributed on the octahedral cation sites in the 

molecular formula of (Fe3+)[Fe3+
5/3ゴ1/3]O4, where ゴ denotes a vacancy [42]. The nature and degree 

of ordering of the iron vacancies in the octahedral sites has been the subject of investigations for 

several decades. If the cation vacancies were randomly distributed over the octahedral sites, as it 

was initially assumed, the space group would be Fd3m like in magnetite [43]. The first indication 

of a departure from the Fd3m symmetry was reported by Haul and Schoon [44], who noticed extra 

reflections in the powder diffraction pattern of maghemite prepared by oxidizing magnetite.  

The partial ordering of vacancies forms a structure basically similar to that of LiFe5O8 (space 

group P4332) with vacancies concentrated on the site corresponding to Li [45]. Van Oosterhout 

and Rooijmans [46] first suggested a spinel tetragonal superstructure with c/a = 3, where the Fe 

atoms are completely ordered. A neutron diffraction study by Greaves [30] confirmed a higher 

degree of ordering than the one implied by the cubic P4332 structure, and described this departure 

as a tetragonal distortion. The positions of the vacancies in the fully ordered maghemite structure 

were obtained by Shmakov et al. [47] using synchrotron X-ray diffraction. This ordered 

maghemite structure has the tetragonal space group P41212 with a = 8.347 Å and c = 25.042 Å 

(spinel cubic cell tripled along the c axis). The ion coordinates in the P41212 structure have been 

refined in 2007 by Jorgensen et al. based on synchrotron X-ray powder diffraction data [48]. 

Despite this progress in the structure determination of maghemite, the phenomenon of vacancy 

ordering in the lattice is not yet fully understood. It is not clear, for example, under which 

conditions, if any, vacancy disorder occurs. It has been suggested that the degree of ordering 

depends on crystal size, and that very small particles of maghemite do now show vacancy ordering 

[49,50], although a recent investigation of needle-shaped maghemite nanoparticles with average 

size 240 nm x 30 nm has found the same tetragonal distortion with space group P41212 as in the 
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completely ordered crystal [51]. Belin et al. observed crystallographic order of ions and vacancies 

(P4132) even at 9 nm [52]. Other authors  observed that vacancy order (P4132) could be present in 

maghemite particles larger than 5 nm in diameter depending on the preparation method [53]. 

However, the thermodynamics of vacancy ordering in maghemite has not been investigated so far, 

because of the difficulty to control experimentally the level of ordering of the iron vacancies. 

Grau-Crespo  and co-workers present a computational investigation of the energetics of vacancy 

ordering in maghemite. They show that a fully ordered structure with tetragonal space group 

P41212, is indeed the most stable configuration, among all the possible ionic arrangements that are 

compatible with the partially disordered P4332 structure, because of most favorable electrostatic 

contribution (minimal Coulombic repulsion between Fe(III) cations) [42]. However it must be 

noted that DFT+U calculation is referred to the bulk at the thermodynamic equilibrium and 

deviations are expected in nanostructures. In fact in most synthetic procedures the growth of 

nanocrystals takes place in non-equilibrium conditions. Moreover the presence of antisite-type 

disorder and surface effects in nanocrystals could contribute to deviation from the ideal ordering of 

the vacancies. 

 

 

2.2.3a Synthesis of Fe3O4 NP 

 

In principle, synthetic approaches developed for preparation of iron oxide NP are not different 

from the approaches used for other metals. The reduction of the crystal dimensionality to the 

nanometer scale brings a new degree of complexity to their synthesis. Moreover, many precursors 

in traditional solution precipitation reactions for the preparation of metals and metal oxides are 

ionic compounds. Solution reactions involving ions are usually fast, which complicates control 

over kinetics and morphology of the products. A great variety of  ligands gives rise to metal 

complexes with different molecular and electronic structures and therefore different stability 

constants, reactivity, and kinetics. Furthermore, using covalent metal-containing compounds 

(organometallic, etc.) which react and / or decompose only at elevated temperatures yielding 

metals or metal oxides, new chemical reactions with different mechanisms and different kinetics 

can be introduced (e.g. refer to heating-up method section in this chapter). 

As a general consideration, production of NP with uniform size and shape is possible under 

conditions of accurate control over kinetics of their nucleation, growth, and coarsening (refer to 

Ch. 2.2.2 for general guidelines). The best control is achieved when all the three steps are 

separated in time; namely, the nucleation must be finished by the time when the growth begins. 

There has been much interest in the development of synthetic methods to produce high-quality iron 

oxide systems. The synthesis of controlled size magnetic nanoparticles is described in multiple 
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publications. High-quality iron oxide nanomaterials have been generated using high-temperature 

solution phase methods similar to those used for semiconductor quantum dots (see ref. [54] for a 

comprehensive review). Other synthesis methods such as polyol-mediated, sol-gel [55] and sono-

chemical [56] were also proposed. The effectiveness of the non-aqueous routes for the production 

of well-calibrated iron oxide nanoparticles was shown in [57]. Herein are reported, in details, two 

classes of synthetic procedures that prompt a guideline for the production of magnetite 

nanoparticles as described in Ch. 4.2, namely aqueous–based (hydrolysis) and organic–based 

(coordinating solvent) synthesis. 

 

2.2.3b Hydrolysis in aqueous solution 

Among the variety of literature-proposed methods for the synthesis of magnetic iron oxide 

nanoparticles [58-60], the co┽precipitation method is the most effective technique for preparing 

aqueous dispersions of iron oxide nanoparticles because the synthesis is conducted in water. In 

fact, all transition metal ions undergo hydrolysis in aqueous solutions: 

M(H2O)6
2+ + H2O щ M(OH)(H2O)5

+ + H3O
+ 

How far this equilibrium goes to the right, can be determined from the corresponding metal- 

hydroxide complex formation constant. In a practical sense, in order to initiate condensation of 

hydroxide complexes into the nuclei, the acid formed as a byproduct of hydrolysis, must be 

neutralized. These nuclei act as seeds for further condensation until they grow large enough for 

precipitation. Variation in size and shape of the nanoparticles was observed under conditions of 

strict control of acidity and ionic strength in aqueous solutions containing no complexing agents 

[61,62]. These variables influence the electrostatic surface charge density of the nanoparticles, the 

interfacial tension, and consequently their surface energy. 

Precipitation from basic aqueous solutions is widely reported and applied for the preparation of 

magnetite NP [61,63–66]. In fact, a common synthetic approach to produce small nanocrystals of 

magnetite (hydrodynamic radius 漢 6 nm) is based on co-precipitation starting from Fe(II) / Fe(III) 

salts in 1:2 ratio. A continuous mixing of 0.1 M metal ion solutions with 1.0 M NH3(aq) at room 

temperature, followed by heating the resulted solution at 75°C for 1 min [67]: 

OHOFeOHFeFe IIIII

243 482  

 

However precipitation by means of careful acidification is reported too [63] and the adsorption of 

H+ at the particle surfaces has been found to help the NP dispersion thanks to electrostatic 

repulsion: the excessive positive charge at the surface effectively stabilizes the colloid [68]. In both 

acidic and alkaline environments, the experimental challenge in the synthesis of Fe3O4 by co-

precipitation lies in control of the particle size and thus achieving a narrow particle size 

distribution. Size tailoring of magnetite particles (e.g. the mean diameter) can be obtained over a 
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large range at nanometric scale (1.5 ÷ 15 nm) by controlling pH and ionic strength of the solution 

[61], but particles prepared by co-precipitation method tend to be rather polydispersed as shown in 

Figure 2.17.  

 

 

Figure 2.17 Dimensional dispersion in magnetite NP obtained through water based synthesis [65]. 

 

Vayssières and co-workers [61], found that the higher the pH and the ionic strength of the solution 

are, the smaller the particle size is: above a critical pH value, which depends on the ionic strength 

and the temperature, the secondary particle growth by Ostwald ripening does not take place 

anymore. The stabilization of nanoparticles seems to result from thermodynamics rather than 

kinetics. According to Chao Hui et al. [65] adding to the solution a soluble, but chemically inert 

salt (NaNO3), i.e. increasing the ionic strength of the solution, leads to smaller particles size due to 

the formation of a large number of seeds (electrostatic stabilization lowers the dimension of the 

critical radius, r*), which provides high particle concentration and yielded small particles. For 

example, the diameter of 20 nm Fe3O4 particles was obtained in 10 M NaNO3, while the size of 40 

nm particles can be formed without NaNO3. As a general consideration, an unavoidable problem 

associated with particles in this size range is their intrinsic instability over longer periods of time: 

the smaller the particles, the less stable the colloidal system is, from the thermodynamic point of 

view [69–72]. To overcome this limitation, coating of particle surface can effectively prevent the 

adhesion of colliding particles during thermal motion, thus results in enhanced resistance against 

particle aggregation. In aqueous medium, electrostatic, steric and mixed stabilization layers can be 

used (refer to Ch.2.2.1 c and d) [73] and, as a rule of thumb, thicker coating provides better 

stability. This is especially true in the case of magnetic fluids: it is important to keep an 

appropriate spacing between magnetic NP (typically 2-3 nm), to overcome both VdW interactions 

and magnetic-induced agglomeration [74]. Significant advances in preparing monodisperse 

magnetite nanoparticles, of different sizes, have been made by the use of organic additives as 

stabilizing and / or reducing agents.  The variety of such coatings ranges from hydrophilic 

polymers (poly(vinyl-pyrrolidone) [75–78], poly(ethylene glycol)  [79–86], starch [87,88]), 

amphiphilic co-polymers (vinyl alcohol / vinyl amine [89], ethyl methacrylate / ethylen glycol 
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methacrylate [90]), chelating amminoacids [91] or ammonium salts (e.g. tetramethylammonium 

hydroxide) [92]. Polymer are known to effectively passivate NP surface and are directly involved 

in their biocompatibility, but they show important hydrodynamic sizes too, that may limit their 

tissular diffusion, so that extensive studies were performed on small-molecule ligands. Carboxylic 

acid and amine functional groups have been shown to provide chemisorption onto the particle 

surfaces [93–95]. In particular, Portet [96] studied non-polymeric coatings with carboxylic, 

sulfonic, phosphonic, and phosphoric acid functional groups: the strongest binding with attached 

iron oxide NP was determined for phosphonates moieties, in general, and molecules with bis-

phosphonates groups, in particular.  

Lastly, water based synthesis has been proved to be an effective, scalable and factory-oriented 

strategy to produce Fe3O4 NP on large scale, in ambient atmosphere and low temperatures. The 

possibility to use biocompatible coatings – without the need of ligand exchange – make this 

approach very interesting for biomedical applications. Unfortunately, up to now, NP dimensional 

control is rough so that, when a very narrow size distribution is needed (<5%), the synthesis in 

organic solvents provide a lab-scale alternative to co-precipitation method.  

 

 

2.2.3c  Synthesis in organic solvents 

 

Alcohols are good alternatives for water as coordinating solvents possessing relatively high 

dielectric constant and high donor number. Polyols are even better than regular alcohols because 

they are more polar and they form stronger associates with metal ions. This is especially true for 

1,2-diols, 1,2,3-triols, and diethylene glycol (DEG) which form chelates with metal ions. Synthesis 

is accomplished by the sequence of the following reactions: (a) metal ion–chelated alcohol 

complexes formation; (b) ligand deprotonation - alkoxide complexes formation; (c) high-

temperature crystal nucleation and growth [97,98]. The rate of this reaction is highly dependent on 

temperature, ranging from indefinitely low at a room temperature to the instantaneous at 200-220 

°C. This property is very useful, since it assures a fine control over the nucleation and the growth 

of the nanocrystals. In these conditions, no formation of iron oxides takes place at room 

temperature, all reagents can be premixed, and therefore any non-homogeneity of the product, due 

to reactions happening faster than the rate of mixing, is eliminated. Additionally, these conditions 

help achieving significant ordering in the crystal lattice of the metal oxide, which is the main 

responsible for the magnetic properties: most of the obtained nanoparticles are indeed single 

crystalline. Bigger nanocrystals of magnetite were obtained when the complexing strength of the 

medium was increased by replacement of DEG with structurally similar N-methyl-diethanolamine. 

The results indicate that the reaction is slower in a more complexing medium, and that the Ostwald 
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ripening (mass transfer) is presumably taking place, which makes it different from the original 

DEG-based system [99].  

The function of the DEG is not only to be a solvent and a complexing / chelating agent, but also to 

be a stabilizing agent. As a result, even in hot solution during the synthesis, the nanocrystals 

remain in colloidal form and do not agglomerate. The agglomeration of the nanocrystals due to 

their high surface energy is a very common and difficult problem to overcome. It is usually 

addressed by adding a capping ligand in the reaction solution, by doing synthesis in surfactant 

micelles, or by providing the conditions for the adsorption of the solvated ions (electric double-

layers formation), which would cause the electrostatic repulsion of the charged surfaces. In this 

method, DEG seems to act as a capping ligand, and a favorable medium for electric double-layer 

stabilization, so as a consequence the agglomeration is barely noticeable. Once precipitated, the 

nanocrystalline powders still contain the adsorbed DEG, and if kept under the DEG solvent they 

remain non-agglomerated for an indefinitely long time. The additional advantage of this method is 

that the “hot” inorganic chemistry, occurring when crystal cores are synthesized, does not interfere 

with the surface chemistry that can be done later under ambient conditions for the preparation of 

biocompatible nanocomposites [99]. In addition to DEG, polar aprotic solvents (e.g. 2-pyrrolidone) 

are used as reaction medium for preparation of magnetite nanoparticles by hydrolysis and partial 

reduction of Fe(III). [100] Refluxing the solutions of the sole precursor FeCl3 ∙ 6H2O (normal 

boiling point of 2-pyrrolidone is 245 °C) results in the formation of the colloids containing Fe3O4 

nanoparticles with sizes strongly dependent on reaction time: 4, 12, or 60 nm for 1, 10, and 24 h. 

The evidence occurred is that the hydrolysis reaction is promoted by trapping the byproduct HCl 

with amine, and the reduction of Fe(III) to Fe(II) is done with CO (both the amine and CO are in 

situ generated from 2-pyrrolidone). Remarkably, the solvent also plays a role of the colloid 

stabilizing medium; the precipitation of nanopowders has to be initiated by adding the 1:3 

methanol / diethyl ether mixtures. 

Besides alcohol-based synthesis, it is worth mentioning Jana et al. [101] that develop a general and 

simple strategy for controlling the size, shape, and size distribution of oxide nanocrystals. This is 

based on the thermal decomposition of metal fatty acid salts, the most common metal compounds 

compatible with non-aqueous solutions. The reaction system is generally composed of the metal 

fatty acid salts (e.g. iron oleate), the corresponding fatty acids (e.g. oleic acid), and a hydrocarbon 

solvent (e.g. ODE, benzyl ether). Such synthesis leads to the intermediate precursor (metal oleate) 

that is used for the synthesis of metal oxide nanoparticles though high-temperature pyrolysis. 

Interestingly, an accurate dimensional control can be achieved (Figure 2.18) because the metal-

complex decomposition reaction can be completely quenched by lowering the temperature of the 

mixture to room temperature. This allows to study the growth of oxide nanocrystals and to follow 

the temporal evolution of the size and shape of the nanocrystals. 



Materials properties and applications   |   Chapter 2 51 

 

 

Figure 2.18 High temperature synthesis of  magnetite nanocrystals in coordinating solvents. The middle and 
right panels are TEM images of the as-synthesized nanocrystals taken at different reaction times [101]. 

 

Nearly monodispersed Fe3O4 nanocrystals can be obtained in a large size range (3-50 nm) simply 

varying synthetic parameters (Figure 2.19): for example, the size and shape control of the 

nanocrystals is achieved by varying the reactivity and the precursors concentration; the reactivity 

can be tuned by changing the chain length and concentration of the ligands i.e. the fatty acids. 

Moreover, alcohols or primary amines, could be used as the activation reagents when a given metal 

fatty acid salt was not sufficiently active under selected reaction conditions. Finally, this method 

has been further applied to the growth of oxide nanocrystals of other magnetic metals in the fourth 

rows: e.g. Cr2O3, MnO, Co3O4, and NiO. 

 

 

Figure 2.19 Magnetite NP with good dimensional control over a wide range of dimensions [101]. 

 

Other studies focuses on the ligands exchange in order to suspend in aqueous solutions the Fe3O4 

NP synthesized in organic solvents, to be used for example in biological and biomedical 

applications. For example, g-cyclodextrin was used to transfer oleic acid stabilized iron oxide 

nanoparticles to aqueous phase, via forming an inclusion complex between surface-bound 

surfactants and g-cyclodextrin [102]. Polymers were also applied to form oil-in-water micelles to 

encapsulated iron oxide nanocrystals inside [103], and a recent report [104] employed 

poly(ethyleneglycol)-terminated organic dendrons to exchange the original surface ligand (oleic 

acid) to make iron oxide nanocrystals dispersible in water. Lastly, other researchers [105] 

developed a facile method for completely transferring high quality monodisperse iron oxide 

nanocrystals from organic solvents to water (Figure 2.20).  
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Figure 2.20 Structure of water dispersible iron oxide NP (R is a functional group, e.g. –COOH) [105]. 

 

More in detail, an amphiphilic copolymer made of Poly(maleic anhydride-alt-1-octadecene)  

(PMAO) and PEG is used for ligand exchange in water solution: hydrophobic chains are alternate 

with carboxyl group, useful for bioconjugation with biomolecules i.e. peptides, proteins, 

antibodies, and nucleic acids, through standard bioconjugation techniques [106]. 

Out of this introduction, pointing out the influence of different reagents for the production of 

highly-mondispersed crystalline NP, it is worth noting that there are two main operative 

approaches to deal with the synthesis in organic solvents, known as hot-injection and heating-up 

methods.  

Names themselves are explanatory but, beside the apparent difference, they share common features 

and the respective synthesized nanostructures are often comparable (i.e. shape and dimensional 

control, crystallinity, magnetic properties). 

 

Hot injection method 

Back in 1993 Murray developed a synthetic protocol to obtain monodispersed II-VI semiconductor 

NP, the so-called hot-injection method. The reader is invited to refer Ch. 2.2.2a for a review of the 

synthetic procedure, herein are reported just a few examples related to the synthesis of iron oxide 

nanoparticles.  

The typical procedure involves the hot-injection of a metallorganic iron precursor (e.g. Fe(CO)5, 

iron (III) acetylacetonate) in an appropriate high boiling solvent (e.g. ODE, diphenyl ether, oleic 

acid, OA) in the presence of alcohol (reducing agent) and surfactant, in inert atmosphere. The 

thermal decomposition / reduction produces iron NP as reaction intermediate and the following 

oxidation by a chemical reagent leads to monodisperse magnetite nanoparticles [108,120]. As-
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synthesized NP (Figure 2.21) are very uniform in shape and present a narrow size distribution. 

Maghemite NP can be obtained simply by the oxidation of as-grown magnetite NP at high 

temperature (250 °C), in oxygen atmosphere for 2 h [114]. Murray’s successful synthetic scheme 

was later applied to a huge variety of materials, including metals, metal-alloys (Sn, Ni, In, Co, Pt, 

Fe, FePt, CoPt, CoPt3) and oxides (CoFe2O4, TiO2, BaTiO3, MnFe2O4, ZrO2, Cu2O, CeO2) [119].  

 

 

Figure 2.21 (A) TEM image of  maghemite NP, (B) hexagonal close-packed NP superlattice [121]. 

 

 

Heating-up method  

In the so-called heating-up method the reaction solution is prepared at low temperature using 

particular metal-salt complexes that shows self catalytic dissociation properties as the temperature 

is raised, so that an instant nucleation can take place, followed by the crystallization process, 

which finally leads to the formation of nanocrystals. The heating-up method is particularly 

advantageous for large-scale production, because of its simplicity [107]. Nevertheless, the size 

uniformity that can be achieved by this approach is comparable to the best results reported in 

literature (e.g. highly monodispersed NP obtained though the hot-injection method). The method 

was pioneered by Hyeon et al. [108] in 2001 for the synthesis of maghemite nanoparticles. 

Adapting a synthesis protocol previously published by Bentzon et al. for the preparation of iron 

oxide superlattices [109], the procedure involved the reaction of iron pentacarbonyl Fe(CO)5 into a 

mixture of octyl ether and oleic acid at the moderate temperature of 100 °C, producing iron oleate 

complexes as precursor species (whose exact structure is however unknown). During the 

subsequent heating to reflux (around 300 °C) the iron oleate complex decomposes and metallic 

iron NP are formed (similarly to the hot-injection method). NP are then oxidized to –Fe2O3 by a 

mild oxidant (e.g. trimethylamine oxide). The obtained nanocrystals are highly monodisperse, as 

reported in Figure 2.22.  This seed-mediated growth is the most apparent strategy for the 

separation of nucleation and growth and has successfully been applied for the size-controlled 

synthesis of many different metal oxide nanoparticles. 
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Figure 2.22 STEM (left) and HREM (right) image of a 2D hexagonal assembly of maghemite NP [108]. 

 

More recently, seed-mediated growth has been employed for the synthesis of larger metallic 

nanoparticles on smaller seeds. For example, Buhro and co-workers reported the synthesis of 

monodisperse nanoparticles of Bi, Sn, and In using Au nanoclusters as seeds [110]. In addition, 

monodisperse nanoparticles of Au [111,112], Fe [113] and Fe3O4 [114,115] have been synthesized 

following similar procedures. Finally, in 2005 Hyeon group succeeded in the synthesis of 

monodisperse iron nanoparticles with sub-nanometric accuracy [116] resulting in particle sizes of 

6, 7, 9, 10, 12, 13, and 15 nm as reported in Figure 2.23. Starting from the seeded-mediated growth 

described above, after refluxing the mixtures generated from the various combinations of the iron 

nanoparticles and the iron oleate solutions, we were able to synthesize mixing solutions containing 

1.5, 3.0, and 4.5 mmol of the iron oleate complex and appropriate amounts of pentacarbonyl iron 

and oleic acid in dioctyl ether at 400 K for 12 h. 

 

 

Figure 2.23 TEM images of iron oxide NP with particle diameters of 6, 7, 8, 9, 10, 11, 12, 13 nm [116].  
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As a general consideration, the nucleation process persists as long as the supersaturation level is 

kept high enough to overcome the energy barrier for the nucleation (in the hot-injection this 

requirement is satisfied by the rapid injection). To keep the supersaturation level high, the 

monomer supply rate should be higher than, or equal to, the rate of the consumption of the 

monomer caused by the nucleation and growth of the nanocrystals. For the case of heating-up 

method, it was demonstrated that, as the thermal decomposition reaction of the precursor proceeds, 

the monomer supply rate increases very fast because the thermal decomposition of the metal-salt 

complex (e.g. iron oleate) follows the kinetic of autocatalytic reaction (i.e. a sigmoidal shaped 

curve in the reaction coordinate vs time diagram) [117,118]. Autocatalysis is a self-accelerating 

process in which the product reacts with the reactant to enhance the forward reaction and 

consequently the nucleation process is terminated before growth takes place. Hyeon and co-

workers reached the conclusion that pentacarbonyl iron mainly contributes to nucleation, whereas 

the iron oleate complex, generated in situ, contributes exclusively to growth. They also found that 

the nucleation resulting from the thermal decomposition of pentacarbonyl iron takes place at 

relatively low temperature, whereas the growth derived from the decomposition of the iron oleate 

complex occurs at a higher temperature. 

Due to its versatility, the heating-up method constitutes nowadays one of the most popular 

synthesis routes and consequently, a large number of metal oxide nanoparticles have been prepared 

and reported based on this approach  [107,116]. 

 

Remarks about hot injection and heating-up methods 

Regarding the nucleation process, the main difference between the heating-up and the hot-injection 

method (with or without coordinating solvents) is the instantaneous supersaturation that is induced 

in the hot-injection method. Although the crystallization mechanisms underlying the control of the 

size distribution in the heating-up method are much less understood than in the hot-injection 

method, one would expect different growth kinetics for both methods. However, investigations in 

this direction did not yet show any significant differences, at least in comparison with other, more 

important reaction parameters (e.g. reaction temperature and surface capping agent above all). 

This is a general remarks and could be extended to other materials too: in the case of ZnO 

nanoparticles for example, prepared by the thermal decomposition of zinc acetate in alkylamines in 

the presence of tert-butylphosphonic acid (TBPA), the UV-vis absorption spectra showed similar 

optical features for the final products prepared by the hot-injection and heating-up method, 

respectively [122]. On the other hand, it was found that TBPA was essential to keep the crystal 

size in the nanoscopic regime, and that the TBPA to zinc acetate ratio strongly influenced both the 

growth kinetics and the final crystal size. Comparison of the two methods was also drawn in the 

case of more complex morphologies like tetrapod-shaped maghemite nanocrystals [123]. The 
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heating-up method involved the addition of iron pentacarbonyl, dissolved in 1–octadecene, to the 

three surfactants oleic acid, oleylamine and hexadecane–1,2–diol in 1–octadecene at 100 °C, 

followed by heating to 240 °C for 1h. The hot-injection procedure was different in that the iron 

pentacarbonyl was rapidly injected into the hot surfactant mixture at 240°C. However, both 

methods resulted in the formation of rather similar け–Fe2O3 tetrapods, with the only difference that 

the arms of the tetrapods obtained by the hot injection are slightly thicker. In both methods, the 

main parameter determining the length of the arms of the tetrapods, is the concentration of the 

precursor. Finally, even though state-of-the-art nanostructures have been synthesized using organic 

solvents as reaction media, water based synthesis of Fe3O4 NP offers several important advantages 

(e.g. low temperature, non polluting and non-toxic precursors, air stability) that render it a 

promising candidate for large scale integration, even if accurate dimensional control is still an open 

issue. 
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2.3 Organic Molecules  

 

A particular class of organic molecules is the one characterized by the fact that  orbitals are close 

in space and can overlap: this occurs when two carbon double bonds are adjacent [–C=C–C=C–], 

so that the –system can experience a certain degree of delocalization. Organic molecules that 

belong to this class are called –conjugated molecules, and this feature lead to some peculiar 

properties. Benzene, for instance, is a good example of –conjugated molecule in which the highly 

delocalized -orbitals increase its binding energy with respect to a cyclic-organic molecule with 

the same number of C atoms, i.e. ciclohexane. When -conjugated orbitals overlap, depending on 

the conjugation length and the extension of such overlapping, the molecular bonding (HOMO) and 

anti-bonding (LUMO) orbitals turn into bands, so that their energy gap makes them 

semiconductors, rather than insulators. This property is of a great importance, since it opens the 

way to organic-based electronics and optoelectronics.  

In the past decade, the growing attention in the field of materials for electronics and 

optoelectronics has been devoted to organic semiconductors, in particular, conjugated molecules or 

polymers. This interest is related to the high technological impact of these materials and their good 

prospects for use in the field of thin-film solar cells and display devices. In particular, two classes 

of organic molecules – porphyrins and phthalocyanines – have been selected for the present work 

because of their unique and tunable characteristics, together with chemical and structural stability, 

that make them particularly attractive as dye absorber in solar cells applications.  

 

 

2.3.1  Porphyrins 

 

The word porphyrin is derived from the greek purphura meaning purple, and all porphyrins are 

intensely colored [1]. Porphyrins comprise an important class of molecules that serve nature in a 

variety of ways. Porphyrins are important biological molecules whose functions range from 

oxygen transfer and storage (hemoglobin and myoglobin) to electron transfer (cytochrome C, 

cytochrome oxidase) to energy conversion (chlorophyll). 

The common feature of all these molecules is the basic structure of the porphyrins macrocycle, 

which consists of a 16-atoms ring containing four nitrogen atoms, obtained by linking four 

tetrapyrrolic subunits with four methine bridges, as shown in Figure 2.24. If the macrocycle does 

not show any central atom, it is the so called free-base configuration: the four N atoms are non 

equivalent, two of them being bonded to H atoms and the other two showing a lone electron pair. 

The periphery of the ring can be functionalized with a variety of substituents that modulate both 



 

62 Chapter 2  |   Materials properties and applications 

 

the photophysical and the materials properties. Because of their exceptional and tunable opto-

electronic properties, porphyrins have been studied for energy related applications ranging from 

energy storage to materials for organic solar cells (OSC) and to catalysis [2–7]. Substitution with 

perfluoro-alkane moieties and perfluoro-phenyl groups improve their supramolecular self-

organizing properties as well as the robustness of porphyrinic materials [8]. 

 

Figure 2.24 Free base porphyrin macrocycle (R = H) and an example of substituent (R = perfluoro-phenyl) 
5,10,15,20-Tetrakis(pentafluorophenyl)-porphyrin 

 

The electronic absorption spectrum of a typical porphyrin consists of a strong transition to the 

second excited state (S0 蝦 S2) at about 400 nm (corresponding to the so-called Soret or B band) 

due to optical transitions localized on the nitrogen atoms of the central macrocycle, and a weak 

transition to the first excited state (S0 蝦 S1) at about 550 nm (the Q band) involving transitions 

from delocalized orbitals in the molecule (Figure 2.25, left). Usually, internal conversion from S2 

to S1 is rapid so typically fluorescence is only detected from S1, even if there are reports about 

Soret band emission [9,10]. The B and the Q bands both arise from ヾ–ヾ* transitions and can be 

explained by considering the Gouterman four orbital model [11,12]. According to this theory, the 

absorption bands in porphyrin systems arise from transitions between two HOMO and two LUMO. 

The HOMO were calculated to be an a1u and an a2u orbital, while the LUMO were calculated to be 

a degenerate set of eg orbitals (see Figure 2.25, right). A excited singlet state with an a1ueg 

configuration is formed by promoting an electron from the a1u orbital to an eg orbital (S2, a singles 

state with greater oscillator strength, giving rise to the Soret band). Likewise, an excited singlet 

state with an a2ueg configuration is formed by promoting an electron from the a2u orbital to an eg 

orbital (S1, a lower energy singlet state with less oscillator strength, giving rise to the Q-bands).  

An electronic transition to the higher energy mixed state, the S2 state, is strongly allowed, whereas 

an electronic transition to the lower energy mixed state, the S1 state, is only weakly allowed. These 

excited singlet states mix to two new singlet states that are nearly 50:50 mixtures of the unmixed 

states. The closer in energy the unmixed states, the greater the degree of mixing. The greater the 

degree of mixing, the less intense the Q band relative to the Soret band [13]. 

 



Materials properties and applications   |   Chapter 2 63 

 

  

 

Figure 2.25 Left: Typical absorbance spectrum of porphyrin molecule (left).  
Right: Symmetry of HOMO and LUMO for porphyrin molecule and schematic view of the Gouterman  

four orbital model and related transitions, adapted from [13]. 

 

Given the capabilities of porphyrins to bind and release gases and to act as active center in 

catalytic reactions in biological systems, porphyrin-based films on metal or semiconductor 

surfaces are extremely appealing as chemical and gas sensors [14–16] as well as nanoporous 

catalytic materials [17,18] in novel synthetic bio-mimetic devices. Moreover, the role of 

porphyrins in photosynthetic mechanisms indicates a good attitude of these molecules to mediate 

visible photon – electron energy transfer processes [19]. 

 

 

2.3.2  Phthalocyanines 

 

Phthalocyanines are structurally related to porphyrins. Both feature four pyrrole-like subunits 

linked to form a 16-membered ring. Both porphyrins and phthalocyanines function as planar 

tetradentate dianionic ligands that bind metals through four inwardly projecting nitrogen centers. 

Such complexes are formally derivatives of Pc2-, the conjugate base of free-base phthalocyanine. 

Traditionally, metal phthalocyanine (MPc) molecules, composed of a metal atom surrounded by a 

ligand ring, have been used as dyes and pigments. Recently, MPc molecules have shown great 

promise as components of light-emitting diodes, field-effect transistors, PV and single-molecule 

devices [20–22]. Moreover, phthalocyanines are among the most studied class of molecules for gas 

sensing applications too, since their electric properties strongly depend on the chemical 

composition of the surrounding atmosphere [23,24]. By virtue of their delocalized -electron 

system they are good electron donors and show high sensitivity to oxidizing gases (thus may 

enhance the n-type response of inorganic semiconductor, e.g. ZnO and TiO2).  

In particular, our attention focuses on titanyl phthalocyanine (TiOPc): it is a non-planar molecule 

consisting of four isoindole groups connected to a ring with the titanyl group in the center and the 
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O at the apex. The difference in electronegativity between Ti and O makes their bond polar and the 

molecule is thus an electric dipole with a moment amounting to 1.77 D [25]. The difference 

between HOMO and LUMO level is 1.7 eV and TiOPc exhibits a wide absorption spectrum in the 

visible range, a large nonlinear optical susceptibility [26], an ultrafast optical response, and a high 

photoconductivity [27,28]. Driven by these promising properties, an increasing interest has been 

devoted to exploit TiOPc as an active material in organic solar cells [29,30], while applications in 

organic light emitting diodes and as a conducting layer in organic field effect transistors have been 

investigated [31]. As is typical for many other organic molecules, optical and electronic properties 

of TiOPc thin films strongly depend on their structure and order. Therefore, the development of 

growth methods enabling appropriate control of the crystalline phase has crucial importance to 

fabricate devices with improved performances. Aiming at this purpose, several studies have been 

performed on the synthesis of TiOPc films. The optical absorption spectrum of the TiOPc films is 

characterized by two main broad bands (Figure 2.26, left): a B Soret band in the near-UV and a Q 

band in the visible region. Both of them include different components whose positions and 

intensities are known to be sensitive to the specific crystalline phase. In particular, the Q band, 

ranging from about 550 to 900 nm, is characterized by at least two components, Qx (at the low 

wavelength side) and Qy (at the high wavelength side), that are due to HOMO–LUMO transitions.  

 

 
 

  

Figure 2.26 Left: Absorption spectra of TiOPc films grown by SuMBD at different substrate temperature 
[35]. Right: Absorption spectra for films of TiOPc and CuPc, relative to the AM 1.5 solar spectrum [36]. 

 

Their energy, according to Mizuguchi et al. [32], is strongly influenced by molecular distortion 

induced by - interactions between adjacent molecules along the c axis. As a consequence, the 

absorption properties in the visible range are very sensitive to the crystalline structure, which 

determines the degree of overlap between orbitals of neighboring molecules. Even though, the 

literature is sometimes contradictory, mostly because of the different type and quality of the 

samples studied, different studies [32–34] give useful information about the UV-vis absorbance 
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spectroscopic signatures (fingerprints) of different crystalline phases. Amorphous films typically 

show Qx and Qy bands at 645–660 and 714–718 nm, respectively, while the main B band 

component is centered at 345–350 nm. Phase I films give rise to red-shifted Qx and Qy bands 

positioned at about 670 and 755–760 nm, respectively, with a B band main component at about 

370 nm. Finally, phase II films show the highest separation between the Q bands, with an even 

higher red-shift of the Qy component, so that the positions of the Qx and Qy bands are typically at 

630–635 and at 845–850 nm, respectively, while the B band main component is shifted at 375–380 

nm. The possibility to control the growth of TiOPc in different crystalline phases turns out 

particularly interesting in PV applications, where it can be used to tailor the degree of crystallinity 

and hence extend the absorption (in the visible range) to different spectral region (Figure 2.26, 

right).  

 

 

2.3.3  Applications 

 

Both porphyrins and phthalocyanines are promising molecules to be used as absorber in hybrid (or 

organic) excitonic solar cells (XSC). It is possible to separate existing solar cells into two distinct 

categories on the basis of their charge generation mechanisms: conventional solar cells and XSC. 

A fundamental difference between organic solar cells and conventional solar cells lies in the 

mechanism of charge generation: light absorption results in the formation of excitons rather than 

the free electron-hole pairs directly. XSC consists of cells in which light absorption results in the 

production of a transiently localized excited state that cannot thermally dissociate (because of 

binding energy exceeds kT) in the chemical phase in which it was formed [37]. Examples of XSC 

include molecular semiconductor solar cells [38–41], conducting polymer solar cells [42–51], dye-

sensitized solar cells (DSSC) [52–57], and quantum dot solar cells [58,59]. Today the PV 

technologies are currently dominated by inorganic semiconductor based solar cells. However, 

significant efforts have been made to research in the field of XSC since the manufacturing 

processes of traditional inorganic solar cells often involve elevated temperature, high vacuum, and 

numerous lithographic steps, resulting in high production costs and energy consumption. 

Alternatively, solar cells based on organic materials such as small molecules and conjugated 

polymers offer a cost-effective way to convert solar energy into electricity. In contrast to their 

inorganic counterparts, OSC have several advantages [60]. They are able to be manufactured by 

low-temperature processing: either from small molecules from the vapor phase, or polymers from 

solution. The organic materials are relatively inexpensive, and only 100-200 nm thick films are 

required due to the high optical absorption capabilities of organic semiconductors. Additionally, 

roll-to-roll processing like low cost printing techniques [61] can be used for manufacturing. 
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Nevertheless there are some drawbacks associated with OSC: one of the features differentiating 

OSC from their inorganic counterparts is the localized nature of excess charge carriers and excited 

states. Excess charges and excited states at room temperature can be thought of being localized on 

an individual small-molecule or polymer site, rather than being delocalized as they are in 

crystalline silicon [62]. 

In fact the probability for an excess charge sitting on one molecule to jump to a neighboring 

molecule is low in organic materials, such that those charges will (mainly electronically) polarize 

their environment before having made the jump, resulting in a polaron state. This polaron is even 

more unlikely to jump to a neighboring site since the charge is now dressed by its polarized 

environment. The polaron is therefore the relevant charge transport species which determines the 

energy level for transport of excess charges [63]. Similarly, absorption of light in organic 

semiconductors results in the generation of localized electronic excitations - referred to as polaron-

excitons - rather than free electron-hole pairs as produced in many inorganic semiconductors. 

Organic optoelectronic devices such as solar cells take great benefit of interfaces (between 

different organic semiconductors as well hybrid interfaces with inorganic semiconductors) in order 

to manipulate excitons and polarons, amongst others to split the neutral excitons into free charge 

carriers [64].  

Dissociation of photo-induced excitons is an essential process to produce photocurrent in organic 

solar cells [65]. In organic materials, excitons can be dissociated by interfaces [66],  impurities, 

defects [67], and electric fields [68]. In XSC the interface has a dramatic influence, in fact an 

abrupt changes of the potential energy occur and strong local electrical fields are possible (E= – 

grad U). To better understand the importance of exciton dissociation one should consider the 

fundamental mechanisms which lead towards photocurrent generation. Generally, the following 

steps take place: (a) photoexcitation of the dye molecules; (b) exciton diffusion inside the organic 

layer; (c) exciton break-up at the hybrid interface resulting in the generation of charge carriers; (d) 

drift of charge carriers in the internal field inside the organic layer; (e) collection of the charge 

carriers by the external electrodes leading towards current flow in the external circuit. Since the 

optical absorption efficiency of organic dyes is typically very high (e.g. for phthalocyanines ~105 

cm-1), the mechanisms of energy transfer, exciton break-up and charge carrier transport (steps (b) – 

(d) as described above) are generally considered as the most probable efficiency-limiting 

processes.[69].  

In order to generate separated negative and positive charges, the excitons need to diffuse to the 

donor / acceptor interface. Since excitons are neutral species, their motion is not affected by any 

electric field and they diffuse via random hops driven by the concentration gradient. Note that the 

exciton diffusion lengths are typically around 10–20 nm for most conjugated polymers [70–72] 

and excitons that do not reach the donor / acceptor interface are lost for the energy conversion 

(recombination takes place) and have no contribution to the photocurrent. Hence, low exciton 
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diffusion and charge collection efficiency limit the improvement in PV performance due to the 

small exciton diffusion length and low carrier mobility of organic materials [73,74]. 

PV devices based on organic small molecular materials such as CuPc as donor and fullerene as 

acceptor have attracted a lot of attention in the recent past years because they offer the possibility 

of better charge separation at the hetero-interface, in a cost-effective device.  The efficiencies of 

this kind of solar cells have been improved steadily since Tang [38] reported a bilayer device 

consisting of a donor and an acceptor layer [75]. Replacing the fullerenes by inorganic 

semiconductor nanostructures as electron acceptors is an alternative approach leading to so-called 

hybrid solar cells [76–80].  

Nanostructures based on CdS, CdSe, CdTe, ZnO, SnO2, TiO2, Si, PbS and PbSe have been used so 

far as electron acceptors [60]. The idea is to create an extended heterojunction (often referred as 

bulk heterojunction in organic PV where a blend of two polymer is mixed at a nanometric scale) 

coupling inorganic nanostructured materials (electron acceptor) with a high surface / volume ratio 

(e.g. ZnO NR) and semiconductor polymer / molecules (electron donor) as schematically reported 

in Figure 2.27.  

 

 
 

Figure 2.27 XSC hybrid cell based on inorganic NR and organic polymer. 

 

Upon illumination, the exciton is formed inside the organic absorbing material, it diffuses and 

dissociates at the interface transferring electrons and holes to n-type and p-type materials 

respectively. Electrons are collected at the TCO while holes at the metal counter-electrode. It must 

be noted that, in Figure 2.27, the organic materials acts as both light absorbing and hole carriers 

element. For most of hybrid inorganic / organic solar cells, two distinct materials are used, 

typically porphyrins and phthalocyanines are used to absorb visible light, while different 

conductive polymers are employed as donor materials [81–84].  

Using nanostructured materials a n-type conductors has dramatic influence on PV device 

efficiency since it increases the exciton dissociation interface area. For example, in a PV cell based 

on CuPc-C60, the introduction of ZnO nanowires as electron donor layer has a more than fourfold 

increase in PV performance with respect to the device without nanowires [85]. NR shape present 

some interesting features: the NR have a single crystalline structure allowing a continuous path for 
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the electrons in the material. This minimizes the potential barriers such as grain borders and 

heterojunction barriers, improving electron conduction and reducing recombination. Moreover, NR 

present a high surface to volume that extends the possibility of exciton separation. Finally the NR 

make anode surface “rough” to induce scattering phenomena on incoming light and enables 

multiple trapping processes at the interface. 

Bulk heterojunction hybrid solar cells containing inorganic nanostructures and semiconducting 

polymers are still lagging behind OSC in respect of device performance although they have 

theoretically the potential to exhibit better performances than devices containing solely organic 

compounds [60]. Research efforts have been done tailoring the anchoring groups of porphyrins and 

other dyes in order to provide a stronger binding to the inorganic materials and hence improve PV 

performances because of better electron injection [86–94].  

Beside solar cells, there are ongoing researches to study phthalocyanines for gas sensing [95], in 

photodynamic therapy for cancer treatment [96,97], as semiconductor in field effect transistors 

[98–100] and as replacement for platinum in solid polymer fuel cells [101]. 
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3 Experimental  

 

3.1  Synthetic procedures 

 

3.1.1 Growth of ZnO nanostructures 

ZnO nanostructures with different morphologies (nanowires, nanorods, nanotapes, nanocombs, 

nanotetrapods, etc.) can be obtained by vapour phase growth techniques (Figure 3.1). As the 

nanocrystal nucleation and growth requires high supersaturation and synthesis parameters for the 

different morphologies are similar, even small fluctuations in the local growth conditions may lead 

to growth of mixed nanostructures. Therefore specific synthesis processes are required for 

selective growths of nanostructures with single morphology. Different experimental approaches 

have to be used in order to stabilize these growth processes on large-scale production. The most  

and widely employed expedient for growing ZnO nanowires or nanorods is the use of metal 

catalyst particles (e.g. Au) on the substrate to obtain size-controlled VLS (vapour-liquid-solid) 

growths. On the contrary, no precursor or catalyst has been used in our optimized growth processes 

to avoid inclusion of undesired impurities or dopants, which may have detrimental effects on 

material properties. Our research group defined three different catalyst-free optimized growth 

processes for three different ZnO morphologies:  

 

 nanotetrapods (TP) 

 vertically aligned nanorods (NR) 

 nanowires (NW) 

 

Since 2005 significant efforts have been made to optimize the growth process in order to obtain  

reproducible and large-scale growths of the desired nanostructures. As a simplified overview, 

growth process is similar for the three kind of nanostructures and is based on the evaporation of 5N 

Zn precursor followed by a controlled oxidation by means of 5N O2 so that high purity material is 

obtained. Herein are reported the details about the growth of TP and NR, two interesting ZnO 

morphologies which have been functionalized during the PhD in perspective of gas sensing, 

photocatalytic and photovoltaic applications. 
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Figure 3.1 Different ZnO morphologies grown by our group at IMEM institute. Adapted from [1]. 

 

 

3.1.1a Growth of ZnO tetrapods 

Among different ZnO nanostructures, ZnO TP are the most suitable for large-scale integration 

since they can be obtained in large quantities (tens of milligrams per run in a small laboratory-

scale reactor) by an optimized vapor-solid process. ZnO TP were grown by a combination of 

thermal evaporation and controlled oxidation, inside a tubular furnace with two independent 

heating elements and where different gases can be fluxed (Figure 3.2). No catalyst or precursor 

was used in order to reduce as much as possible unwanted contaminations. A metallic Zn foil 

(99.999% pure) was used as source material after a fast etching in diluted acid to remove oxide 

traces, which might reduce the evaporation rate. Source material was placed in the first zone of the 

furnace (labelled “Zn evaporation zone” in Fig. 1) and then heated up to 700 °C in an inert gas 

flow (Ar, 100 sccm). In this configuration Zn source was protected from oxidation by the inert gas 

flow, the whole synthesis process can run up to complete source evaporation. Zn vapor generated 

by heated source was carried by the Ar flow along the reactor up to the furnace region where it 

matched a 10 sccm oxygen flow (labeled “nucleation and growth zone” in Figure 3.2), which enter 

the reactor through a separate inlet tube. In this “matching-region”, where temperature was set in 

the range 600ｎ500 °C, TP nucleation and growth started.  
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Figure 3.2 Simplified sketch of the synthesis reactor [2]. 

 

While floating in the gas stream, TP grew until they reached the cold zone at the end of the 

furnace. Floating TP came out of the heated zone in form of a continuous white smoke and there 

they deposited on the walls of reactor’s quartz tube, forming a thick and fluffy layer. This kind of 

thick “film” can be easily removed from the reactor at the end of the growth. The study of 

morphology by SEM imaging showed that the TP “legs” generally are 50-200nm thick (cross-

section) and a few microns in length (Figure 3.3 (a) and (b)). Average TP dimension can be 

generally controlled by correctly tuning the growth parameters. In the described growth reactor 

different temperatures can be chosen for the region of source material and for the region of oxygen 

introduction. Growth dynamics in this system is rather complex and different parameters must be 

carefully balanced, but general observations can be done, i.e. TP thickness increases generally with 

higher source temperature, lower carrier gas flow and higher oxidation temperature. 

 

 

Figure 3.3 SEM images of different TP growths reflecting different dimensions. Adapted from [2]. 

 

Collected TP can be dispersed in organic solvents (isopropyl alcohol (IPA), n-butylic alcohol, 

dymethylformamide (DMF), methylethylketone (MEK), chloroform and precipitated from the 

suspension through a mechanical mask onto the desired substrate. This is particularly interesting 

for large scale integration, where substrate as large as 1 inch can be prepared. Moreover, the 
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possibility to obtain stable suspension with these nanostructures, makes them potentially 

compatible with the preparation of screen-printing “inks”. 

 

 

3.1.1b Growth of ZnO nanorods 

Recently our group have obtained on ZnO films by vapor phase at relatively low temperature ( 500 

°C ) on different substrates (glass, ITO, AZO, Si). In this temperature range, which is for example 

interesting for glass-compatible processes for solar cell production, it is generally impossible to 

obtain a standard vapor–solid growth of these ordered nanostructures without the use of metal-

organic precursors or metal catalysts [3]. The growth of ZnO NR was carried out inside a 

laboratory scale reactor (a tubular furnace), through which it is possible to flow different gasses 

(Ar, O2 with regards to the NR growth). The used source material was pure metallic Zn powders 

(5N purity, 300 mg) that were softly etched before use in 1 : 100 diluted HNO3 for 1 min. This 

etching process is fundamental in order to remove the native oxide and to make possible a 

maximized and reproducible Zn evaporation from source material. The source and substrate were 

placed one next to the other, with the substrate in a downstream position, at the center of the 

furnace. Source material was partially covered so that generated vapor could exit only through a 

small window.  

According to Figure 3.4, the growth procedure consisted of three main steps: at first (0) a partially 

closed Zn source container and a substrate with seeding ZnO layer are put in the reactor (Figure 

3.5a); during the first step (1) Zn vapors accumulate inside the source container and during the 

second step (2) Zn nanoclusters form inside Zn-rich vapors and are transported onto the substrate 

(Figure 3.5b). At the third step (3) NR grow from the nuclei created by the Zn clusters (Figure 

3.5c) [3].  

 

 

Figure 3.4 Scheme of the main reaction steps to grow ZnO NR [3]. 
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(1) The first step is devoted to the accumulation of Zn vapors in the source material container and 

takes place during heating and the 5 min temperature plateau at 480 °C. During this first step, 

oxygen is mixed with Ar in the gas flowing at the top of the source container and, in that position, 

Zn vapors escaping from the small container window are locally oxidized, preventing any 

premature growth on the substrate. At the same time, the small window size prevents any strong 

oxidation of source material that, by continuous evaporation, fills the empty container volume with 

a pressure that approaches the equilibrium value for Zn vapor at this temperature. 

(2) The second step is very fast and allows Zn nanoclusters to form. It starts when the Ar/O2 

mixture is substituted by a larger Ar flow. The decrease in oxygen content in the reactor let Zn 

vapor spread in the reactor from the container window, where it gets in contact with the colder Ar 

flow. The sudden temperature gradient promotes the formation of Zn clusters (Figure 3.5b) that are 

brought by the flow in the nearby substrate region. This second step takes place in less than 1 min 

and then stops because further Zn condensation is rapidly inhibited by the decrease in Zn vapor 

pressure. 

(3) The third and last step, then, takes place during the first minutes of cooling (generally from 480 

°C to 450 °C), during which Zn nanoclusters, on the substrate, oxidize and act as nuclei and 

preferential growth sites for NR. It is indeed the step in which NR nucleate and grow on the 

substrate by consuming most of the neighboring residual Zn vapor and O2 (Figure 3.5c). The NR 

growth takes place homogeneously over a large area (Figure 3.5d) [3]. 

 

 

Figure 3.5 SEM images of: (A) the starting ZnO seeding film; (B) the oriented nuclei obtained by 
nanoclusters oxidation; (C) the resulting ZnO NR (D) NR seen from above [3]. 
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3.1.2 Solution growth of nanoparticles 

Experimental setup for the solution-based synthesis of semiconductor NP is standard and simple 

(Figure 3.6). A home-brew Schlenk line is placed under the lab hood and allow to work under 

vacuum (water pump) or inert gases (Ar, N2) atmosphere. Three (or four) necks round flasks are 

used in order to have inlet for vacuum / gas, temperature controller, eventually a neck with rubber 

membrane for the hot-injection of precursors, and an outlet neck to fit a reflux condenser. Traps 

are used both in and out of the reaction room: zeolites are inline to the reaction flask to limit 

humidity contamination and a bubbler is placed to trap solvent vapors eventually escaping the 

reflux condenser. 

The heating / stirring plate allows to work as high as 350 °C with 200ml of high boiling solvent 

(e.g. oleylamine) when fireclays are used to limit heat dissipation. When the reaction is complete, a 

centrifuge (Hettich RotoSilenta III, 8000 r.m.p. max) is used to wash and collect the solid phase. 

 

 

Figure 3.6 The synthetic apparatus used for the synthesis of semiconductor nanoparticles. 

 

 

3.1.3 Supersonic Molecular Beam Deposition (SuMBD) 

The growth of thin organic thin films has been performed by Dr. Nicola Coppedè in a tailor-made 

SuMBD apparatus (Figure 3.8) [4] developed at the IMEM-CNR institute in Trento. It is based on 

the supersonic expansion in vacuum of a carrier noble gas, seeded by the organic molecules 

through thermal sublimation. Although in a classical beam, or Knudsen cell, the vapor formed will 

effuse in a molecular regime, in a supersonic beam, it is seeded in a much higher pressure of a 

lighter gas (e.g., H2, He, or Ar), so that an isoentropic expansion into vacuum occurs. The velocity 

and internal energy distributions of the molecules follow a Maxwell–Boltzmann distribution 

function, with kinetic energy one or two order of magnitude higher respect to thermal regimes. The 

angular distribution is typically cosine-like with a higher directionality in the beam. A well-defined 

beam is then obtained by the skimming of the expansion with a sharp-edged collimator, with a 
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conical profile. The major characteristics of supersonic beams are narrow velocity and angular 

distributions, an average velocity that, in the limit of very low seeding, can reach that of the much 

lighter carrier gas, and fast cooling of the internal degrees of freedom. The SuMBD apparatus 

basically consists of a differentially pumped supersonic beam, a TOF mass spectrometer, and a 

deposition chamber (Figure 3.7).  

 

 

Figure 3.7 SuMBD experimental apparatus [5]. 

 

 

The supersonic beam source, placed in a high vacuum chamber, is made of a quartz tube with a 

micrometric nozzle at the front end (typically 50–130 m in diameter). An inert carrier gas (helium 

in this experiment) is injected in the quartz tube at a controlled pressure (2–3 bar). Inside the tube, 

a vessel with  the organic material powder is used to sublimate by Joule heating the molecules, 

dispersing them at very low concentrations into the gas, and expanding both through the source 

nozzle into the deposition chamber. A conical skimmer selects the central part of the beam, which 

proceed to the sample in a ultra-high vacuum chamber (Figure 3.8).  

 

 

Figure 3.8 Sketch of the SuMBD source [6].  
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By changing the working parameters (nature and pressure of the carrier gas, sublimation 

temperature, nozzle diameter, and temperature), it is possible to finely control key properties of 

molecules in the supersonic beam such as kinetic energy, momentum, and cooling of the internal 

degrees of freedom typically induced by expansion. The source is typically operated using a He 

carrier gas pressure in the range of 100–200 kPa. The central part of the beam is selected by 

skimming the free jet expansion via a sharp edged conical collimator, which separates the source 

from the deposition chambers (base pressure 10-8 mbar). Here, the molecular beam is intercepted 

by the substrate, the temperature of which can be varied from -115 up to 350 °C, with a stability of 

about 1 °C. SuMBD deposition allows the tuning of the kinetic energy of the molecules during the 

deposition in order to control the growth process, resulting in an improved quality of the organic 

semiconducting thin films, reaching growth regimes that are not accessible to thermodynamic 

equilibrium techniques [5,6]. An example of films and ordered crystals grown by SuMBD 

technique is illustrated in Figure 3.9. 

 

 

Figure 3.9 AFM micrographs (5 m 抜 5 m ) of TiOPc thin films deposited on SiO2 by SuMBD at different 
substrate temperatures: (A) 25 °C, (B) 165 °C, (C) 160, and (D) 220 °C [7]. 
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3.2  Characterization techniques 

 

 

3.2.1 Optical Properties 

 

The optical properties of a semiconductor have their genesis in both intrinsic and extrinsic effects. 

Intrinsic optical transitions take place between the electrons in the conduction band and holes in 

the valence band, including excitonic effects due to the Coulomb interaction. Excitons are 

classified into free and bound excitons. In high quality samples with low impurity concentrations, 

the free excitons can also exhibit excited states, in addition to their ground-state transitions. 

Extrinsic properties are related to dopants/impurities or point defects and complexes, which 

usually create electronic states in the bandgap, and therefore influence both optical absorption and 

emission processes. The electronic states of the bound excitons, which may be bound to neutral or 

charged donors and acceptors, depend strongly on the semiconductor material, in particular the 

band structure. ZnO is a direct gap semiconductor (Eg ~ 3.2 eV) with the global extremes of the 

upmost valence and the lowest conduction bands (VB and CB, respectively) at the same point in 

the Brillouin zone, namely at k = 0, i.e. at the ゎ-point. The lowest CB is formed, from the empty 

4s states of Zn2+
 or the antibinding sp3

 hybrid states, while the VB originates from the occupied 2p 

orbitals of O2
ｎ or the binding sp3 orbitals. 

 

3.2.1a Absorbance 

The simplest way to describe the expected absorption spectrum in a direct-gap semiconductor, like 

ZnO, is in terms of this band-to-band transition as shown in Figure 3.10. In an optical transition, 

both energy and momentum must be conserved. Because the momentum of a photon, h/そ ( そ is the 

wavelength of light which is typically thousands of angstroms), is very small compared to the 

crystal momentum h/a ( a is the lattice constant, typically a few Angstroms), the photon absorption 

process should conserve the electron momentum. Thus, the absorption coefficient 糠岫月荒岻 for a 

given photon energy hち is proportional to the probability, Pif,  for the transition from the initial 

state to the final state (governed also by the conservation of momentum), the density of electrons 

in the initial state, ni , and also the density of electrons in the final states, nf . This process must be 

summed for all possible transitions between states separated by an energy difference equal to hち : 

 糠岫⇔ù岻 噺  布 辿脱 辿 脱 
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Figure 3.10 Valence and conduction bands of ZnO in the vicinity of the fundamental bandgap [8]. 

 

Depending upon the relationship between the momentum in the initial and final states (which 

depend on the profile of the “parabolic energy valley” ) direct or indirect transitions can occur, and 

this affects all the three terms Pif , ni and nf . It must be noted that in transitions between indirect 

valleys (Figure 3.11) momentum is conserved via interaction with a phonon (i.e. a quantum lattice 

vibration), which can be either emitted or adsorbed.  

 

Figure 3.11 Indirect band gap semiconductor with conduction band valleys at k = <000> and k = <111> [9]. 
. 

 

By using the parabolic valley model, an expression of 糠岫月荒岻 for each type of transition (allowed or 

forbidden in dependence on selection rules) can be obtained [9–11] . As a common feature, for 

crystalline solids, 糠岫月荒岻 appeared expressed in all cases in the form: 

 糠岫月荒岻 噺 稽盤月荒 伐 継直匪津 

 

where B contains the dependence on Pif , ni and nf specific for each type of transition (that 

essentially rules the transition edge width), Eg is the interband energy gap and n can take values 

1/2, 3/2, 2, 3 for direct allowed, direct forbidden, indirect allowed and indirect forbidden 
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transitions, respectively. As semiconductor dimensions decreases, quantum confinement plays an 

important role in their electronic and optical properties. The quantum confinement effect for SC 

NP can be qualitatively explained using the effective mass approximation [12–15]. For a spherical 

particle with radius R, the effective band gap, )(rEg
, is given by: 
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where r is the NP radius, )(rEg
 and )(gE  is the effective band gap and the bulk band gap, 

respectively. The me and mh  are the effective mass of electron and hole, and 似 is the bulk dielectric 

constant. The second term on the right-hand side shows that the effective band gap is inversely 

proportional to R2, it increases as size decreases. On the other hand, the third term shows that the 

band gap energy decreases with decreasing R due to the increased Coulombic interaction. The 

second term becomes dominant with small R, thus the effective band gap is expected to increase 

with decreasing R [16]. In semiconductors, confinement effects are strong for particles whose 

radius is significantly smaller than the exciton Bohr radius, 欠喋, (r « 欠喋), intermediate for r 漢 欠喋 

and negligible for larger particles with radius a few times larger than 欠喋. The Bohr exciton radius, 欠喋, is given by: 欠喋 噺 綱待綱月態講航結態  

where 綱待 and 綱 are the permittivity of vacuum and relative permittivity of the semiconductor, 航 is 

the reduced mass of the electron and hole, 
陳賑陳廿陳賑袋陳廿, and e is the electron charge. For example, the 

Bohr radius of CdS is around 2.4 nm [17], and particles with radius smaller or comparable to 2.4 

nm show strong quantum confinement effects as indicated by a significant blue shift of their 

optical absorption relative to that of bulk [18–20].  

 

 

Figure 3.12 Absorption spectra of CdS nanoparticles in heptanes, curves correspond to different CdS NP 
dimensions: a) 1 nm, b) 3 nm, c) 5 nm. Adapted from [21]. 
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Absorbance spectroscopy is also used to determine the optical properties of a solution. Light is 

sent through the sample and the amount of absorbed light is measured. When the wavelength is 

varied and the absorbance is measured at each wavelength, a (wavelength vs absorbance) graph 

can be drawn using computer software. The applications of absorbance spectroscopy for solutions 

are extensive. For example, the absorbance can be used to measure the concentration of a solution 

by using Beer-Lamberts Law. However, when dealing with encapsulated nanoparticles as well 

“rough” thin films (e.g. ZnO NR, TP), the optical properties are much more complicated and the 

interpretation may not be straightforward because the measured absorbance spectrum does not 

necessarily show the actual absorbance but the extinction of the light. The extinction is both the 

absorbed and the scattered light from the particles / film. The absorption measurements were taken 

by Jasco V-530 spectrophotometer, typically operating in the 200–1100 nm spectral range, with 

100 nm/min scanning speed and 1 nm data pitch. 

 

 

 

3.2.1b Photoluminescence (PL) 

Photoluminescence is a result of incident-photon absorption that generates electron-hole pairs and 

produces emission of a photon at different wavelength. The incident photons, when absorbed, 

excite electrons usually from the valence band into the conduction band through momentum-

conserving processes because the photon momentum is negligible. The electrons and holes 

thermalize to the lowest energy state of their respective bands via phonon emission before 

recombining across the fundamental bandgap or the defect levels within the bandgap and emitting 

photons of the corresponding energies. A photon with an energy larger than the bandgap excites an 

electron from the VB to the CB. Since the density of states varies in three dimensions for a 

parabolic E(k) relation as the square-root of the energy, one would expect on this level, the onset 

of the absorption spectrum 糠岫月荒岻 according to 

 糠岫月荒岻 竿  謬 で 伐  巽 

 

for ゜の ≥ Eg, equals to zero otherwise. Indeed, this picture is too simple to be compatible with 

reality. Absorption process is a two-particle transition, i.e. by the absorption of a photon 

simultaneously an electron in the CB and a hole in the VB are created. Similarly, two particles are 

annihilated in a radiative or non-radiative recombination process. The point is now that the 

electron and hole interact via their attractive Coulomb potential, forming a series of hydrogen-like 

states below the gap, Figure 3.13. These states are called excitons. 



84 Chapter 3   |   Experimental 

 

 

Figure 3.13 Schematic drawing of the excitonic states. Adapted from [22]. 

 

The excitons are the quanta of the excitation in the electronic system of semiconductors or 

insulators. The ground state is a semiconductor with completely filled VB and empty CB. It has 

energy E = 0 and total momentum ゜k = 0. The series of hydrogen-like exciton states with main 

quantum number nB = 1, 2, 3… is followed by the ionization continuum, starting at Eg. In 

photoluminescence, the observed transition with highest energy corresponds to the exciton energy 

Ex = Eg – Exb (Figure 3.13). The ZnO excitonic binding energy (Exb) is roughly equal Exb 郁 60 meV  

while the excitonic Bohr radius is aB = 18 Å [23–31]. The huge deviations from the energy of 

hydrogen (Ry(H) = 13.6 eV, aB(H) = 0.53 Å) are caused by the effective and reduced electron and 

hole masses (band diagram curvature) and the dielectric constant of the material (screening). 

However, the optical properties of free, intrinsic excitons, which are characterized by a k vector 

and a dispersion relation E(k), are just a first order assumption. In fact electrons doesn’t move 

freely through the crystal and are subject to scattering processes, e.g. with phonons or structural 

defects. Furthermore, excitons can be bound to some center or defect, like ionized or neutral 

donors (D+, D0) or neutral acceptors (A0) forming D+X, D0X or A0X bound-exciton complexes 

(BXC) [32–36]. Usually there are no A–X complexes because it is energetically more favorable to 

have a neutral acceptor A0 and a free electron (A0e). These BXC have no translational degree of 

freedom, therefore they form – at low temperatures and defect concentrations – very narrow 

luminescence and absorption bands. In Figure 3.14 is reported a low temperature spectrum of ZnO 

TP grown by our group at IMEM (refer to Ch. 3.1 for growth details). Free (FX) and bound (D0X, 

A0X) exciton emissions are observed. 
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Figure 3.14 ZnO PL spectra at low temperature (10K). 
 NBE luminescence due to different BXC recombinations. 

 

 

The PL setup is straightforward and a schematic view is pictured in Figure 3.15. Exciting laser is a 

325 nm He-Cd produced by Kimmon Electronics and rated for 200 mW. Laser beam passes 

through a mechanical chopper (32 Hz frequency) controlled by a power supply allowing precise 

adjustments of the chopper frequency. The periodic interruptions of the light was required in order 

to provide the reference signal for the lock-in amplifier, which operates on the base of a phase-

locked loop (PLL) device.  Two optical mirrors set the beam height and a convergent lens focuses 

the spot on the sample mounted on the cryostat. Luminescence light is collected through two 

condenser lenses and focused on monochromator’s input slits. PMT is used as photon to electron 

conversion element, the signal is amplified by a lock-in amplifier (Princeton Applied Research 

mod. 5209) and a RS-232 pc based interface (SPEX 1702/04) is used to program the spectrum 

acquirement. The actual setup is pictured in Figure 3.15.  

 

 

Figure 3.15 Schematic representation of the PL setup. 

 



86 Chapter 3   |   Experimental 

 

User-defined parameters are: 

 

 wavelength range (330 ÷ 800 nm) 

 scanning speed (0.1 ÷ 15 Å / s)  

 Integration time (3 ms ÷ 3 s) 
 
 

The low temperature setup is made by a rotary pump (10-3 mbar), a compressor and the cryostat. 

Rotary pump is used to make vacuum inside the cryostat chamber, while the compressor employs a 

closed loop circulation of helium gas, used for sample cooling. The gas flows from the compressor 

to the refrigerator cryostat through a stainless steel high pressure hoses. Helium is heated when 

cooling the cryostat cold head, that is thermally coupled to the cold finger where the sample in 

mounted on. Two diodes control the temperature: one just above the cold head and the other is 

mounted on the cold finger itself, 5 mm away from the sample. 

 

3.2.2 Structural Characterizations 

 

3.2.2a X-Ray Diffraction (XRD) 

XRD is a versatile, non-destructive analytical method for identification and quantitative 

determination of various crystalline forms, known as ‘phases’ of compound present in powder and 

solid samples. Diffraction occurs as waves interact with a regular structure whose repeat distance 

is about the same as the wavelength. The phenomenon is common in the natural world, and occurs 

across a broad range of scales. For example, light can be diffracted by a grating having scribed 

lines spaced on the order of a few thousand angstroms, about the wavelength of light. It happens 

that X–rays have wavelengths on the order of a few angstroms, the same as typical inter-atomic 

distances in crystalline solids. When certain geometric requirements are met, X–rays scattered 

from a crystalline solid can constructively interfere, producing a diffracted beam. In 1912, W. L. 

Bragg recognized a predictable relationship among several factors summed in the well-known 

Bragg equation: 券膏 噺 に穴    肯 

 

Bragg's law states the condition for a sharp diffraction peak from an infinite crystal with perfect 

3D order. Typically the diffraction peak has a finite width which is associated with imperfection in 

some of the Bragg parameters. These imperfections can be associated with beam divergence, a 

somewhat polychromatic source, or defects in the crystals. The latter can be a basis for quantitative 

measurement of the deviation from the Bragg requirement for perfect crystal which is infinite in all 
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spatial directions. Deviations from the latter requirement have been explained in terms of 3 

features: (1) finite crystallite size (Scherrer equation [45–47]), (2) distortions of the first kind, 

which are random motion of atoms in a crystalline lattice (Debye thermal broadening) or other 

local randomization of lattice sites which do not disturb the 3D repetition or crystalline motif, and 

(3) distortions of the second kind, which involve destructive of long range order in the crystal, i.e. 

at long distances the lattice does not repeat perfectly. These usually lead to preferential broadening 

of high order peaks. The Scherrer equation can be written as: 

 経 噺 腔膏紅    肯 

 

where D = mean diameter, k = shape factor, そ = wavelength, く = the full-width at half maximum, 

and し = Bragg angle for studied reflection. Since small angular differences in angle are associated 

with large spatial distances (inverse space), broadening of a diffraction peak is expected to reflect 

some large scale feature in the crystal. The simplest way to obtain the Scherrer equation is to take 

the derivative of Bragg's law holding the wavelength constant and allowing the diffraction angle 

and the Bragg spacing to vary, 2dsinし = そ. Take derivative in d and し yields 2〉dcosし〉し = そ since 

〉し can be positive or negative the absolute value must be taken and it reflects the half width of the 

peak (really half-width at half-height) so 2〉し is the peak full-width at half-height (く).  The shape 

factor provides information about the “roundness” of the particle. For a spherical particle the shape 

factor is 1, for all other particles it is smaller than 1. The formula for this calculation is: 

 腔 噺 ね講 欠堅結欠喧結堅件兼結建結堅態 

 

If a Gaussian function  is used to describe the peak a pre-factor of 0.9 occurs so the Scherrer 

equation is given as [48]: つ経 噺 ど┻ひ膏紅    肯 

 

XRD patterns were recorded using a Thermo Scientific (Thermo ARL X’tra) diffractometer at 

Laboratorio di Strutturistica “M. Nardelli” (Università di Parma), thanks to Prof. Gianluca 

Calestani for allowing me to use the instrumentation. The diffractometer has a Bragg-Brentano – 

configuration (Figure 3.16) with a maximum 2 excursion ranging from -8° and 180°. X-Ray 

source is Cu Kg (そ = 1.542 Å) and the accelerating voltage can be set in the range 20 ÷ 40 KV. 

Diffracted rays are collected through a solid state Si:Li detector cooled by Peltier element.  
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Figure 3.16 The Bragg-Brentano し-し geometry.  

 

A typical ZnO wurtzite XRD pattern (Cu K radiation) is showed in Figure 3.17. The measure is 

about ZnO TP grown by our group at the IMEM institute (refer to Ch. 3.1.1a for growth details). 

 

 

Figure 3.17 Powder XRD pattern of ZnO TP with a typical wurtzite structure (PDF 36ｎ1451) [2]. 

 

 

 

3.2.2b Transmission Electron Microscopy (TEM) 

TEM analysis were performed by Dr. Laura Lazzarini in the IMEM institute, using a JEOL JEM-

2200FS. The primary electrons are emitted by a field-emission gun (with accelerating working 

voltage is 200 eV), consisting in an extraordinary thin tungsten tip, covered by zirconium coating. 

Electro-magnetic condenser lenses collect the electrons coming from the source and send them to 

the specimen in a parallel and coherent beam. Just beyond the sample, several magnetic lenses 

(objective, intermediate and projector) collect the transmitted beam, in order to compose a 

magnified sample image and send it to a CCD camera. TEM equipment allows a wide range of 

analytical methods. In particular, the sample imaging can be obtained by TEM, High resolution 
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(HREM) and in scanning (STEM) mode. The first two methods allows to display the material 

crystalline lattice (see Figure 3.18), by using the transmitted and the low-angle (Bragg) diffracted 

electrons while STEM mode generates high-angle and incoherent diffracted electrons, whose 

intensity depends on the atomic number Z. This method, called Z–contrast, gives also chemical 

information about the material. Moreover, purely chemical information about sample composition 

can be extracted by Energy Dispersive X–Ray Spectrometry (EDX). To operate the TEM in 

diffraction mode (ED), and obtain a reciprocal lattice image, the objective aperture is removed 

from the beam path and the scope is adjusted to focus an image of the back focal plane of the 

objective lens, not the image plane. The obtained pattern is completely dependent on the d-spacing 

and composition of the crystal that is being analyzed.  

 

 

Figure 3.18 HREM image of ZnO TP nanostructure. A zinc blend phase is observed between two wurtzite 
regions (as shown by FT insets). Adapted from [39]. 

 

 

 

3.2.3   Magnetic Characterizations 

 

Magnetic materials encompass a wide variety of materials and are classified in terms of their 

magnetic properties and their uses. They are classified by their susceptibility to magnetic fields 

into diamagnetic materials with weak repulsion from an external magnetic field (negative 

susceptibility), paramagnetic materials showing small and positive susceptibility, and 

ferromagnetic (FM) materials which exhibit a large and positive susceptibility to magnetic fields. 

In the first two categories the magnetic properties do not persist if the external magnetic field is 

removed, while for ferromagnetic materials, which exhibit strong attraction to magnetic fields, 
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these properties are stable even after removal of the external field. If a sufficiently large magnetic 

field is applied, the spins within the material align with the field. The maximum value of 

magnetization achieved in this state is called the saturation magnetization, 警聴. As the magnitude 

of the field decreases, spins cease to be aligned with the field and the total magnetization 

decreases. In FM materials, a residual magnetic moment remains at zero field. The value of the 

magnetization at zero field is called the remanent magnetization (警眺). The magnitude of the field 

that must be applied in the negative direction to bring the magnetization of the sample back to zero 

is called the coercive field (茎寵).  

It is known that the magnetic properties of nanostructures are quite different from corresponding 

bulk. The key difference between the magnetic behavior of a bulk magnetic material and a 

collection of single domain FM NP arises from the mechanism by which the magnetization is 

cycled through the hysteresis loop. In a bulk material, the magnetization increases in response to 

the field via domain wall nucleation and rotation as well as the rotation of the magnetization vector 

away from the easy axis of magnetization. In a single domain nanoparticle, domain wall movement 

is not possible and changes in magnetization of a material occur via activation over an energy 

barrier. These barriers arise from magnetocrystalline, magnetoelastic and/or shape anisotropy, all 

of which are energy densities and depends on grain volume (V). The critical diameter for a 

magnetic particle to reach the single domain limit is equal to:  迎鎚鳥 噺 ぬはヂ畦計航待警聴態  

where 畦 is the exchange constant, 計 is the effective anisotropy constant and 警聴 is the saturation 

magnetization. For most magnetic materials, this diameter is in the range 10–100 nm, though for 

some high-anisotropy materials the single domain limit can be several hundred nanometers [49]. 

If the number of atoms per particles is decreasing, the interaction energy (exchange energy) could 

reach values as low as the thermal energy kBT at room temperature. This leads to a spontaneous 

random orientation of the magnetic spin inside the particles, or in other words, the remanence 

magnetisation as well as the coercitivity will be zero. This means that the system reached the 

thermodynamic equilibrium and no hysteresis is present (on the contrary, ferromagnetism is a 

metastable state): this corresponds to the SPM state. Ferromagnetic and superparamagnetic 

behavior are compared in Figure 3.19: SPM describes the state of a single-domain-sized grain 

when thermal energy is sufficient to overcome barriers to a reversal of magnetization. When the 

energy barriers are large with respect to thermal energy, the magnetization is “blocked” and the 

probability of spontaneous reversal becomes negligible. When the barriers are relatively low, 

thermal excitations can result in reversal of the magnetization over very short time scales, and the 

grain is in a superparamagnetic state. 
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Figure 3.19 Magnetization as function of the external applied field for (A) ferromagnetic material,  
(B) superparamagnetic material 

 

SPM can be understood by considering the behavior of a well-isolated single-domain particle. The 

magnetic anisotropy energy per particle which is responsible for holding the magnetic moments 

along a certain direction can be expressed as follows: 継岫肯岻 噺 計旺撃    肯 

where V is the particle volume, 計旺 anisotropy constant and 肯 is the angle between the 

magnetization and the easy axis. The energy barrier 計旺撃 separates the two energetically equivalent 

easy directions of magnetization. With decreasing particle size, the thermal energy, 倦喋劇, exceeds 

the energy barrier 計旺撃 and the magnetization is easily flipped. For 倦喋劇 > 計旺撃 the system behaves 

like a paramagnet, instead of atomic magnetic moments, there is now a giant (super) moment 

inside each particle. This system is named superparamagnetic. Such a system has no hysteresis and 

the data of different temperatures superimpose onto a universal curve of M versus H. The 

relaxation time of the moment of a particle, 酵, is given by the Nèel-Brown expression [50] where 倦喋 is the Boltzmann constant, and 酵待 ~10-9 s. 酵 噺 酵待結捲喧 峭計旺撃倦喋劇嶌 

If the particle magnetic moment reverses at times shorter than the experimental time scales, the 

system is in a SPM state, if not, it is in the so-called blocked state (ferromagnetic behavior).  

The temperature, which separates these two regimes, the so-called blocking temperature, TB, can 

be calculated by considering the time window of the measurement. 

The blocking temperature depends on the effective anisotropy constant, the size of the particles, 

the applied magnetic field, and the experimental measuring time. For example, if the blocking 

temperature is determined using a technique with a shorter time window, such as ferromagnetic 

resonance which has a 酵 ~10-9 s, a larger value of TB is obtained than the value obtained from dc 

magnetization measurements. Moreover, a factor of two in particle diameter can change the 

reversal time from 100 years to 100 nanoseconds. While in the first case the magnetism of the 

particles is stable, in the latter case the assembly of the particles has no remanence and is SPM. 
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SPM behavior could be observed at sizes < 20 nm for iron oxide –Fe2O3; (magnetically soft 

material, relatively small anisotropy ~ 103 J/m3) or at 3 nm for FePt alloy (magnetically hard 

material, huge anisotropy ~ 106 J/m3). 

 

 

3.2.3a   AGFM 

Iron oxide magnetic nanoparticles were characterized by using two different techniques depending 

on the mass of the magnetic material, hence, in first assumption, the total magnetic momentum to 

be measured. AGFM (alternate gradient field magnetometry) is a high sensitivity technique for the 

measurement of magnetic moments as a function of an applied magnetic field. The technique is 

based on the application of an alternated field-gradient, in order to produce a periodic force onto a 

sample set in a uniform field [51].  

 

 

Figure 3.20 Schematic view of a AGF magnetometer. 

 

 

The sample is mounted on a quartz probe that transmits the deflection due to the field-gradient to a 

piezoelectric sensor. The sensor produces a voltage proportional to the force, and hence to the 

magnetic moment of the sample (Figure 3.20). The piezoelectric signal is processed by a lock-in 

system, thus eliminating most of the noise. Moreover, the measurements are performed at the 

mechanical resonance of the probe (102 梓 103 Hz) with a consequent amplification of the signal. 

The high sensitivity (10梓8 emu) makes this technique ideal for the characterization of small 

quantity of magnetite nanoparticles (in the order of micrograms). The magnetometer employed 

during this thesis (Micromag 2900) works at room temperature with a maximum magnetic field of 

20 kOe.  



Experimental   |  Chapter 3 93 

 

3.2.3b   VSM 

On the other hand, VSM is one of the most utilized techniques to measure basic magnetic 

properties as a function of the applied magnetic field in a wide range of temperatures, with a 

sensitivity of about 1·10-3 emu (or equivalently 10-7 A m2).  

The sample is placed in a constant magnetic field created by an electromagnet and moved up and 

down at a frequency of 75 Hz perpendicularly to the magnetic field direction. As the sample is 

moved, the magnetization changes as a function of time producing an induced e.m.f. in a set of 

pick-up coils according to Faraday’s Law of induction, preamplified by lock-in integrated in the 

VSM detection module. When the sample moves in a direction, the magnetic flux increases in one 

of the coils while decreases for the other overriding the variations due to the homogeneous field. 

Therefore, only the changes due to the magnetization from the sample are registered. 

VSM technique firstly developed by Simon Foner in the late 50s [52], and nowadays is a low cost 

alternative to other magnetometry techniques, as the magnetic field is provided by a water-cooled 

electromagnet, avoiding the use of liquid He or N2, which is required in SQUID magnetometry. 

The VSM equipment used in this thesis is a custom-built setup, located at the IMEM institute in 

Parma, the maximum applied magnetic field is 1.8 T, although it can be increased up to 2 T by 

decreasing the distance between the electromagnet pole pieces. Both AGFM and VSM 

measurement were performed, at IMEM, by our colleagues Dr. Francesca Casoli and Dr. Valentina 

Chiesi. 

 

 

 

3.2.4 Functional Characterization 

 

3.2.4a   Gas sensing 

ZnO nanostructures have been widely used for sensing applications because of their high 

sensitivity to the chemical environment. Nanostructures have the advantage of a high surface area, 

and electronic processes are strongly influenced by surface processes. The sensing process is 

governed by oxygen vacancies on the surface that influence the electronic properties of ZnO.  

At the working temperature (~400 °C) oxygen species in the air are adsorbed on the nanostructures 

surfaces and ionized to O–
ads and O2–

ads by capturing free electrons of the particles. This leads to the 

formation of a thick space-charge layer which increases the potential barrier (Figure 3.21A). As a 

consequence, the resistance of the sensor is high. On the other hand, when a reducing gas or 

volatile organic compound is allowed to enter the sensor, it reacts with the adsorbed oxygen to 

form CO2 and H2O with the release of electrons.  
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Figure 3.21 Schematic drawing of the working principle of a chemoresistive gas sensor.  
(A) Adsorption of oxygen on semiconductor surface and depletion of the nanostructure.  

(B) Oxidation of a reducing gas (formaldehyde) and release of one electron to the semiconductor CB [53]. 

 

 

This process results in the thinning of the space-charge layer, thus decreasing the potential barrier 

and increasing the current. In this case, the resistance of the sensor is low. On the contrary, 

oxidizing gases captures further electrons from the semiconductor CB resulting in a resistance 

increase. In Figure 3.21B a schematic sketch for the oxidation of formaldehyde is represented. 

According to Wolkenstein’s model [54] the sensing mechanism for formaldehyde can be expressed 

as follows: 

 

 

In Figure 3.22 a schematic draw of the gas sensor is provided. Gold contacts and platinum heater 

are evaporated on alumina substrate, then ZnO TP are deposit on the substrate by means of a 

mechanical mask to form a stripe across the gold contacts. Finally the alumina is wire–bonded into 

a TO–8 package taking care to let the substrate float to avoid thermal dissipation through the TO-8. 
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Figure 3.22 Simplified sketch of the gas sensor device (left), the actual device bonded into a TO-8 (right). 

 

 

To correctly measure the conductance variation due to electrons release/injection into the 

semiconductor CB, it is necessary to fix all the environmental conditions which may affect the 

material conductance, i.e. temperature, relative humidity (RH) and gases flows. Therefore, the test 

system must be provided with an appropriate apparatus to create the different gas mixtures, with 

known and reproducible concentration of gases, RH values and flow (Figure 3.23). Moreover, 

instruments to measure the sensor electrical properties are required (i.e. a current meter with at 

least 5 digit accuracy). Finally, a power supply is needed to heat the sensor up to the desired 

temperature. 

 

Figure 3.23 Schematic representation of the gas sensing measuring equipment. 

 

When the gas is introduced in the test cell (t0) , the conductance (Gair) of the sensor may change. 

This variation takes place in a time that is mainly dependent on the reaction mechanism at the 

sensor surface. At last, the equilibrium value (Ggas) is asymptotically reached. If the interaction 

with the surface is a reversible reaction, when the gas introduction is stopped (t2), the conductance 

decreases to the initial value (Gair). The times requested to change from Gair to Ggas (when the gas is 

introduced) and from Ggas to Gair (when it is removed from the test cell), are typical of the peculiar 



96 Chapter 3   |   Experimental 

 

sensor-gas interaction. Due to the asymptotic behaviour, it is a well adopted convention to report 

the time corresponding to 63% of 〉G (t1-t0 and t3-t2 in Figure 3.24). 

 
Figure 3.24 A generic conductance vs. time curve of a gas sensor.  

The gas is introduced in the test cell at t0 and removed at t2.  

 

The gas response R to a specific gas concentration is generally defined as: 

 迎 噺 罫直銚鎚 ‒ 罫銚沈追 罫銚沈追 噺 弘罫罫銚沈追  
 

By varying the gas concentration, it is possible to define the conductance (G) vs. concentration (C) 

curve and define the sensor sensitivity SC to that gas (as shown in Figure 3.25). 

 
Figure 3.25 Definition of “sensitivity” (S) of a sensor to a concentration C of a gas. 

 

The response and the sensitivity, are temperature-dependent. So, repeating the electrical 

characterization at different temperatures, it is possible to define the maximum response (or 

sensitivity) temperature, i.e. the temperature at which the response (or the sensitivity) to a specific 

gas is maximum. At the same time it could be possible to locate temperature ranges in which the 

selectivity to a gas of  interest is maximized. This is possible when, in that temperature range, the 
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response to the “interfering” gas is negligible. In this way it could be possible to partially 

overcome the problem of the low selectivity that generally affects this kind of sensors. 

 

 

3.2.4b   Photocatalytic activity 

The term photocatalysis in general, refers to any chemical process in which the external energy 

source is derived from radiation in the ultraviolet - visible range [55] . The basic mechanisms of 

heterogeneous photocatalysis have been investigated by many researchers [56-60] and can be 

represented schematically by the band gap model (Figure 3.26 ). When energy greater than Eg is 

applied to the semiconductor surface, valence band electrons are promoted to the conduction band, 

creating electron – hole pairs (1). Migration of the pairs to the semiconductor surface (2) allows 

the occurrence of redox reactions with adsorbates with suitable redox potentials (3). 

Thermodynamically, oxidation will occur if the redox potential of the valence band is more 

positive than that of the adsorbates. 

 

 

Figure 3.26 Schematic view of the photocatalytic process. 

 

Similarly, conduction band electrons can reduce adsorbed species if their redox potential is more 

negative than that of the adsorbates. Clearly, the most likely outcome of the formation of electron-

hole pairs is their simple recombination, with subsequent release of thermal energy and/or light 

(4). Electron-hole recombination typically takes place within a few nanoseconds, while the redox 

processes may require microseconds (even ms) and this reduces photocatalytic activity 

considerably. Therefore, efficient carrier separation is a vital parameter when determining activity 

[61]. Before any reaction or recombination step can take place the charge carriers must be trapped 

a/o separated. Defects play an important role in this process. Defects can be either intrinsic, (i.e. 

oxygen vacancies in nanostructured reducible oxides), or extrinsic, such as dopants or impurities.  
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Figure 3.27 Band alignment of common semiconductors and standard redox potentials at pH=7  
(versus normal hydrogen electrode) [62]. 

 

As shown in Figure 3.27, the valence band redox potential of TiO2 (and ZnO) is more positive than 

that of the  OHひ/ OH− redox couple, resulting in the oxidation of adsorbed water and hydroxyl 

groups to highly reactive hydroxyl radicals on both irradiated forms of the oxide. This reaction is 

the basis behind the immense research effort into TiO2 (and secondly ZnO) for the oxidation of 

organic contaminants in aqueous waste streams [56,57, 63–65]. Two oxidation reactions can take 

place at the TiO2 (ZnO) valence band. Firstly, adsorbed organic material (RH) can be directly 

oxidized by semiconductor holes (h+) producing cationic radicals RH+. Secondly, the oxidation of 

water and/or hydroxyl groups can give rise to the formation of highly reactive hydroxyl radicals, 

OHぃthat can subsequently initiate further compound oxidation [63]. 

 

 

 

The main reaction occurring at the TiO2 (ZnO) conduction band is the reduction of adsorbed 

molecular oxygen, resulting in the formation of superoxide radicals O2
ひ–. Such superoxide radicals, 

can give rise to the formation of additional OHひ radicals through the following reactions: 
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Although both ZnO and TiO2 are excellent photocatalysts upon UV illumination, they are wide 

band gap semiconductors (3.2 eV) thus only 5% of the solar energy can be harvested. For this 

reason, considerable research effort has been invested into increasing their photocatalytic activity, 

particularly by enhancing its ability to be activated by visible light. To improve photocatalytic 

activities, composite semiconductor photocatalyst systems have received a great deal of attention 

because of two important reasons. First, in the composite semiconductor systems with different 

energy levels, wide band-gap semiconductors can harvest visible light by coupling narrow band-

gap semiconductor photosensitizers [70,71]. Second, charge injection from one semiconductor into 

another can lead to efficient and longer charge separation by reducing the electron–hole pair 

recombinations [72,73]. Various types of ZnO micro / nanomaterials have been studied for 

photocatalyst applications [74]. However, there are difficulties in collecting and recycling powder-

type photocatalysts after use. Recently, 1-D ZnO nanostructure arrays, such as nanowires [75,76] 

and nanobelts [77] have been tested as immobilized photocatalysts due to their expected high 

photocatalytic activity resulting from large surface-to-volume ratio, and recyclable characteristics 

[78]. Considerable research effort has been invested in the combination of photocatalysts with 

organic and inorganic dyes too, such as erythrosin B [79] and cis–di(thiocyanato–N,N–bis(2,2ガ–

bipyridyl–dicarboxylate)Ru(II) [80]. A huge number of potential dye / sensitizers have been 

reported in the literature, but the ones with optimum performance appear to be transition metal 

complexes derived from polypyridines ( Ru(II) ), porphyrins, or phthalocyanines ( Zn(II), Mg(II) 

or Al(III) ) as ligands [81,82]. The principle behind these systems is that the dyes absorb the 

visible radiation and form excited states. From these states, electrons are injected into the 

conduction band of the semiconductor oxide, thereby inducing a visible response in the oxide. For 

effective function, the adsorbed dye needs to have an excited state located above the bottom of the 

semiconductor band [16] and to have a strong interaction with the oxide such that a fast and 

efficient electron junction is produced. Assuming these considerations are met, the results of such 

sensitization are (1) an increased efficiency of the excitation process, and (2) an expansion of the 

absorption spectrum of the semiconductor via excitation through the sensitizer. However, such 

dyes are complex molecules and are not a low cost option. This, together with the fact that their 

thermal and/or photochemical stability is poor, can lead to poor lifetimes for photocatalysts 

prepared in this way [83]. However, if oxygen is excluded from the system and the oxidation state 

of the dye is quenched with an appropriate electrolyte, such a strategy has been demonstrated to be 

successful [84] but probably not suitable for real life applications where photocatalytic systems 

often operate in free air or water based environment [63]. Although there are many procedures 

reported for the measurement of heterogeneous photocatalytic activity in liquid [56,85], the 

conceptual basic setup is common and very simple. Two samples are typically prepared. A first 

one, in which the photocatalyst is be dispersed in the liquid phase containing the organic pollutant 

whose degradation has to be measured; and a second sample (a reference) without the catalyst. The 
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samples are kept at a constant temperature while illuminated with an appropriate light source 

(monochromatic UV radiation, halogen lamp or solar simulator are the most used) in order to 

photo-generate carriers in the photocatalyst and promote redox reactions at the surface to form the 

active species (typically superoxide and hydroxyl radicals) that degrade the organic molecule. The 

illumination is stopped after a fixed time, the photocatalyst is then removed from the liquid phase 

(by means of sedimentation, centrifugation, filtration) and an aliquot of liquid is collected. A UV-

VIS absorbance measurement is acquired and the comparison between the sample and reference 

gives informations about the photocatalytic activity. Typically a dye is used as pollutant for 

laboratory tests, for example  methylene blue (MB). The degradation rate (D) of MB in isopropyl 

alcohol (IPA) is related to the intensity of MB main peak (665 nm) and is expressed as: 経 噺 畦待 伐 畦痛畦待  

Where 畦待 is the absorbance maximum of the reference and 畦痛 is referred to the sample. In Figure 

3.28 is shown a typical absorbance spectrum of a solution of 10-5 M MB in isopropyl alcohol (blue 

line) used as a reference and a sample using ZnO TP as catalyst illuminated for 1 hour at 325 nm. 

In this case, the degradation rate is D 竿0,6, about the 60%. 
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Figure 3.28 Absorbance spectra of reference MB (blue line) and photo-degraded MB (red). 

 

Photocatalytic activity of ZnO is attributed both to the donor states caused by the large number of 

defect sites such as oxygen vacancies and interstitial zinc atom and to the acceptor states which 

arise from zinc vacancies and interstitial oxygen atoms [86]. A reasonable assumption is that 

interfacial electron transfer takes place predominantly between these donor states (VO and Zni) and 

MB, instead of radiative charge recombination which causes green emission in ZnO. Being a 

cationic dye, MB, acquires electron from excited donor states and decomposes. 
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4 Results: functionalized materials 

 

4.1  Cadmium Sulphide 

 

Hybrid nanostructures consisting of two or more different functional units display new and 

enriched properties for optical, catalytic, photovoltaic and even biomedical applications. It is well 

known that an interface in hybrid nanostructures facilitates transport of electrons across both sides 

[1] and entirely novel properties may arise because of the coupling between the different materials: 

typically the increase of photocatalytic activity and photo–generated carriers. In particular 

heterostructures of ZnO NR / NW and CdS have been widely investigated for photoenergy 

conversion applications, ranging from catalysis [2–4] to solar cell [5–9] and hydrogen production 

through photo–induced water splitting [10–14].  

This chapter is dedicated to the study of CdS–ZnO coupled compound. The sensitization of ZnO 

TP with CdS has been carried out through a modified non–aqueous chemical bath deposition 

(CBD) process, which allows the control of CdS thickness and morphology, without the need of 

any surface passivating agents – thus providing a clean interface between CdS and ZnO – in order 

to obtain a type–II heterojunction to be used in the aforementioned applicative fields.  

Although different approaches for the synthesis of CdS NP are reported in literature (refer to Ch. 

2.2.2), none of them can be considered fully suitable for the functionalization of ZnO 

nanostructures. In fact, CBD depositions are mainly aqueous–based methods and require alkaline 

or acidic environment that invariably affects the ZnO surface: ZnO is a well–known amphoteric 

material, which dissolves in alkaline environment to produce water soluble zincate anions 

(Zn(OH)4
2–), while at low pH values, Zn2+ ions are present. These remarks exclude definitely 

traditional CBD techniques as a possible strategy to functionalize ZnO nanostructures without 

affecting their surface. High temperature syntheses (e.g. hot–injection method, refer to Ch. 2.2.2a) 

require the presence of surface passivating agents or ligands, to limit the extremely high surface 

reactivity of small NP. These molecules, typically consisting of a coordinating head group and a 

long alkyl chain, are very useful reactants in high temperature synthesis since adsorb to the 

surfaces of the growing NP providing a capping layer that stabilizes the NP in solution. In addition 

ligands also mediate NP growth creating a diffusion barrier, hence resulting in a diffusion–limited 

growth.  
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Despite of these advantages, it is preferable to avoid such complexing or capping agents that 

would likely be trapped at the boundary between CdS nanoparticles and ZnO degrading interface 

performance (i.e. charge separation and injection in a PV cell or photocatalytic system) [15–19].  

 

 

4.1.1 Synthesis of CdS nanoparticles 

A new approach in the synthesis of CdS NP is desirable and different solvents were tested (Table 

4.1.1), firstly towards the ability to effectively suspend semiconductor nanostructures (ZnO TP and 

CdS NP), then as a solvent themselves (i.e. dissolve CdS precursors). Solvents with high dielectric 

constant and high dipole moment resulted the best as dispersive media, among the tested bunch. 

This could be due to the affinity (electrostatic shield) with negative charged hydroxyl and oxygen 

groups located at the ZnO nanostructures’ surface. In particular, N,N–Dimethylformamide (DMF) 

showed very good response as both, dispersive media and solvent. It effectively shields polar 

solutes and nanostructures (both CdS and ZnO), keeping them floating without visible aggregation 

/ precipitation, so that ligands or surfactants are not needed.  

 

Polar aprotic solvents 

Name Formula 
Boiling 

Point 

[°C] 

Viscosity [cP] 

@ 20°C 

Dipole 

moment 

[D] 

Dimethyl sulfoxide CH3–S(=O)–CH3 47 189 2.00 3.96 

Dimethylformamide H–C(=O)N(CH3)2 38 153 0.92 3.86 

Acetonitrile CH3–CzN 37 82 0.34 3.84 

Methyl ethyl ketone CH3–C(=O)–CH2–CH3 19 79 0.43 2.76 

Tetrahydrofuran /–CH2–CH2–O–CH2–CH2–\ 7.5 66 0.48 1.63 

Acetone CH3–C(=O)–CH3 21 56 0.32 2.91 

 

Polar protic solvents 

Name Formula 
Boiling 

Point 

[°C] 

Viscosity [cP] 

@ 20°C 

Dipole 

moment 

[D] 

Water H–O–H 80 100 0.001 1.85 

Methanol CH3–OH 33 65 0.59 1.69 

Ethanol CH3–CH2–OH 30 78 1.200 1.69 

Iso–propanol CH3–CH(–OH) –CH3 18 82 2.05 1.55 

n–Butanol CH3–CH2–CH2–CH2–OH 18 118 3 1.52 

      

Table 4.1.1 List of solvents tested against the dispersion of ZnO nanostructures. 
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In a typical reaction, 266 mg of cadmium acetate dehydrate (Sigma–Aldrich 98%, PM = 266.5) are 

added to a beaker containing 50 ml of DMF. The beaker is placed on the heating/stirring plate and 

the temperature is raised to 120 °C. Then 152 mg of thiourea (ACS grade > 99%, Sigma–Aldrich, 

PM = 76.1) dissolved in 10 ml of DMF are quickly added to the solution (final Cd2+/S2– molar ratio 

1:2) which turns immediately pale yellow. Reaction was carried on for 5 minutes then cooled 

down spontaneously. The solid phase was separated by centrifugation at 5000 rpm for 15 minutes 

and washed with distilled water to remove unreacted precursors. The “hot injection” (130 °C is not 

that hot compared to the temperature reached with high boiling solvents in the so–called hot– 

injection method, see Ch. 2.2.2a) promotes a quick nucleation but since no complexing or 

passivating agents are used, settling time is crucial. The kinetic requirement is simple: the less is 

the settling time, the smaller the NP are. But this is true for a diffusion limited growth, where the 

kinetic limiting stage is the flow of nutrient phase to the growing embryos, this requirement is 

typical achieved using polymer as surfacting agents, or strong ligands, that slow down the growth 

kinetic. When just a solvent is used (DMF in this case), it is difficult to separate the nucleation 

stage and the growth process in time and obtain nearly monodisperse particles. When a small 

nucleus or embryo is close to a larger crystal, the ions formed by (partial) dissolution of the 

smaller, can be incorporated into the larger crystal. As the smaller crystal becomes even smaller, 

its dissolution will become ever more favorable and eventually it will disappear. The result is that 

the larger crystals grow at the expense of the smaller ones and no dimensional control is achieved. 

Finally, if the particles concentration is sufficiently high, then the probability of collisions between 

these particles becomes high. This can result in either aggregation or coalescence. 

 

 

Figure 4.1.1 SEM image of highly polydispersed CdS NP (sample CdS1). Scale bar is 1 m. 

 

All of these considerations can explain the results of the sample CdS1 as shown in the SEM 

analysis reported in Figure 4.1.1. XRD diffractogram is depicted in Figure 4.1.2: the different 

peaks FWHM and peaks shape (lorentzian) suggest different grain sizes for CdS NP (dimensional 
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polydispersed NP). The observed crystalline phase is hexagonal wurtzite, according to ICCD 

database (JCPDS #80–0006).  

20 25 30 35 40 45 50

0

500

1000

1500

2000

2500

1
1

2

1
0

31
1

0

1
0

2

1
0

1
0

0
2

1
0

0

In
te

n
si

ty
 [

co
u

n
ts

]

2 [degree]

 CdS 1

 

Figure 4.1.2 XRD analysis on the sample CdS1. CdS NP crystallize in wurtzite phase (JCPDS #80–0006), 
 peaks shape suggest a wide dimensional range of NP. 

 

 

Different syntheses were performed in order to understand the chemical / physical parameters that 

influence the nucleation–growth process of CdS NP in DMF. Here’s a brief description: 

 

1. Precursor concentration has to be high enough to promote a high number of critical nuclei 

but not too high in order to avoid coalescence and aggregation. 

2. Temperature is very important when dealing with thiourea, CdS precipitation can take 

place in seconds or hours depending on the working temperature. 

3. Lowering the solution temperature after injection of thiourea helps to slow and kinetically 

limits growth. 

4. Adding a small amount of thiourea after the nucleation phase (i.e. when the solution turns 

yellow) helps to avoid Ostwald ripening (it focuses NP dimensions) [20]. 

 

Further syntheses were performed and finally, in Figure 4.1.3 A and B, rather monodispersed CdS 

nanoparticles (sample CdS2) are shown. The synthesis was carried out as follows: 132 mg of 

cadmium acetate were loaded into 50 ml DMF and thiourea was added when the system reached 

the working temperature (70 °C). 144 mg of thiourea were dissolved into 50 ml DMF but only 30 

ml were quickly added at one time. The remaining 20 ml were slowly added during a couple of 

minutes after the typical yellow color appeared. Conversely to the previous synthesis, where the 

growth started at the same time that nucleation occurs, temperature lowering helps to separate the 

two events. In fact solution changed color slowly, the growth of CdS NP is likely limited by 

surface processes because of the temperature drop caused by thiourea addition. Reaction was 

stopped after 15 minutes and the solution cooled down spontaneously. Although NP looks quite 
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large (about 50 nm), there is no evidence that NP are single grains. On the contrary, their shape 

suggests they are likely regular aggregates of smaller NP and XRD analysis confirms the 

hypothesis (Figure  4.1.4). Scherrer analysis on the (100), (002) and (101) reflection shows a mean 

diameter of 10 nm. The improved dimensional control with respect to the sample CdS1 can be due 

to the rapid temperature drop caused by the addition of a big volume (30 ml to 50 ml) of cold 

thiourea solution. Thus, not only growth kinetic has been slowed down, but also thiourea 

dissociation is limited. Moreover, the following slow addition of thiourea helped to stabilize 

growing nuclei and to reduce dimensional polydispersity. 

 

 

Figure 4.1.3 CdS nanoparticles aggregates (sample CdS2). Scale bars are 500 nm. 
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Figure 4.1.4 XRD analysis on the sample CdS2. CdS NP present a wurtzite structure and peaks shape is 
almost gaussian reflecting a good dimensional control. 

 

A third example about how to further reduce NP dimensions, is reported in Figure 4.1.5 (sample 

CdS3). This synthesis was performed at an intermediate temperature (90 °C) which was found to 

be a good compromise between a rather burst nucleation (dissociation rate of thiourea at 90 °C is 

significantly higher than that at 70 °C in DMF) and a delayed / slow growth. Moreover a rapid 

quench of the solution in a cold water bath was chosen to avoid further particles enlargement. 
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According to SEM images (Figure 4.1.5), aggregation is observed. It is likely that particles 

minimize their surface energy by forming bigger “particles” with rather spherical shape. XRD 

analysis confirms the hypothesis of aggregation: mean grains dimension, estimated by peaks 

FWHM, is significantly lower than tens of nanometers, as observed in SEM images.  

 

 

Figure 4.1.5 Small grains CdS NP achieved through thiourea dissociation rate control and burst growth stop 
 achieved by thermal quench (sample CdS3). Scale bars are 500 nm. 

 

 

Considering the low angle reflections (between 25° and 28°) a peaks convolution is evident due to 

particles dimension decrease and resulting increase in FWHM. Calculation based on Scherrer 

formula for (100), (002) and (101) peaks gives a mean diameter of 4.1 nm. The peaks broadening 

is noticeable in high order reflection too: (103) peak is masked under the more intense (110) and 

(112) reflections. Scherrer analysis on these peaks reported 3.7 nm which is consistent with the 

previous analysis based on high d–spacing reflections. 
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Figure 4.1.6 XRD spectrum of small CdS NP (sample CdS3), mean grains dimension is about 4 nm. 

 

TEM investigation was performed on this sample even though it was not easy to prepare the 

copper grid properly: in fact the free–standing NP tend to aggregate, particularly upon solvent 
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evaporation. The HREM image of a “thin” aggregate is reported in Figure 4.1.7A, crystal fringes 

are evident and NP mean diameter is in the order of 5 nm. The Fourier transform (FT) is also 

reported (B): the first evidence is the broad ring, centered at 3.25 ± 0.1 Å. The FWHM of this peak 

corresponds to a mean dimensions in the order of 1 nm but this value is inconsistent with both 

HREM observations and XRD mean dimensions calculated by the Scherrer formula. Moreover the 

spot at lower d–spacing (2.05 Å) corresponding to the wurtzite (110) reflections has a different 

width. In fact CdS wurtzite (100), (002) and (101) peaks overlap and the observed ring is the 

convolution of the three distinct peaks with d–spacing respectively of 3.57Å, 3.34 Å and 3.15 Å. 

This results in NP dimensions of 4 nm and is in agreement with both HREM observation and 

XRD–Scherrer mean dimension, indicating that each individual CdS NP is a single crystal. The 

(102) reflection has not been observed in both XRD and TEM analysis and this can be due to the 

low intensity and the relative high background (in the XRD spectrum) / noise (in the FT image). 

 

  

Figure 4.1.7 (A) HREM image of CdS NP in sample CdS3. (B) reports the FT pattern.  
HREM image marker is 5 nm. 

 

The new approach at the CdS synthesis looks promising: in this way it is possible to control the 

CdS NP dimensions rather effectively without the need of surface passivating agents, ligands or 

surfactants. The bottom line is that aggregation occurs inevitably: however it is not supposed to 

take place during the synthesis, but because of centrifugation or drying. It is worth noting that this 

synthetic approach is specific for the functionalization of ZnO and it is not intended to replace 

“conventional” methods, (hot–injection in particular) that allow far superior dimensional control 

and the possibility to obtain single NP or ordered 2D, 3D superstructures because of the role of 

capping agents.  

The present challenge is indeed the ability to synthesize small CdS nanoparticles (2 ÷ 10 nm) 

without any surface passivating agents and create an effective type–II heterojunction between CdS 

and ZnO nanostructures.  
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4.1.2 CdS functionalization of ZnO tetrapods  

 

4.1.2a Synthesis and structural characterization 

CdS@ZnO heterostructure has been synthesized through a modified CBD process using DMF, 

without the need of any passivating agents. In a typical reaction 3 mg (~ 37 mol) of ZnO TP are 

dispersed into a 100 ml beaker together with 50 ml of DMF keeping a vigorous stirring for 10 

minutes and sonicated for 5 minutes. 3 ml of 10–5 M solution of cadmium acetate (99.99%, Sigma–

Aldrich, CAS: 89759–80–8) in DMF is added to the suspension and stirred for 30 min, then 

temperature is quickly raised to 90 °C and 3 ml of 10–5 M solution of thiourea (99%, Sigma–

Aldrich, CAS: 62–56–6) in DMF is added. The suspension is then cooled down to room 

temperature and rinsed with distilled water. The solid phase is collected by centrifugation and 

washed again with water to remove the excess of unreacted precursors (sample CdS@ZnO). SEM 

analysis on the coupled compound is unable to reveal nano–sized structures attributable to CdS 

(Figure 4.1.8, left), the sample morphology reminds that of bare ZnO TP. To reveal the presence of 

CdS, an EDX spectrum is acquired and the analysis shows (Figure 4.1.8, right) an atomic ratio 

Cd/Zn = 1:13. Silicon peak is due to the substrate.  
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Figure 4.1.8 SEM image of as synthesized sample CdS@ZnO (left). Scale bar is 1 m.  

EDX analysis on CdS@ZnO TP coupled material (right). 

 

To understand the EDX spectrum, one can consider the hypothesis of heterogeneous nucleation: a 

core–shell structure i.e. a ZnO TP core and a thin, uniform CdS layer surrounding it. In fact, the 

ZnO surface can be considered a catalyst for cadmium sulphide nucleation. Heterogeneous 

nucleation is energetically preferred to the homogeneous one and can occur near equilibrium 

saturation conditions while homogeneous nucleation requires a (highly) supersaturated solution. In 

heterogeneous nucleation, subcritical nuclei or even individual ions can adsorb onto the substrate 
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because of both VdW and electrostatic interactions, and minimize their free energy by sticking (i.e. 

incorporate) to the surface. 

 

 

Figure 4.1.9 TEM analysis of the sample CdS@ZnO. EDX mapping of Zn (A), Cd (B) and Zn + Cd (C) 
forming the CdS@ZnO core–shell heterostructure. STEM image (D) and a magnify view of CdS grains 

surrounding the ZnO core (E). Scale bars are 200 nm in all images. 



Results: functionalized materials  |  Chapter 4 113 

 

It is known (refer to Ch. 2.2.2), that CdS nucleation / growth can take place through two different 

mechanism: ion–by–ion and hydroxide cluster. The former is more likely to be the dominant in our 

system because of pH and solvent used. In ion–by–ion mechanism, controlling the dissociation 

rate of sulphur precursors is crucial to promote heterogeneous nucleation instead of the 

homogeneous one. A rapid release of S2– ions would invariably lead to CdS bulk precipitation (Kps 

= 10–28). But since the pH is neutral and DMF, instead of water, is used, thiourea dissociation rate 

is significantly lowered so that it is possible to control the S2– concentration simply by means of 

temperature setting. It was found that 90 °C still keeps low values of local supersaturation to 

promote heterogeneous nucleation (in situ nucleation and growth on TP surface) over 

homogeneous one. TEM analyses performed on the functionalized TP demonstrate that a thin 

grainy layer of cadmium sulphide, about 10 nm thick, surrounds the ZnO TP (Figure 4.1.9 D and 

E). 

 

Figure 4.1.10 (A) HREM image of the dense arrangement of CdS crystallites on a TP arm tip. 
 In the inset  its FT.  (B) Intensity map obtained with the spatial frequencies circled in the FT.   

 

The STEM EDS mapping analysis confirms that the cadmium sulphide coats the ZnO core, as 

shown in Figure 4.1.9 A and B that reports the X–ray maps obtained with the Zn K and Cd L 

respectively, while Figure 4.1.9C is the superposition of the two. The CdS crystallites completely 

cover the ZnO as it is shown in STEM images (Figure 4.1.9 D and E) and in the HREM image 

reported in Figure 4.1.10A. Its Fourier Transform (FT) in the inset, reports the typical ring feature 

coming from the random orientation of the CdS crystallites. The intensity distribution of the spatial 

frequencies present in the FT can be analyzed, in order to display which region has given rise to a 

particular frequency, as done in Figure 4.1.10B using the three much intense reflections (100, 002 

and 101) for the wurtzite structure. An estimation of the average grain dimension has been done on 

different images and it has been found to be in the range of 2 ÷ 5 nm,  taking into account the error 

inherent to this procedure. This is in good agreement with the value obtained from XRD data 

(Figure 4.1.11). Scherrer analysis on the three main broad peaks at 24.09°, 26.6° and 28.3°, 

A B
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corresponding respectively to (100), (002) and (101) reflections of wurtzite structure (P63mc) 

(JCPDS No. 80–0006), shows an average size of about 3 nm.  No other peaks arising from possible 

impurity phases were observed. 
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Figure 4.1.11 XRD analysis on the CdS@ZnO TP core–shell structure. 
Reflections in red belong to CdS (JCPDS No. 80–0006) and green to ZnO (JCPDS No. 79–0205) 

 

Dimensional control is good since grains dimensions appear to be uniform throughout the sample: 

it is likely that Cd2+ ions are adsorbed on zinc oxide surface and act as ‘nucleation seed’ for 

cadmium sulphide formation following the ion–by–ion mechanism. Slow dissociation of thiourea 

and consequent low concentration of S2– ions in the solution avoids bulk precipitation and 

promotes in situ growth on TP surface.  

 

4.1.2b Photoluminescence 

Since TEM observations show an average CdS particle size of about 3 nm, a blue shift in the 

photoluminescence spectra of cadmium sulfide is expected. While the absorption and scattering of 

incident light in larger colloidal particles is described by Mie’s theory, the optical spectra of 

nanocrystalline compound semiconductors [21–27], which show blue shifts in their absorption 

edge as the size of the particle decreases, cannot be explained by classical theory [28–31]. Similar 

size dependent optical properties are examples of the size quantization effect which occurs when 

the size of the nanoparticle is smaller than the bulk–exciton Bohr radius of the semiconductor. For 

nanoparticles the electron and hole are closer together than in the macrocrystalline material, and as 

such the Coulombic interaction between electron and hole cannot be neglected, they have higher 

kinetic energy than in the macrocrystalline material. Brus showed [29,30,32] for CdS and CdSe 

nanocrystallites that the size dependence on the energy of the first electronic transition of the 

exciton (or the band gap shift with respect to the typical bulk value) can be approximately 

calculated using the effective mass approximation [33]: 
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where r is the radius of NPs, Eg(r) and Eg(∞) are the effective band gap and the bulk band gap, 

respectively. The me (0.21) and mh  (0.80) are the effective mass of electron and hole, and  (8.9) is 

the bulk dielectric constant.  

To evaluate cadmium sulphide optical properties, CdS nanoparticles were prepared using DMF as 

solvent as described in the previous chapter (sample CdS3) and a room temperature luminescence 

spectrum was collected (Figure 4.1.12A). As expected [29–33] the effect of quantum confinement 

is huge: bulk cadmium sulphide has a band gap of 2.4 eV (corresponding to 516 nm), while the 

luminescence of the sample shows a nearly 0.6 eV blue shift. 
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Figure 4.1.12 (A) PL spectra of CdS NP. (B) PL spectra of the coupled compound CdS@ZnO TP (green 
line) showing a quench of CdS luminescence (red line). Bare ZnO TP are shown as reference (blue line). 

 

The luminescence of CdS NP is very intense and the peak is quite large, with tails on both sides. 

Comparing the FWHM and spectral barycenter of the curve with those reported in literature 

[34,35], the luminescence of the observed sample is due to NP with dimensions ranging from 2.5 

nm to 5 nm which is consistent with TEM and XRD analysis. Emission spectrum of ZnO TP is 

reported in figure 4.1.12B, blue line. TP are the same used for the functionalization with CdS and 

measured in the same experimental conditions, thus directly comparable. The ZnO TP PL spectra 

shows a common behavior [36,37] with a UV peak centered at 380nm (3.26 eV) caused by 

interband transition and a wide emission band, which covers almost the visible range, centered at 

500 nm, corresponding to the green region (see Ch. 2.1.2). The green band is known to be 

associated to stoichiometry related defects such as zinc vacancies, interstitial zinc as well as 

surface defects [36]. It is worth to note that UV peak is stronger than green emission, this is a mark 

of a high quality vapor phase growth. As previously reported [38], green luminescence is often 

dominant in ZnO TP because of high surface to volume ratio.  
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The luminescence of the core–shell structure (Figure 4.1.12B, green line) clearly shows a quench 

of the CdS emission and a blue shift of the green band (all PL curves have the same vertical scale 

and are comparable). The latter can be due to CdS functionalization on ZnO TP, since the green 

band is strongly dependent on the ZnO surface. The former evidence is very interesting since this 

could be a proof of electron transfer from CdS to ZnO. ZnO nanostructures functionalized with an 

extremely thin layer of cadmium sulphide are widely used in ETA solar cells [6,7,39,40] and 

photocatalytic systems [2–4] because CdS and ZnO can form a type–II heterojunction, i.e. the 

conduction band edge of ZnO is located between the conduction band and the valence band of CdS 

(Figure 4.1.13).  

 

 

Figure 4.1.13 Schematic sketch of a type–II heterojunction between CdS and ZnO. 

 

In this band gap alignment, when the electron–hole pairs are generated (by visible light excitation) 

in CdS nanoparticles, the photoelectrons can be transferred to the conduction band of the ZnO TP, 

which assists the charge separation process of the electron–hole pairs before they recombine 

[39,40]. In a mono–crystals this holds true until CdS thickness does not exceed the CdS exciton 

diffusion length (from 100 nm up to several microns [41,42]), otherwise electron hole pairs can 

recombine and CdS stand–alone emission is observed. When dealing with nanostructures, such 

idealization is not observed because defects, impurities, grain boundaries and surface states may 

promote the exciton recombination.  

For comparison purpose, in Figure 4.1.14 the TEM analysis of a coupled compound CdS on ZnO 

TP sample grown with an excessive concentration of precursors (Cd / Zn = 1:5) is reported, i.e. 

sample CdS@ZnO–2, in which heterogeneous nucleation occurs only partially, and some 

homogeneous nucleation takes place. This causes the formation of large CdS aggregates (some in 

excess of 100 nm) formed by small NP (Figure 4.1.14). 
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Figure 4.1.14 TEM analysis on a sample CdS@ZnO–2 grown with excess of precursors (Cd / Zn = 1:5): 
homogeneous nucleation takes places together with heterogeneous one. (A) STEM image of the sample 

CdS@ZnO–2, (B) is a magnified view of A, (C) shows the spot–like CdS coverage. 
Scale bars are respectively 500, 100 and 20 nm. 

 

Since such large agglomerates don’t allow an efficient charge separation (only a fraction of CdS 

NP are close to ZnO surface and allow electron transfer), the CdS emission is observed. Figure 

4.1.15A reports a comparison of the luminescence spectra of the two samples grown with different 

Cd / Zn ratio: blue line is about sample CdS@ZnO–2, green line is the same shown in Figure 

4.1.12 (Cd / Zn = 1:13), about the sample CdS@ZnO, and it is reported for comparison. It is worth 

noting that CdS NP grains dimensions (Figure 4.1.14C) appear to be not as uniform as those 

represented in Figure 4.1.9 and 4.1.10: increasing the concentration of precursor doesn’t allow an 

accurate dimensional control. This consideration could provide a possible explanation for the PL 

spectrum reported in Figure 4.1.15A.  
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Figure 4.1.15 Comparison between different CdS “layers”: core–shell (green) and spot–like (blue)  
(A) PL spectra showing the CdS emission quench in the case of core–shell, whereas the sample grown with 
excess CdS (spot–like) emits, (B) SEM–EDX analysis: Cd/Zn is 1:13 in the core–shell, 1:5 in the spot–like. 

 

The blue line refers to the sample grown with excess of precursor salts (CdS@ZnO–2): the CdS 

emission peak is visible at 430 nm and the part of the spectrum at lower wavelengths is likely to 

reflect the dimensional dispersion of CdS NP: particles with higher dimensions emit in the green 

region where ZnO point defects have their own characteristic luminescence. The superposition of 
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the two contributions shifts the resulting band at higher energy. Figure 4.1.15B shows the EDX 

analysis of CdS@ZnO–2 (blue line), the green line refers to the core–shell sample (CdS@ZnO), 

and is reported for sake of clarity. 

 

4.1.2c Photocurrent measurement 

PL measurement suggests a charge transfer between CdS layer and ZnO (in the sample 

CdS@ZnO, Cd / ZnO = 1:13 sample) but that’s not the ultimate proof, because the quench in CdS 

luminescence may be also due, for example, to non–radiative recombination at the ZnO–CdS 

interface.  

Hence further experiments were needed to cast light on this aspect. The collected nanostructures 

were suspended in isopropyl alcohol (magnetic stirring + sonication) and then deposited through 

centrifugation on a glass substrate with Au interdigitated contacts and a photocurrent spectrum was 

recorded. Samples were illuminated at different wavelength (from UV to NIR) while collecting a 

current measurement at a fixed voltage bias (1V). As shown in Figure 4.1.16 bare ZnO TP and 

CdS@ZnO TP behaves differently. Please note that the graph has 2 vertical scales for better 

scaling the curves into the graph itself: the one on the left is about the coupled compound while on 

the right is reported the photocurrent of bare ZnO TP. The first evidence is that photocurrent 

maximum has different values in the two samples: the current in the coupled compound is about 5 

times higher than that on bare ZnO TP. This non linear effect can be possibly ascribed to the 

heterojunction which is formed between CdS and ZnO: when a photon is absorbed inside the CdS 

layer an exciton is created and separated at the interface, transferring the electron to the ZnO CB. 

Moreover the absorption shoulder centered at 400 nm in the coupled compound is consistent with 

the emission spectra of CdS NP reported in Figure 4.1.12 and centered at 420 nm. 
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Figure 4.1.16 Photocurrent spectrum of CdS@ZnO TP core–shell compared to bare ZnO TP.  
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The wavelength corresponding to the photocurrent maximum is nearly the same (about 380 nm). 

The red shift in the coupled compound can be explained considering the wavelength overlap 

between CdS and ZnO absorptions curves: the resulting curve is the sum of the two individual 

absorptions and the contribution at lower energy moves the spectral barycentre of the curve 

towards lower energy. Interestingly, at wavelength corresponding to the bulk CdS band gap (515 

nm), no enhancement in photocurrent is measured. Finally it must be noted that, in the core–shell 

structure, the ZnO surface is “passivated” with the CdS layer, while CdS surface is exposed to air. 

It is known from previous works [43,44]  that photo–desorption of chemical species attached on 

CdS surface (i.e. O2
– or O–) results in an electron–depleted surface layer due to the electron 

transfer from CdS to oxygen, this lowers the CdS photocurrent value.  

 

 

4.1.2d Photocatalytic activity 

According to literature [2,6,7,39,40], visible–light photocatalytic measurements are also used to 

prove charge transfer between coupled compounds forming a type–II heterojunction. The 

photocatalytic activity of the sample CdS@ZnO is evaluated by the decomposition rate of 

methylene blue (MB) in isopropyl alcohol (IPA) solution. For calibration purpose a 10–5 M 

solution MB has been illuminated for an hour with a He–Cd laser (15mW at 442nm) while keeping 

a vigorous stirring. The absorbance spectrum is shown in Figure 4.1.17 (grey line). 

 

Besides reference, three samples have been prepared:  

 

a) 4.8 mg (60 mol) of ZnO TP dispersion in 50ml IPA. 

b) 8.6 mg (60 mol) of CdS nanoparticles (3 nm average diameter); synthesized in the way of 

sample CdS3, described in the previous chapter, and dispersed in 50 ml IPA. 

c) 5.1 mg of coupled compound CdS@ZnO as previously described (1:13 molar ratio, 56 + 4 

mol total), dispersed in 50 ml IPA. 

 

Similarly, the three samples were illuminated for an hour keeping a vigorous stirring which helps 

the dispersion of the nanostructures into the IPA and allows atmospheric oxygen to diffuse into the 

liquid phase. The solid phase is then separate by centrifugation and an absorption spectrum of the 

liquid is then measured.  
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Figure 4.1.17 Absorbance spectra after 1 hour illumination at 442 nm: a) grey line: MB in IPA solution; b) 

blue line: 60mol of ZnO TP; c) red line: 60mol of CdS NP; d) green line: the coupled compound 4 mol 

CdS surrounding 56 mol ZnO TP 

 

Even though a 442 nm excitation is not able to produce direct inter–band transition in ZnO, it has 

sufficient energy to excite surface states and a small amount of photocatalytic activity have been 

measured for 60 mol of ZnO TP (Figure 4.1.17, blue line), compared to our reference sample 

consisting of MB in IPA (Figure 4.1.17, grey line).  

The same molar quantity (60 mol) of cadmium sulphide shows an enhanced photocatalytic 

activity (Figure 4.1.17, red line). This can be explained considering both the larger surface area of 

CdS nanoparticles and the lower energy gap with respect to ZnO TP. Electron–hole pairs are 

formed inside the CdS upon illumination at 442 nm, and both carriers can be transferred to the 

absorbed species and promote photocatalytic activity: CB electrons react with oxygen to form 

superoxide radical, VB holes react with water to produce hydrogen peroxide and hence hydroxyl 

radicals as follows: 

 

  22 OOeCB
 

  HOHhOH VB 222 222
 

 OHOH 222
 

 

For a comprehensive analysis of the photocatalytic process in semiconductor oxides the reader 

could refer to Fox [43], SobczyMski [44] and, in particular, Hoffmann [45]; while kinetic  

mechanism for MB degradation is described in detail by Wu et al. [46]. However, without any loss 

of rigorousness, the photocatalytic activity of the core–shell CdS–ZnO (1:10 molar ratio) is 

expected to be lower than that of CdS because of both lower quantity (4 mol vs 60 mol) and 

lower active surface (CdS@ZnO TP vs 3 nm CdS3 NP). To the contrary absorption spectrum 

(Figure 4.1.17, green line) shows an enhancement of photocatalytic activity, which cannot be 
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justified by a simple addition of the two separated CdS and ZnO contributions. Since it is 

consistent to assume that ZnO surface is almost fully covered by CdS, it is worth to note that the 

photocatalytic enhancement is due to cadmium sulphide valence band holes only. If one considers 

the photocatalytic activity per mole of CdS, the coupled compound shows a 15x enhancement 

compared to CdS NP. The observed enhancement can be reasonably explained only considering 

that charge transfer in type–II heterostructure slows electron–hole recombination and hence 

extends carriers lifetime [47,48]. 

The kinetically slow stage in a photocatalytic reaction, which takes place on SC surface, is the 

interfacial charge transfer which involves the release of a trapped carrier at the surface (hole or 

electron, depending on the material) and transfer to the photocatalytic “active” species adsorbed on 

the surface (–OH, O2, O2
–, O–) [45]. In our case, the charge separation is efficient, so that holes 

lifetime is sufficiently high to promote the formation of hydroxyl radicals that degrade MB 

molecules. On the contrary, with regard to CdS NP, the rate of recombination is higher (there is no 

electron transfer to another material) and even if both carriers take part in the redox process, to 

create both hydrogen peroxide and superoxide radicals, the measured photocatalytic activity is 

lower. 

 

 

4.1.2e Gas sensing 

Semiconductor metal oxide gas sensors (MOX) are considered one of the basic technologies to 

identify and measure the concentrations of gas in the atmosphere. These microelectronic devices 

offer a wide variety of advantages over traditional analytical instruments such as low cost, short 

response time, easy manufacturing, and small size. Our group focused his research attention to gas 

sensors a few years ago and the results of bare ZnO TP–based chemo–resistive gas sensors have 

been previously reported [49,50]. Herein is reported the effect of CdS functionalization on ZnO 

TP, evaluated through the measurement of gas sensing properties. For this purpose the sample with 

irregular CdS deposition (CdS@ZnO–2) is far more interesting than the core–shell one 

(CdS@ZnO). In fact the core–shell structure ideally has no ZnO free surface: the study is aimed to 

tailor the ZnO TP surface properties – and hence the gas sensor response – not to investigate the 

CdS stand–alone response. A brief description of the gas sensor preparation is reported in Chapter 

3.2.4a. Being ZnO a n–type semiconducting oxide, it is generally subject to a positive conductivity 

variation when exposed to reducing gases or volatile compounds (e.g. carbon monoxide, ethanol), 

while a negative variation is observed when the sensor is exposed to oxidizing gases and volatile 

compounds (e.g. nitrogen dioxide, ozone). Although this kind of sensors is generally extremely 

sensitive [49,50], they are also not–selective and a chemo–resistive response is observed towards a 

very large number of compounds. The best way to enhance their selectivity is usually based on the 
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functionalization of their surface by different materials, as other oxides and semiconductors, noble 

metals or organic molecules.  

In the case of CdS–functionalized ZnO TP, among the tested gases, we have observed an 

unexpected behavior towards NO2: the typical decrease in sensor conductivity when detecting an 

oxidizing gas (ZnO n–type response) is observed only below 350 °C, while above this temperature 

sensor conductivity increases (p–type response), as reported in Figure 4.1.18. Measurements have 

been performed by the volt–amperometric technique at constant voltage (DC) of 5V, under a 500 

ml / min constant flow with 30% relative humidity. This peculiar behavior can be exploited in 

order to distinguish NO2 from other interfering gases, adding selectivity to the ZnO TP–based gas 

sensors. The simplest hypothesis to explain the observed sensor response consists in the 

assumption that CdS NP have p–type conductivity. What is actually observed could be the 

superposition of two distinct sensing mechanisms, at lower temperatures ZnO n–type response 

prevails while at higher temperature CdS p–type conductivity is observed. Unfortunately there are 

no reports of CdS based gas sensors showing a p–type response, so it’s not possible to compare the 

present results. Moreover p–type CdS is usually obtained only through intentional doping with 

copper [51–55] or bismuth [56,57], hence a deeper study of the heterojunction and of the NP 

electrical properties is required to fully understand the sensing mechanism. 

 

 

Figure 4.1.18 Dynamic response of CdS@ZnO–2 gas–sensor towards different concentration of NO2 at 300 
°C (blue) and 400 °C (red). The inversion of the chemo–resistive response is clearly visible. 

  

 

4.1.2f Final remarks 

In conclusion, a novel heterostructure based on ZnO TP core surrounded with an extremely thin 

CdS shell (10nm) has been synthesized with a modified CBD deposition without the need of any 

surfactants / ligands. The heterostructure has been studied by functional characterizations, such as 

photocurrent and photocatalytic activity measurements, which point out the formation of a type–II 
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heterojunction between CdS and ZnO TP, allowing efficient photoelectron transfer. The CdS / 

ZnO interface shows good optical properties (exciton separation, quench of CdS luminescence and 

extended photocurrent range) and enhanced photocatalytic activity. That’s why we expect the 

realized heterostructure will offer promising applications not only as active material in the 

degradation of organic pollutants, but also as solar energy harvesting material (i.e. photoanode in 

photo electrochemical or photovoltaic cells).  

Moreover varying synthetic parameters, the CdS morphology can be changed from homogeneous 

layer to spot–like. The spot–like CdS / ZnO TP heterostructure presents both CdS and ZnO TP 

surface exposed to air and this conformation has shown unexpected NO2 gas–sensing behavior. In 

fact, the inversion of chemo–resistive response (with respect to bare ZnO TP) adds selectivity to 

the sensor and can be useful to distinguish between different interfering gases. 

 

 

 

4.1.3 CdS functionalization of ZnO nanorods 

 

Taking advantage from the previously described CdS functionalization of ZnO TP, which has been 

shown to form a type–II heterojunction with interesting properties, this small section briefly 

describes the CdS sensitization of ZnO NR. NR morphology was chosen because it presents some 

interesting features: NR have a single crystalline structure so that the structural homogeneity and 

crystalline properties are maintained over the whole NR length, allowing a continuous path for the 

electrons inside the material. With energy harvesting applications in mind, NR have been grown 

on c–axis oriented AZO layer (refer to Ch. 3.1.1b for growth details) which minimizes the 

potential barriers improving electron mobility and hence reducing recombination (AZO and ZnO 

NR share the same lattice parameters and grows along the (001) direction perpendicular to the 

substrate). Moreover, NR present a high surface to volume ratio and a “rough” surface that helps 

scattering phenomena on incoming light and enables multiple trapping processes at the interface. 

Unfortunately, when dealing with ZnO NR, the synthetic procedures described in Ch. 2.2.2, are not 

directly applicable. Vertically aligned NR, indeed, are not dispersed in the liquid but lie to a glass 

substrate, as described in Ch. 3.1.1b. In this case, the formation of a thick stagnant layer limits the 

diffusion of CdS precursors towards the ZnO NR surface, hence the supersaturation at the interface 

is generally so low, that is not possible to promote heterogeneous nucleation without triggering the 

homogeneous one, at the same time. Therefore an alternative approach to the functionalization has 

been explored. According to literature, Pathan and Lokhande [58] gathered informations about a 

smart technique used since 1980s to deposit thin films on different substrates: the successive ionic 

layer adsorption and reaction (SILAR) method. The term adsorption can be defined as the 
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interfacial layer between two phases of a system. Adsorption may be expected when two 

heterogeneous phases are brought into contact with each other. Hence, gas–solid, liquid–solid and 

gas–liquid are three possible adsorption systems, however SILAR method concerns with 

adsorption in liquid–solid system only. The adsorption is a surface phenomenon between ions and 

the substrate surface, it is possible due to attractive forces (VdW or electrostatic forces). 

Experimentally the SILAR method consists of 4 steps [58]:  

1) Adsorption: In this first step of SILAR process, the cations present in the precursor solution are 

adsorbed on the surface of the substrate and form the Helmholtz electric double layer i.e. 

composed of two layers: the inner (positively charged) and outer (negatively charged) layers.  

2) Rinsing (I): In this step, excess adsorbed ions, are rinsed away from the diffusion layer. This 

results into saturated electrical double layer. 

3) Reaction: In the reaction step, the anions from anionic precursor solution are introduced to the 

system and a new solid phase is formed on the interface. This process involves the reaction of 

adsorbed cations with the anionic precursor. The reaction in pre–adsorbed (cations) and newly 

adsorbed (anions) forms the thin films of desired material. 

4) Rinsing (II): In the last step of a SILAR cycle, the excess and unreacted species, and the 

reaction byproduct are removed from the diffusion layer. 

It must be noted that SILAR technique, like CBD, requires an aqueous alkaline environment and 

hence it is not compatible with ZnO nanostructures, on one hand because [Zn(OH)4]
2– ions are 

formed so that ZnO surface is invariably degraded / etched [59,60], on the other, when a dense 

array of ZnO NR is used, the wettability is poor. Oppositely to what is reported in literature, it was 

not possible to tailor properties of hydrophobicity or hydrophilicity of ZnO NR under different 

conditions of UV illumination [61], so that finally water was not considered as a good solvent for 

the reaction. Taking into account the previous research on ZnO TP, DMF was chosen as solvent 

for cadmium and sulphur precursors. In fact, when heterogeneous nucleation is considered, ZnO 

TP and NR are very similar nanostructures from the crystallographic point of view, since they have 

the same orientation (both grows along the 0001 direction) and display the same lateral faces, 

typically (01-10) or (2-1-10) [62], thus they may show the same surface reactivity. It is worth 

mentioning that thiourea is not a good choice for SILAR deposition because it requires relatively 

high temperature (80 °C) to dissociate and release S2– ions (when an alkaline bath is not used) and 

the mechanism of atomic adsorption onto a surface – at the base of SILAR method – is an 

exothermic process.  

In a typical reaction, the ZnO NR substrate is immersed in a 0.1 M solutions of cadmium acetate 

(99.99%, Sigma–Aldrich, CAS: 89759–80–8) in DMF for 30 seconds, rinsed in 1:1 (v/v) 

DMF:H2O then immersed 0.1 M solution of Na2S (Sigma–Aldrich, CAS: 1313–82–2) in DMF and 

rinsed again. This coating cycle was repeated 50 times and the sample is then characterized 

morphologically by SEM. Images are reported in Figure 4.1.19. 
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Figure 4.1.19 SEM view of as–grown NR (A) and CdS functionalized NR (B–E) at different tilt / 
magnification. 

 

Interestingly, there is no evidence of CdS bulk precipitation (at least aggregates larger than a 

hundred of nanometers) but a bending is observed and the top of the adjacent NR coalesced to 

form “volcano–like” structures. According to our experience, this is not due to CdS 

functionalization itself [63], or high–pH value [64] but it’s rather caused by capillarity forces as a 

consequence of wetting. Similar morphologies have been observed simply immersing NR in 

different solvents: e.g. water, chloroform, methylethylketone, dimethylformamide and isopropyl 

alcohol. TEM analyses of the CdS functionalized ZnO NR are reported in Figure 4.1.20. Contrary 
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to what was expected for the SILAR deposition [65,66] a core–shell structure is not observed 

(Figure 4.1.20 A and B) although a sufficient dimensional control is achieved so that CdS 

aggregates are not in excess of 20 nm. The control of CdS thickness is a necessary (although not 

sufficient) condition for efficient exciton separation and electron transfer to attached ZnO NR: this 

is crucial for future applications such as photovoltaic or photo–electrochemical cells (PEC).  

 

 

Figure 4.1.20 TEM analysis of CdS functionalized ZnO NR. 

 

According to HREM image reported in (C), it is difficult to evaluate CdS grain dimensions 

because of image poor SNR and low contrast. However the corresponding FT (D) reports the 

typical ring feature coming from the random orientation of the CdS crystallites. It is possible to 

obtain the intensity distribution of the spatial frequencies present in the FT, in order to display 

what region has given rise to a particular frequency, which has been done in (E). Average CdS 

grain dimension has been estimated to be in the range of a few nanometers ( ~ 10 nm), taking into 

account the error inherent to this procedure.  

As future work perspective, achieving a continuous CdS layer that surrounds the ZnO NR entirely, 

is highly desirable. In fact, on the one hand, it enhances the fraction of visible light collected by the 

composite photoanode (CdS–ZnO), on the other, it reduces recombination between ZnO and the 

hole transporting material and hence improves the device efficiency. 
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4.2  Iron oxides 

 

Magnetic nanoparticles are of great interest for researchers from a wide range of disciplines and 

their wide applications range includes magnetic fluids [1–3], catalysis [4–12], biotechnology and 

biomedicine [13–19], magnetic resonance imaging and medical diagnostic [20–25], data storage 

[26–35] as well as environmental remediation [36–43]. In most of the above mentioned 

applications, the particles perform best when their size is below a critical value, related to the 

blocking temperature, which is dependent on the material, but is typically around 20 nm. 

Unfortunately, as already discussed in Chapter 2.2.1, such small particles tend to form aggregates 

to reduce the energy associated with the high surface to volume ratio of the nano–sized particles. 

For many applications it is thus crucial to develop protection strategies to chemically stabilize the 

naked magnetic nanoparticles against degradation during or after the synthesis. It is noteworthy 

that in many cases the protecting shells not only stabilize the nanoparticles, but can also be used to 

promote the adhesion of as–grown NP on the desirable substrate, for instance on ZnO TP.  

The results presented in this chapter deal with the functionalization of ZnO TP with iron oxide 

(magnetite) NP, in order to extrinsically add magnetic properties to ZnO TP. This paves the way to 

future applications in energy harvesting (photocatalytic systems, water splitting) and sensing 

applications (both ZnO and iron oxides are used as MOX gas sensors).  

In fact, a major issue in photocatalytic systems concerns with the removal of these catalysts by 

filtration: up to now, recycling and efficient re–use of supported NP catalysts remains a 

challenging issue. Along this line, magnetic separation of magnetic NP catalysts appears as a 

possible solution [44–47]. On the other side, in gas sensing applications, the main drawback 

associated with the use of MOX sensors is the poor selectivity. As discussed for CdS 

functionalization, coupling different materials can be an effective way to add selectivity, moreover 

the use of iron oxide nanoparticles, ensures the same thermally activated adsorption / desorption 

mechanisms of the surface oxygen–related species (e.g.  O–, O2– and OH–) observed in ZnO. As 

concerns solar hydrogen generation, nowadays, despite several decades of research, the only 

systems that allows a large scale hydrogen generation is the use of expensive photovoltaic cells to 

power water electrolysis. Direct photocatalytic water splitting is still a challenging problem albeit 

extensive efforts have been made to investigate iron oxide (hematite in particular) for hydrogen 

production [48–50]. Hematite is a promising material for inexpensive solar energy conversion via 

water splitting but has been limited by the large overpotential (0.5 ÷ 0.6 V) that must be applied to 

afford high water oxidation photocurrent. A wide adopted strategy to overcome this limitation is to 

couple it with a catalyst to increase the kinetics of the oxygen evolution reaction (AZO, ZnO, 

TiO2, Al2O3) [51,52]. Moreover, ZnO nanostructures themselves (functionalized with 
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semiconductor QD) have been recently demonstrated to provide a stable photoelectrochemical 

platform for the photolysis of water [53–55]. With these possible applications in mind, the first 

part of this chapter is devoted to the synthesis of Fe3O4 in both aqueous and organic environment, 

the second deals with Fe3O4 functionalization of ZnO TP. 

 

4.2.1 Synthesis of Fe3O4 nanoparticles 

 

Chemical methods for preparing magnetic iron oxide NPs are mainly divided into two routes: (1) 

thermal decomposition of iron organo–metallic compounds in a higher boiling point organic (often 

coordinating) solvent and (2) co–precipitation in aqueous solution using polymer or charged 

molecules as surfactants. The synthesis of magnetite NP in organic solvent are energy–intensive, 

employ toxic chemicals, and yield NPs in non–polar solutions [31]. Co–precipitation is a facile and 

convenient way to synthesize MNPs (metal oxides and ferrites) from aqueous salt solutions. This 

is typically performed by the addition of a base at room temperature (or relatively low 

temperature) in air (or inert atmosphere). 

 

 

 

4.2.1a Synthesis by co‒precipitation 

 

The research on Fe3O4 NP started from the work made by Hui and co–workers [56]: the authors 

reported a synthetic protocol for the large–scale production of hydrophilic Fe3O4 NP using a Fe(II) 

precursor, citrate and sodium nitrate via a facile method. This approach is interesting because 

authors obtained magnetite NP through a controlled oxidation of Fe(II) precursor and not by the 

usual co–precipitation method. 

A typical synthesis developed as follows: 1 mmol of citric salt (C6H5Na3O7 ·2H2O), 4 mmol of 

NaOH, and 0.2 mol of NaNO3 are mixed in 20 mL of deionized water. The mixture was then 

heated to 100 °C and 1 mL of 2 M FeSO4·4H2O (2 mmol) solution was added into the mixture 

rapidly (equivalent to 0.10 M Fe2+ in the alkali solution), the mixed solution was kept at 90 °C for 

30 min. The solution was finally cooled down to room temperature naturally. On the contrary to 

what is reported, the collected solid phase was brownish–red (an indication for the presence of 

maghemite). Shen et al. observed that this can be due to insufficient addition of the base [57]. 

Basing on Hui work [56], the protocol for the synthesis was revised as follows (sample NPH): 10 

mmol of citric salt (C6H5NaO7 ∙ 2H2O), 20 mmol of FeSO4, and 0.2 mol of NaNO3 are mixed in 20 

mL of deionized water, the solution is the heated to 100 °C and an excess of NaOH 10M (3 ml) is 
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quickly added to the becker. The solution turned immediately black and the reaction is stopped 

after 10 minutes. Rinsing with deionized water follows to remove unreacted precursors and 

byproducts. The XRD spectrum is reported in Figure 4.2.1 and XRD reflection for both P4132 –

Fe2O3 (maghemite, JCPDS 39–1346) and F3dm Fe3O4  (magnetite, JCPDS 86–1362) are reported 

in Table 4.2.1. The spectrum has a mediocre signal–to–noise ratio, but it is reported as is, since it 

contains all informations to unambiguously identify the collected solid phase as magnetite (JCPDS 

86–1362)  or  maghemite (JCPDS 39–1346) with space group P4132. To distinguish between these 

two structures using XRD on nano–crystalline systems is quite a hard task (refer to Chapter 2.2.3 

to delve into). If maghemite cation vacancies are completely disordered, then maghemite 

crystallize in a fcc F3dm and there is no way to distinguish it from magnetite, using structural 

analyses (e.g. XRD, TEM–ED). On the contrary, if some (P4132) – or complete (P41212) – 

vacancies order is present, (theoretically) there are small differences that may help to identify the 

maghemite phase instead of magnetite. For example, (110) and (111) reflections in maghemite are 

weak but comparable, while the (110) reflection is absent in magnetite due to symmetry 

restrictions (a fcc lattice presents only all odd or all even reflections), so that the presence of the 

(110) peak allow to qualitatively determine the presence of ordered maghemite. The estimation of 

the eventually concurred presence of magnetite is a more difficult task because most of the other 

intense peaks overlap and because of intrinsic FWHM broadening in nanostructures. On the 

contrary, it is reasonable to assume that since (110) and (111) peaks intensities are comparable, if 

no preferential orientation is observed and maghemite show some vacancy ordering, the absence 

of the (110) may indicate the presence of magnetite.  

Since complete ordering of maghemite nanocrystals is unlikely, we assume that, if partial cation 

vacancy order is present, the structure is P4132. However, it must be noted that the phenomenon of 

vacancy ordering in the lattice is not yet fully understood. It is not clear, for example, under which 

conditions, if any, vacancy disorder occurs. It has been suggested that the degree of ordering 

depends on crystal size, and that very small particles of maghemite do not show complete vacancy 

ordering (P41212) [58,59], although a partial order (P4132) was observed even in 5 nm particles 

[60] (refer to Ch. 2.2.3 for in–depth review). 
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Table 4.2.1 XRD reflections for maghemite (top, JCPDS 39-1346) and magnetite (bottom, JCPDS 86-1362) 
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Looking at the XRD spectrum reported in Figure 4.2.1, the (111) peak is clearly visible at 18.2° 

while the (110) is not observed, this means that magnetite and / or maghemite – without vacancy 

ordering – is present. However, the identification of the phase is not a crucial point in this work 

because both magnetite and maghemite (whether vacancy–ordered or not) show comparable 

magnetic response. The shape of the peaks reveal a high dimensional dispersion and Scherrer 

analysis on the main peak provides a 9.8 nm NP mean dimension. 
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Figure 4.2.1 XRD spectrum of sample NPH synthesized via controlled oxidation of Fe(II) precursor. 

 

To better understand the nucleation / growth process of Fe3O4 NP in solution, Hui investigated the 

influence of experimental parameters that affect the size of Fe3O4 NPs. These were found to be: (1) 

the reacting time; (2) the concentration of Fe2+ ions, and (3) the amount of NaNO3. With respect to 

Hui synthesis, the one reported here was performed lowering the reaction time, increasing the 

Fe(II) concentration and the ionic strength of the solution (NaNO3 concentration). All these 

parameters concur to lower the NP mean dimensions (20 nm in the Hui’s work). Increasing the 

concentration of NaOH helps to promote a quick nucleation and leads to the formation of 

magnetite instead of maghemite. The alkalization reaction of iron (II) ions to form iron hydroxide 

as intermediate to the formation of Fe3O4 NP is reported [61,62]: 

 

Fe2+ + 2OH–  蝦  Fe(OH)2 

3 Fe(OH)2 + ½ O2  蝦  Fe(OH)2 + 2 FeOOH + H2O  

Fe(OH)2 + 2 FeOOH  蝦  Fe3O4 + 2 H2O 

 

Thus, it is concluded that in the synthesis with iron (II) ions alone, Fe3O4 is formed as a result of 

the dehydration reaction of iron (II) hydroxide and iron (III) oxohydroxide, in which the latter 

compound is produced by the partial oxidation of iron (II) hydroxide by molecular oxygen 

dissolved in water [56]. Adding an excess of NaOH moves the equilibrium to the (rapid) formation 

of hydroxide and then to magnetite.  
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If the NaOH results to be less than expected (i.e. for the presence of citric acid), maghemite 

formation can occur: 

2 Fe(OH)2 + ½ O2  蝦  Fe2O3 + 2 H2O  

 

Although magnetite and maghemite are metastable structures (magnetite oxidizes to maghemite at 

RT and both form hematite at high temperature) with similar ferrimagnetic behavior and almost 

identical unit cell dimensions, their identification is possible, for example, through the 

investigation of optical properties. In fact, magnetite is a Fe2+–Fe3+ mixed–valence metal, appears 

black and presents intervalence charge transfer (IVCT) transitions in the visible and near–IR 

region. Maghemite, by contrast, is a semiconductor with  ~ 2 eV optical absorption threshold and 

thus shows almost no absorption beyond ~ 650 nm. 

Tang et al. [63] reported UV–vis–NIR spectra of as–grown magnetite and oxidized maghemite NP 

(obtained through heat treatment in air of the as–grown NP). While magnetite NP absorbs light in 

the NIR region (800 ÷ 1200 nm), the absorption of oxidized NP (maghemite) decreases until 

almost no absorption is observed. The absorption spectrum reported in Figure 4.2.2A is in 

excellent agreement with Tang observation: magnetite (red line) absorption in the NIR region is 

observed, while maghemite (blue line) doesn’t absorb in the NIR but present an absorption 

threshold around 650 nm. In Figure 4.2.2B is the reported a picture of maghemite (left) and 

magnetite (right). 
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Figure 4.2.2 (A) Absorption spectrum of both magnetite (red) and maghemite (blue) NP.  
(B) Picture of the samples measured in (A). 

 

 

However, even if magnetite NP were finally obtained, it was not possible to reduce dimensional 

dispersion with this synthetic approach. Possibly the high ionic strength of the solution shields the 

charge of citric acid and the electrostatic stabilization of iron oxide NP is less effective.  
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Hence a different approach was used, and it is based on the more traditional co–precipitation 

method. According to literature, iron oxide nanoparticles (either Fe3O4 or け–Fe2O3), as well as 

ferrites, are usually prepared  in an aqueous medium [64], and the chemical reaction of formation 

may be written as: 

 

M2+ + 2Fe3+ + 8OH– s MFe2O4 + 4H2O 

 

Where M can be Fe2+, Mn2+, Co2+, Cu2+, Mg2+, Zn2+ and Ni2+. Complete precipitation should be 

expected at a pH level between 8 and 14, with a stoichiometric ratio of 2:1 (Fe3+/M2+). The 

proposed aqueous based synthesis of magnetite NP is a scalable and “green” strategy to produce 

Fe3O4 NP on large scale, in ambient atmosphere and low temperatures, since it avoids the use of 

polluting / toxic solvents and metallorganic precursors. Moreover, the possibility to use ionic 

surfactants, or polymer with polar moieties (i.e. –OH, O), should in theory assure the affinity with 

the of ZnO nanostructures, whose surface will be later functionalized with.  In Table 4.2.2 three 

syntheses are reported, these are performed under the same conditions, with the exception of the 

chosen surfactant. Synthetic parameters, XRD and magnetic measurement data are herein 

summarized (see text for discussion). 

 

Sample NP1 Sample NP2 Sample NP3 

FeCl3 307 mg FeCl3 307.5 mg FeCl3 302 mg 

FeSO4 152 mg FeSO4 151.4 mg FeSO4 152 mg 

Citric acid 210 mg PEG–400 500 l PVP–10000 206 mg 

NaOH (10M) 1 mL NaOH (10M) 1 mL NaOH (10M) 1 mL 

H2O 10 mL H2O 10 mL H2O 10 mL 

Working Temp RT Working Temp RT Working Temp RT 

Reaction time 5 min Reaction time 5 min Reaction time 5 min 

Mean diameter 5.4 nm Mean diameter 7.5 nm Mean diameter 7.3 nm 

MS (at 1.7 T)  52±1.6 

[Am
2
/Kg]  

 59±2 

[Am
2
/Kg]  

 54±1.6 

[Am
2
/Kg] 

      

Table 4.2.2 Summary of magnetite NP produced via co–precipitation method. 

 

As a general consideration, contrary to what was reported [65,66], it was not necessary to drive the 

reaction at high temperature (above 80 °C) to obtain crystalline Fe3O4 NP. Looking at the XRD 

spectrum reported in Figure 4.2.3 (left), all three samples, regardless of the surfactant agent used, 

present Fd3m structure peaks (the positions of the calculated peaks according to JCPDS 86–1362 

are reported out of scale in gray dotted lines) while no spurious phases are observed. Mean 
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dimensions, as calculated with Scherrer formula, are reported in Table 4.2.2. Opposite to what was 

noticed for the precipitation from iron (II) precursor only (NPH), the analysis of XRD peaks shape 

reveals a better dimensional control (almost gaussian peaks) and smaller diameter (larger FWHM). 

Samples synthesized with steric surfactants (PEG for the sample NP2 and PVP for NP3), despite 

of their different molecular weight, lead to NP with almost the same dimensions, and about 30% 

bigger compared to NP1, passivated with citric acid (Figure 4.2.3, right). Electrostatic stabilization 

seems to be more efficient in high dielectric medium, i.e. water, and chelating ligands are known 

to act as strong ligands thus create an extra energy barrier against the growth on NP.  
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Figure 4.2.3 Left: XRD spectrum of magnetite NP obtained with the co–precipitation method, dotted gray 
vertical lines are the magnetite reflections according to JCPDS 86–1362. 

Right: Surfactants adopted for  the synthesis: citric acid (NP1), PEG–400 (NP2) and PVP–10000 (NP3) 

 

The magnetic properties of the Fe3O4 NP were studied using a vibrating sample magnetometer 

(VSM) at room temperature. All the NP samples exhibited SPM properties with only slight 

differences in saturation magnetization, i.e. magnetic properties are absolutely comparable among 

the three samples. M(H) curves are reported in Figure 4.2.4. Saturation magnetization is in the 

order of 50 ÷ 60 A m2 Kg–1 (for an external applied field of 1.5 T) for all the three samples. It must 

be noted that these values are under–estimated since the weight used to rescale the magnetic 

momentum considers both the weight of magnetite NP and the weight of the surfactant. It is 

difficult to estimate the difference between the measured value and the intrinsic momentum of NP 

(per unity of mass), but the weight of capping agents is reasonably estimated in the order of a few 

percents. Thus the values are comparable to those reported in literature for SPM NP obtained with 

both co–precipitation [67,68] and hot injection method [69,70].   
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Moreover values are close to the magnetite bulk magnetization (84 A m2 Kg–1) too: this is a 

fingerprint of the good crystalline quality of the prepared NP samples. More in detail, NP1 

presents a saturation magnetization slightly lower than NP2 and NP3; this could be related to the 

lower NP dimensions: this can imply spin disorder at the surface and crystalline strains that are 

known to cause a decrease of the magnetization. The reduction of the particle size results in a large 

amount of magnetic atoms on the surface of the particle. These atoms have fewer nearest 

neighbors to which they can interact. Therefore, it is more likely that their magnetic moment 

becomes randomly oriented at the surface (spin–canting) and that higher applied fields are needed 

to align them parallel to it [71]. 
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Figure 4.2.4 (A) M(H) VSM measurement for samples synthesized via co–precipitation method. 
(B) is a low–field enlargement of (A). 

 

In summary, magnetite NP with controlled dimensions (under 10 nm), good crystallinity and 

superparamagnetic behavior, are synthesized regardless of the surfactant utilized. The synthesis of 

water–dispersible NP paves the way to future applications in aqueous environments, such as 

photocatalysis and biomedical applications. In fact small superparamagnetic iron oxide NP 

encapsulated with PVP [14–17] and PEG [18,19] are known to be widely used in MRI as contrast 

agents and in drug delivery applications. The as–synthesized NP can be dispersed in isopropyl 

alcohol and used as building blocks to functionalize ZnO nanostructures, as described later, albeit 

surfactants with high molecular weight (PEG–400 and PVP–10000) are not the best choice for 

surface functionalization. 

 

 

 

 

 

 



138 Chapter 4  |  Results: functionalized materials 

 

4.1.2b Synthesis in organic solvents 

 

Among all the synthetic procedures reported in literature, the thermal decomposition of iron 

acetylacetonate, Fe(acac)3, in a high boiling point organic solvent (diphenyl ether), in the presence 

of reducing reagent (1,2–hexadecandiol) and co–surfactants (oleic acid and OA), was first 

demonstrated to be an effective way to synthesize monodisperse Fe3O4 NP [69]. Further studies 

[72] showed that the thermal decomposition of iron–oleate complex can produce monodisperse 

Fe3O4 NP on a relatively large scale (refer to Ch. 2.2.3b for further details). Although this thermal 

decomposition method has become the main synthetic approach to high quality Fe3O4 NP, the 

mechanism leading to the chemical conversions to Fe3O4 is complicated by the multi–component 

reactants present in the reaction mixture. To meet a demand beyond the laboratory–scale 

production, a more reliable and simplified synthetic technique to Fe3O4 NP, with a better 

stoichiometric control, is still desired. Successive studies by Sun and co–workers [73] show that 

the presence of excess amount of OA (and oleic acid as co–surfactant) is the key to provide a 

proper reductive environment for the thermal decomposition of Fe(acac)3 and synthesis of FeO 

nanoparticles. Authors indicate that OA acts as an alternative reducing agent, which is inexpensive 

and even stronger than the 1,2–hexadecanediol that was used previously in the Fe3O4 NP synthesis 

[69]. 

Since iron (III) acetylacetonate is not soluble in OA at RT, in a typical synthesis, OA is chosen as 

reaction media but the iron precursor is dissolved in a small amount of diphenyl ether and quickly 

added to the reaction flask when OA reached the working temperature. More in details, 15 mL of 

oleylamine were heated at 280 °C under nitrogen atmosphere. 700 mg of Fe(acac)3, dissolved in 15 

ml diphenyl ether were quickly added to OA and the solution turned immediately black. The 

mixture was kept refluxing at this temperature for 1 h then allowed to cool down to room 

temperature. The Fe3O4 NP were extracted upon the addition of 50 mL of ethanol, followed by 

centrifuging. Collected NP can be later dispersed in non–polar solvents, such as hexane or toluene, 

resulting in liquid suspensions stable for months (sample NP4). 

The XRD study on the as–synthesized NP reveals the presence of Fe3O4 (Figure 4.2.5). Relative 

peaks intensity follows the spectrum reported in the ICCD database (JCPDS 86–1362) and show 

excellent agreement with it, i.e. even the very weak (222) reflection is visible, at 37°. Peaks shape, 

on the other hand, shows an almost lorentzian trend: Scherrer analysis on different peaks estimate 

mean dimensions varying from 6 to 18 nm. Beside the polydispersity, the mean diameter is in 

agreement with similar synthesis reported in literature [74]. 
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Figure 4.2.5 XRD pattern of NP4 synthesized though the hot injection method. NP show good crystallinity. 

 Red lines refer to magnetite simulated spectrum according to JCPDS 86–1362. 

  

What is currently observed is in agreement to what Xu and co–workers reported [74]. The higher is 

the ratio between oleylamine and diphenyl ether, the smaller the Fe3O4 NP are. For example, 7 nm 

Fe3O4 NP were obtained when only OA was used. NP with dimensions of 8 and 10 nm were 

produced with the volume ratio of OA to diphenyl ether of 2:1 and 3:2, respectively. If the volume 

ratio of OA to benzyl ether was less than 1:1, bigger Fe3O4 NP, with a broad size distribution were 

produced. This is probably due to the insufficiency of capping during the particle growth. 

Figure 4.2.6 shows TEM images of representative Fe3O4 nanoparticles. According to STEM 

images (A and B) NP look aggregated and the dimensional control is not very good. It is hard to 

say if NP aggregate because of solvent evaporation or during the synthesis. HREM analysis (C) 

reveals facet NP with irregular shape and dimensions in excess of 10 nm. Electronic diffraction 

pattern is reported in (D): the sharp diffraction spots reveal a good degree of crystallinity, in fact 

the (111) peak of the magnetite is clearly visible (d = 4.85 Å) while no reflections are present at 

higher atomic distance, i.e. the (110) peak of partially–ordered maghemite at 5.92 Å. The indexing 

of the intensity radial distribution is showed in (E) and it is consistent with the XRD pattern 

reported in Figure 4.2.5. It is worth repeating that is not possible to distinguish between Fe3O4 and 

F3dm –Fe2O3 (maghemite without cation vacancy ordering), since they share the same cell 

parameters. A simple but effective aid for phase identification is given by a visual analysis: but the 

black color of the obtained NP (even in hexane suspension) indicates magnetite as dominant phase. 

VSM measurement (Figure 4.2.7) reports a SPM behavior at RT and the saturation magnetization 

is 57±1.6 Am2/Kg. 
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Figure 4.2.6 TEM analysis on the sample NP4. (A) and (B) are low magnification STEM images.  
(C) and (D) are HREM images. The inset in (D) is the FT. (E) is the angular integration of (D). 
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Figure 4.2.7 VSM measurement on the sample NP4. SPM behavior is observed. 
(B) is a low–field enlargement of (A). 

 

In order to obtain NP with more controlled shape and dimensions, OA was chosen as both solvent 

and ligand. OA has a higher boiling point with respect to benzyl ether (350 °C) but is not able to 

dissolve Fe(acac)3 at room temperature. The chosen synthetic route follows the so called heating–

up method albeit without the need to use a multistep reaction and separately synthesize the metal–

oleate complex (refer to Ch. 2.2.3b for an introduction to heating–up).  

Iron (III) precursor and solvent quantity are kept the same with respect to the synthesis performed 

via hot–injection (NP4). Sample NP5 was prepared as follows: 700 mg of  Fe(acac)3 are mixed 

together with 15 ml oleylamine at RT, under nitrogen inert gas flux. The reaction flask is rapidly 

heated at 350 °C and kept at this temperature (refluxing OA) for 1 hour, then cooled down 

spontaneously. The particles are washed in isopropyl alcohol and re–dispersed in hexane. The 

black suspension results completely stable for over 6 months. 

XRD was used to record the crystal information of Fe3O4 NP: the spectrum is reported in Figure 

4.2.8. Interestingly, comparing the aforementioned synthesis protocol (using OA), with the one 

reported by Sun and co–workers (using OA and oleic acid) [73], results in a unexpected  

observation. Sun reported the formation of wüstite (FeO) NP and addressed the observed  

reduction of iron (III) precursor, to the use of OA. On the contrary, the actual synthesis – which is 

identical to the one reported by Sun, but oleic acid was not used this time – lead to the formation of 

magnetite NP. The evidence is that oleic acid – rather than OA – plays a major role in the 

reduction of Fe(acac)3. Incidentally, no –Fe is observed (i.e. –Fe may result from the possible 

wüstite disproportion to magnetite). The pattern presents all the magnetite reflections and the 

relative intensity of the peaks are in excellent agreement with the data reported in the ICCD 

database (JCPDS 86–1362). Moreover this time the peak shape is noticeably more Gaussian and 

FWHM is larger than NP synthesized via hot injection (NP4), this reflect a better dimensional 

control and NP with smaller diameter. Scherrer analysis reports 7.5 nm mean dimensions. 
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Figure 4.2.8 XRD pattern of NP5, prepared via heating–up method.  
Red lines refer to magnetite spectrum according to JCPDS 86–1362 

 

The good dimensional control achieved via heating–up method is testified by TEM analysis 

reported in Figure 4.2.9. Low magnification STEM images (A and B) reveal little “aggregates” of 

small NP (about 10 nm) randomly dispersed on the TEM copper grid. These “aggregates” are due 

to the interactions between the OA hydrophobic tails that interdigit themselves and provide some 

2D order to the NP on the copper grid. High mangification STEM images (C and D) confirm the 

hypothesis on the role of OA. Fe3O4 NP are not in contact each other, but look separate: it is 

clearly visible a dark spacing between different particles (caused by OA surface passivation), i.e. 

OA looks black with respect to iron in the Z–contrast image.  

Moreover, OA seems to play a role into determining NP shape: this is not surprising since many 

research groups worldwide addressed the shape control of different nanostructures to the influence 

of this surfactant. Literature studies on OA–capped synthesized nanocrystals is huge: materials 

range from semiconductors (CdS [75], Bi2S3 [76]), metals (iron [77], cobalt [78]), intermetallic 

alloys (FePt [79–81]) to oxides (magnetite [82], MnFe2O4 [83], CoFe2O4 [84]), and more. 

According to STEM images reported in (C) and (D), the observed NP shapes vary from round 

particles to truncated octahedrons. This is not surprising, since it is reported that the growth of 

faces lateral can be slowed down by the addition of a ligand. In fact, it is known that oleate–Fe(III) 

complexes (derived from either OA or oleic acid) lead to the formation of facet nanocrystals, cubes 

[85] and octahedrons [86] in particular. Moreover, one should consider that according to Wulff’s 

theorem, the equilibrium shape of a fcc single crystal is indeed a truncated octahedron. 
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Figure 4.2.9 STEM analysis on the sample obtained by heating–up method (NP5).  
Single nanoparticles “aggregate” because of hydrophobic OA interactions. 
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Figure 4.2.10 STEM image of magnetite NP (left) and the statistic on NP dimensions (right). 
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Compared to STEM observation, Scherrer analysis seems to underestimate the NP mean 

dimensions. Mean NP diameter obtained by the statistic on NP5 dimensional distribution is 

calculated to be 9.4 ± 1 nm (Figure 4.2.10). However, considering the relatively low number of 

particles used to perform the statistical analysis and the intrinsic error in Scherrer calculation, the 

two results are not conflicting. Taking advantage of the big aggregate, electronic diffraction was 

performed on the sample and is reported, together with the angular integration, in Figure 4.2.11. 

Once again, magnetite a/o maghemite without vacancy ordering  (F3dm) is the only phase 

observed. Rigidly speaking, the small ripples between 2.5 and 3 nm–1 can be possibly due to 

maghemite P4132 (210) and (211) reflections, however relative intensities are so small that we can 

assume P4132 maghemite contribution almost unimportant. In addition, considering the black color 

of the hexane suspension, the F3dm maghemite phase, if present, is negligible. Of course other 

techniques (i.e. Mössbauer or Raman spectroscopy) will definitively help the (quantitative) 

identification of the magnetic phase but, to the aim of this thesis, to distinguish between magnetite 

and maghemite is almost unimportant, since both phases have similar magnetic behavior. 

 

 

Figure 4.2.11 ED of NP5 (left) and angular integration (right) showing magnetite peaks 
indexed according to JCPDS 86–1362. 

 

 

Finally magnetic measurements (VSM) were performed on the sample NP5, these are reported in 

Figure 4.2.12. The NP set behaves like a superparamagnet at room temperature and the saturation 

magnetic moment reaches  53 ± 1.6 A m2/Kg. While the synthesis with either OA and benzyl ether 

(NP4) leaded to the formation of bigger NP with irregular shape that aggregate (maybe sinterize 

during the synthesis), the use of OA, as both ligand and surfactant, brings to rather monodispersed 

NP with smaller overall diameter. Morphological differences do not translate in different magnetic 

properties: curve shape, saturation magnetization and behavior with small applied field, are very 

close for both samples. 
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Figure 4.2.12 Hysteresis loop of NP5 showing a SPM behavior. (B) is a low field magnification of (A). 

 

In summary, magnetite NP have been synthesized in both aqueous (via partial oxidation of Fe(II) 

precursor and co–precipitation of Fe(II) and Fe(III) salts) and organic environment (via hot– 

injection and heating–up methods). Despite of the different synthetic approaches, the NP 

dimensions and magnetic properties are comparable among all samples prepared, as shown in 

Figure 4.2.13. Saturation magnetizations are comparable with the best reported in literature 

[56,64,87,88], and about 30% lower than the value of bulk magnetite (it is worth noting that 

surfactant weight is not subtracted). 
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Figure 4.2.13 Resuming M(H) graph for all different NP synthesized.  
Interestingly, magnetic behavior is almost comparable among all measured samples. 
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4.2.2 Fe3O4 functionalization of ZnO tetrapods 

 

ZnO is a unique material that exhibits semiconducting, piezoelectric, and pyroelectric multiple 

properties. Conductivity con be tuned from metallic to insulating (including n–type and p–type 

conductivity), it is highly transparent and possesses magneto–optic and chemical–sensing 

characteristics. It can be grown in many different nanoscale forms, thus allowing various novel 

devices to be achieved. Unfortunately undoped ZnO is not ferromagnetic. 

One approach to produce ferromagnetic semiconductors is to introduce small amounts of magnetic 

ions (Mn, Co, Ni, or Fe) into non–magnetic semiconductors creating diluted magnetic 

semiconductors (DMS). ZnO–based DMS have attracted a great deal of research attention and 

controversy over the past decade. DMS are mainly used as building blocks for spintronic devices 

such as spin valves, spin transistors, spin light–emitting diodes, non–volatile memory, and ultra–

fast optical switches. Besides ZnO, a significant amount of research efforts have been focused on 

discovering different materials suitable for these applications [89]. 

Although there are many papers reporting DMS and related applications, our main goal is 

different. The basic idea is to add magnetism to ZnO nanostructures, keeping as many ZnO 

intrinsic properties as possible. The way to go is the functionalization of ZnO surface, by coupling 

it with iron oxide NP. There is no need to deposit NP in situ (as previously described for the core–

shell structure made by CdS on ZnO): surfactants or ligands trapped at the interface are not a 

significant issue (oppositely to the case of CdS for photovoltaic applications). On the contrary, it is 

important to keep the fraction of ZnO free surface, as high as possible. This turns out particularly 

interesting, for example, in (photo)catalytic systems, where the added magnetism allows to 

separate the catalyst by the application of an external magnetic field. Besides catalysis, the 

multifunctional nanostructure could be used as gas–sensor: a large number of studies have been 

focused on iron oxides, which, especially in the maghemite phase, exhibits good sensing 

characteristics towards hydrocarbon gases, carbon monoxide and alcohol [90–96]. Finally, the 

possibility to drive the ZnO nanostructures by the application of an external magnetic field paves 

the way to nanomedical applications as described later on.  

This chapter presents a simple and reproducible procedure to functionalize ZnO nanostructures 

with iron oxide nanoparticles though a controlled annealing in inert atmosphere. Since ZnO and 

magnetite / maghemite are both oxides, they have a similar surface chemistry and a heat treatment 

can be an effective way to stick NP on ZnO surface. Obviously, performing an annealing on a 

partially oxidized nanomaterials (Fe3O4 NP) in a close contact to an oxide (ZnO) is not a simple 

task since the ZnO surface is known to be covered with physisorbed reactive oxygen species (–

OH, O2–, O–). Different preliminary annealing conditions have been explored in order to avoid (or 

control) oxidation, to obtain Fe3O4 (or –Fe2O3) magnetic nanoparticles. Moreover the dispersion 
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of magnetic NP inside the TP “film” has been studied. This is a crucial point since ideally no 

significant aggregation between NP should occur, so that single SPM NP are scattered on the ZnO 

TP, leaving the most part of ZnO surface free, to be used for example as sensor, catalyst or UV 

emitter. Thus it is crucial to study the molar ratio ZnO / Fe3O4 and the possible influence of 

surfactants in the sticking of magnetic NP on ZnO TP. We focused on the production of magnetite 

NP as described in the previous section (samples NP1, NP2, NP3) and three different passivating 

agents have been tested: citric acid, PVP and PEG (see Table 4.2.3 for a summary of the synthesis 

conditions). Part of the three as–prepared NP batch were mixed in 1:10 weight ratio together with 

ZnO TP in IPA solution. The mixture was stirred and sonicated alternatively for 1 hour to 

homogeneously disperse iron oxide NP in the liquid phase. An aliquot of each sample is collected 

and dried under vacuum (rotative pump) at 60 °C. The dispersion of NP1, NP2 and NP3 together 

with ZnO TP are herein referred as samples TPM1, TPM2 and TPM3 respectively. An annealing 

under N2 inert gas is then performed to promote the sticking of iron oxide NP on ZnO TP: samples 

are placed inside a tubular furnace at 500 °C, kept inside for 10 minutes and then quenched to RT.  

 

                                          Sample TPM1 Sample TPM2 Sample TPM3 

NP sample NP1  NP2  NP3 

Capping agent Citric acid  PEG–400  PVP–10000 

Mean diameter 5.4 nm  7.5 nm  7.3 nm 

Fe3O4 / ZnO (w/w) 1:10  1:10  1:10 

Annealing details: 

- Temperature 

- Holding time 

 

 

500 °C 

10 min 

  

500 °C 

10 min 

  

500 °C 

10 min 

Mean diameter after 

annealing 

24 nm  16 nm  23 nm 

 

Table 4.2.3 Summary of coupled compounds magnetite NP – ZnO TP.  

 

XRD analyses were performed (Figure 4.2.14) to study crystallographic structure and dimensions 

of the annealed samples. The inert atmosphere worked effectively preventing NP from oxidation 

(no –Fe2O3 hematite peaks were found). Reflection marked with star (*) belongs to wurtzite ZnO 

(JCPDS 80–0075) and grey vertical dotted lines belongs to magnetite (JCPDS 86–1362) and are 

reported for clarity. According to Figure 4.2.14, TPM2 and TPM3 spectra are nearly identical, the 

relative intensity of the main magnetite peak (111) at 35.4° is far less intense than that belonging to 

ZnO wurtzite main peak (101) at 36.2°. This is reasonable because small NP have FWHM larger 

than ZnO microcrystalline TP and only a fraction of iron oxide NP is expected to be attached on 

ZnO surface. TPM1 on the other hand present a slightly different spectrum. The magnetite (111) 

reflection is higher than ZnO (002) and comparable with (101): this means that there are more NP 



148 Chapter 4  |  Results: functionalized materials 

 

per unit of ZnO TP. The reason of this maybe lies in the chosen surfactant: both PEG (used for 

NP2 sample) and PVP (used for NP3) are steric surfactants with relatively high molecular weight 

with respect to citric acid (NP1). Since the mass of NP and surfactant is constant along the three 

samples, NP2 and NP3 contain less iron per unit of mass. Secondly, citric acid is known to be a 

chelating agent and could bind the ZnO TP surface, promoting a more efficient sticking of 

magnetite NP on TP. 
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Figure 4.2.14 XRD samples of coupled nanostructures magnetite NP on ZnO TP. ZnO wurtzite reflections 
are marked with a star and reported in the table on the left (according to JCPDS 80–0075). 

 

 

Figure 4.2.15 reports a compared XRD analyses between as–grown and annealed NP for the 

sample NP1 and TPM1. Samples NP2–TPM2, NP3–TPM3 showed a comparable behavior and are 

omitted. NP dimensions are significantly increased by the thermal annealing (cfr. Table 4.2.3). It is 

necessary to decrease the number of NP per ZnO unit to avoid the coalescence / sinterization 

process and reducing heating time could help too. FE–SEM analysis was performed to study the 

morphology of the coupled compound and verify the eventual sticking of NP on ZnO TP surface 

(Figure 4.2.16). Citric acid (TPM1) seemed to perform better than PEG (TPM2) and PVP (TPM3): 

the observed roughness on TP legs is due to magnetite NP aggregates. On the contrary, TPM2 and 

TPM3 show only a minor fraction of NP stuck on TP legs and a uniform layer covering the TP 

legs: this is supposed to be caused by the polymer (partial) decomposition that takes place during 

the thermal annealing.  
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Figure 4.2.15 XRD spectrum of as–grown NP (NP1, red line) and the corresponding magnetite – ZnO TP 
coupled compound after the thermal annealing (TPM1, blue line). 

 

 

 

 

Figure 4.2.16 FE–SEM analysis of coupled compound magnetite / ZnO TP. Refer text for discussion. 
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TEM investigation on the sample TPM1 confirms the presence of NP aggregates randomly 

distributed on TP legs (Figure 4.2.17A). The EDX map in (B) confirms the presence of iron 

(green) around the ZnO TP leg (blue). Thermal annealing does not completely eliminate the 

organic shell surrounding NP, leaving an amorphous layer surrounding TP legs as evidenced by 

HREM images in (C) and (D). Even if the residual contamination of citric acid resulted in a thinner 

shell compared to PEG or PVP, one of the surfactant used leaved the ZnO TP surface free of 

traces.  

 

 

Figure 4.2.17 TEM analysis on sample TPM1. (A) STEM image of aggregate NP on TP leg,  
(B) EDX of iron distribution (green) on ZnO (blu). (C) and (D) HREM images of iron oxide NP  

surrounded by amorphous shell probably caused by surfactant partial decomposition (scale bars are 5 nm). 

 

Moreover, aggregate dimensions vary from a few nanometers up to almost 100 nm. If NP gets 

close during the annealing, due to surfactant loss, some of them may coalesce / sinterize. If the 

distance between two NP is in the order of the exchange interaction length (a few nanometers), 

upon application of an external magnetic field, the resulting particle acts like a bigger particle. If 

the SPM critical dimension is exceeded (20 nm), particles perform as a ferromagnet. This is what 

was observed in the AGFM measurement reported in Figure 4.2.18. The coercive field is small but 
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not unimportant (HC = 0.0017 ± 0.0002 T) and the ratio MR / MS is about 2%. This means that a 

small fraction of NP reached the SPM limit and became ferromagnetic. Besides, the measured 

saturation magnetization for the coupled material (both ZnO TP and magnetite NP) is 0.41 ± 0.08 

Am2/Kg. This is roughly about 50% less than expected, but this could be explained by systematic 

error on the estimation of NP weight. The main reasons include the error of NP mass (no surfactant 

contribution is subtracted) and the estimation of the attached NP (it is assumed that all NP are 

attached to the TP surface). This lead to an overestimation of NP mass used for the normalization, 

hence to a lower value of magnetization is reported. It is worth mentioning that coercive field and 

remanence magnetization values for the coupled compound are very small, hence no significant 

aggregation between different nanostructures – due to magnetic dipolar interactions – is expected. 

On the contrary, upon application of an external field, one can trigger aggregation a/o drive, 

transport or collect these nanostructures. 
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Figure 4.2.18 Hysteresis loop for the sample TPM1 showing a ferromagnetic behavior. On the right is 
reported a low field enlargement of the curve on the left. 

 

To overcome the problem of surfactant decomposition, OA was chosen as both ligand and solvent, 

in the synthesis of magnetic NP, as reported in the previous section (sample NP5). OA is an high 

boiling solvent (350 °C) and, according to our experience, it is expected to be thermally stable, 

refluxing in inert atmosphere. A fraction of magnetite NP dispersed in hexane were mixed to the 

ZnO TP suspension in IPA (Fe / Zn = 1:20), stirred and sonicated for 3 hours, then an aliquote is 

collected and dried under vacuum at 60 °C, as for the previous samples. The mixed compound was 

then quickly annealed under nitrogen atmosphere: the sample was inserted in the tubular furnace 

when the temperature reached 400 °C, kept inside for 10 min, extracted from the furnace, cooled 

down and then dispersed in IPA (sample TPM5). A representative TEM analysis is shown in 

Figure 4.2.19. A first evidence is the expected absence of any surfactant contamination, ZnO (and 

Fe3O4) surface looks clean from organic contamination, oppositely to what was observed in 

previous samples, encapsulated with PEG–400, PVP–10000 and, to a small degree, with citric 

acid. Nevertheless NP aggregation is not completely avoided, but aggregation itself is not crucial 
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for future application (e.g. gas sensing or photocatalytic systems) until aggregation does not lead to 

ferromagnetic behavior. In such case, the magnetic (dipolar) interaction may drive the ZnO TP 

aggregation, i.e. an unwanted lowering of the photocatalytic performance.  

 

 

Figure 4.2.19 TEM analyses on the Fe3O4 functionalized ZnO TP (sample TPM5). Refer to text for 
discussion.  

 

From our experience, aggregation it is likely to take place before the heat treatment. No matter 

how much the ZnO TP to Fe3O4 ratio is increased, (minor) NP aggregation is still observable. This 

is ascribable to the low “affinity” between OA hydrophobic tails and ZnO surface: it is very likely 

that, upon drying / solvent evaporation, NP aggregation takes place because of VdW interaction 

between intermingled OA chains. The following heat treatment leads to coalescence / sinterization. 

On the other hand, the sticking of iron oxide NP on ZnO TP seems to be effective. The two HREM 

images in Figure 4.2.19B and C pick out a large contact area between NP and ZnO TP, this is 

confirmed by another HREM image reported in (D).  

The FT shows (220), (311) and (400) F3dm magnetite / maghemite reflections together with (002) 

ZnO wurtzite (E). The intensity map obtained with the spatial frequencies, marked with circles in 

the FT, is reported with the same color in (F) and displays the different orientations of magnetite 

NP. Magnetic properties were investigated through AGFM measurement and the results are shown 

in Figure 4.2.20. According to the M(H) curve presented in (A), an apparent SPM behavior is 

observed. However a closer view reveals a small, but measurable, coercive field (Hc = 0.0037 ± 
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0.0004 T) proving that a fraction of NP reached their magnetically blocked state (B). This is likely 

ascribable to the increase in NP dimensions, resulting from the annealing process. It is worth 

noting that the annealing was performed under the same conditions (temperature, time, 

atmosphere) in both TPM1 (citric acid capped NP on ZnO TP) and TPM5 (OA–capped) sample 

and, as expected, magnetic properties are comparable.  
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Figure 4.2.20 (A) Magnetization curve of the sample TPM5. (B) low field magnification.  

 

Contrary to what one may expect, it was not possible to reduce particles aggregation (and hence 

obtain a complete SPM behavior) varying the synthetic parameters (i.e. lowering the annealing 

time or temperature, as well as NP to ZnO weight ratio). This fact suggests that NP aggregation 

takes place before the annealing process, probably because of solvent evaporation (and subsequent 

VdW interaction between different OA–capped NP). This underlies an intrinsic limit for the 

proposed functionalization method, that’s why alternative and more sophisticated procedures, like 

chemical–driven self–assembly of iron oxide NP onto ZnO TP will be explored in the future. 

However, the measured coercive field and magnetization remanence are almost unimportant for 

most of the envisaged applications (e.g. gas sensing, photocatalysis), so that the synthesis of a 

perfect superparamagnetic coupled material (coercive field approaching zero i.e. comparable with 

the instrumental error), at present, is not a nodal point.  

Room temperature PL spectra (Figure 4.2.21A) reveals a NBE emission, for the coupled 

compound Fe3O4 – ZnO TP (red line), similar to what is observed for the bare ZnO TP (blue line). 

This is not surprisingly since magnetite shows no emission in the measured range. No significant 

shift of NBE emission is observed at RT, just a slightly lower intensity (about 10%) ascribable to 

the surface functionalization. On the other hand, the visible defect emission (~ 500 nm) is blu–

shifted. The chemical origin of the green luminescence in ZnO is still under debate, there is still no 

agreement on which point defect contribute (most) to the luminescence, but scientific community 

agrees on the fact that surface defects play an important role in the defect band emission (refer to 

Ch. 2.1). A similar blu–shift was observed in CdS functionalized ZnO TP too (as reported in Ch. 
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4.1) and it is likely that surface functionalization (irrespectively on the nature of the 

functionalizing material) passivates some of the radiative defects on ZnO surface responsible for 

the green emission, but a deeper study should be required since, as mentioned early, a general 

agreement on the nature of the green emission still lacks.  
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Figure 4.2.21 PL spectra of bare ZnO TP (blue line) and functionalized ZnO TP (red line)  
at RT (A) and 20 K (B). 

 

Low temperature (~ 20 K) PL mesurement is reported in Figure 4.2.21B. The emission spectra of 

the coupled compound (red line) is still qualitatively similar to that of bare ZnO TP (blu line). A 

small red shift in the NBE emission is observed from  3.355 eV, to 3.353 eV. The observed 

luminescence is consistent to what previously reported for ZnO TP and is due to FX and D0X 

recombinations [97,98]. A less intense emission is present at 3.290 eV, according to what is 

reported in literature, this is ascribable to A0X and ZB NBE recombinations [97,98].  

Finally, no substantial modification of ZnO TP emission is observed due to functinalization with 

magnetite nanoparticles, this was both expected and desirable. The goal of our research focused in 

the addition of extrinsic magnetism to ZnO TP preserving ZnO own properties, like defective 

surface states and NBE photoluminescence. The functionalization approach was chosen to be as 

simple as possible and potentially portable to different ZnO nanostructures. Super–paramagnetic 

magnetite (Fe3O4) nanoparticles are physically coupled to vapor–phase grown ZnO TP and then 

undergo an optimized thermal treatment to sinter in form of strongly coupled composite 

nanostructures, without affecting the crystalline phase and the properties of each material. Such 

functionalized nanostructures can be readily used in photocatalytic systems or gas sensing devices, 

moreover it would be very interesting to study the Fe3O4–ZnO coupled compound in water 

splitting and biomedical applications (i.e. drug delivery, PDT).  

At present, most photocatalysts suffer from low efficiency a/o serious instability for hydrogen 

evolution from water splitting under the irradiation of solar light. To solve the above issues, 

different hybrid semiconductor heterostructures have been explored due to their great flexibility in 
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extending light response range and promoting the separation of photo–induced charge carriers, in 

contrast to single phase photocatalysts [99–103]. 

As concerns possible biomedical applications, it must be noted that ZnO nanostrucures are known 

to produce singlet oxigen upon UV [104,105] and X–Ray irradiation [106]. In this regard, recent 

studies have shown that ZnO nanoparticles exhibit a high degree of cancer cell selectivity with the 

ability surpass the therapeutic indices of some commonly used chemotherapeutic agents in similar 

ex vivo studies [107–109]. Obviously the possibility to use an external magnetic field to selectively 

drive the nanostructure into a localized area, as well transport drugs to a specific target, constitutes 

a high intrinsic value of the proposed coupled nanostructure, for biomedical applications. 
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4.3   Organics on ZnO nanorods 

 

In recent years, organic photovoltaic devices have attracted considerable attention due to their low 

cost, ease of fabrication, and their flexibility [1]. Many research groups have reported on attempts 

to improve their performances in terms of efficiency and stability [2–8]. In particular, to overcome 

the weakness of organic materials, which includes short exciton diffusion length and air instability 

[9], organic–inorganic hybrid structures are generally considered to be promising alternatives [10–

15]. In this respect, ZnO is the most widely used inorganic semiconductor, in this type of hybrid 

devices, because of its high transparency, non–toxicity and ease of fabrication of thin films and 

nanostructure [16–25]. Among organic molecules, the family of the phthalocyanines represents 

one of the most promising candidates for ordered organic thin films, as these systems possess 

attractive features such as chemical and temperature stability, together with the possibility to form 

thin films with good optical and electronic properties.  

In this context, the present chapter shows part of the results obtained in the frame of “D.A.F.N.E.” 

project, devoted to the study of hybrid solar cells. The project involves, among the others, our 

group at IMEM Parma for the growth and optical characterization of ZnO nanostructures and 

IMEM Trento for the deposition of thin organic films (titanyl–phthalocyanines, free–base 

fluorinated porphyrin) on these nanostructures. More in details, the first part focuses on the 

directional deposition of titanyl–phthalocyanine (TiOPc) molecules in ZnO NR. The NR 

sensitization has been carried out using a supersonic molecular beam deposition (SuMBD) 

technique, which allows the deposition of organic molecules with an accurate control at the 

nanoscale. The directional–specific functionalization on a single side of ZnO NR array has been 

demonstrated for the first time as a viable process for future multiple functionalization on a single 

NR. A dual–functionalization, using TiOPc and 5,10,15,20–Tetrakis(pentafluorophenyl)-porphyrin 

(TPP) is herein reported, as well as a preliminary study on the deposition of a p–type (hole carrier) 

material.  

 

 

4.3.1 TiOPc functionalization of ZnO nanorods 

 

According to literature, dye–sensitized solar cells perform power conversion efficiencies over 11% 

under simulated standard solar emission (AM 1.5 G) [26,27]. Unfortunately, the use of liquid 

electrolytes in DSSC often results in leakage and sealing problems, and their scalability remains 

challenging. Many efforts to overcome these limitations have been performed by replacing the 
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liquid electrolyte by ionic liquids [28], or quasi–solid [29] and solid organic sensitizer and hole 

transporter [30]. Despite these efforts, different features in the preparation of these solid state 

devices need to be improved, from the permeation of the organic hole carrier material inside the 

metal oxide nanostructures [31], to the optimization of the solar spectra absorption [32,33]. The 

use of dyes with large absorption range [34] has improved the performances, but in order to 

efficiently harvest the whole solar spectrum, it would be useful to employ multiple dye molecules 

that maximize the absorption at specific and complementary frequencies. Unfortunately, because 

of the exciton diffusion length in most organic dyes (10 ÷ 20 nm) [1,61], the photoactive layer 

thickness has to be accurately tuned in order to efficiently separate the exciton at the interface with 

the nanostructured metal oxide, avoiding recombination and promoting electron injection to the 

semiconductor conduction band [35,64]. Combining these considerations with the ability to control 

the shape and the morphology of the metal oxide nanostructure, it is possible to design an 

improved hybrid structure with higher overall efficiency. Taking benefit from versatile synthesis 

procedures, different ZnO nanocrystals have been exploited in photovoltaic cells: nanoparticles 

[36], nanotetrapods [37] and nanorods [38,39] in particular. Among these, the latters, present some 

attractive features: first of all, the NR have a single crystalline structure and can be grown by vapor 

phase techniques at (relatively) low temperature, on a conductive transparent metal oxide (TCO) 

consisting of AZO deposited on commercial glass [40]. Moreover, because of their morphology, 

NR allow a continuous path for the electron, minimizing potential barriers (i.e. grain boundaries 

and heterojunction barriers) improving electron conduction and reducing recombination. Finally, 

NR present a high surface–to–volume ratio, and the surface “roughness” induces scattering 

phenomena of the incoming light that allow multiple trapping processes at the interface. 

Consequently, ZnO NR have been investigated in solid–state dye–sensitized solar cells [41–43].  

In recent years SuMBD has been successfully employed in the growth of organic oligomer 

[44,46,47], with unique structural and morphological properties [48] and consequently improved 

device performances [45,49]. The technique is based on the controlled expansion of a carrier gas 

(He, Ar, Kr), seeded by the organic oligomer, in high vacuum. The molecular beam, properly 

selected and skimmed, presents specific characteristics in kinetic energy, alignment, and 

directionality, which produce unique properties in the grown organic films. In the Knudsen or 

traditional regime (molecular flow) molecules will not experience collisions, so the velocity and 

internal energy distributions of the molecules follow a Maxwell–Boltzmann distribution function, 

whereas the angular distribution is typically cosine–like. In SuMBD the presence of channeled 

openings could improve the directionality of the beam, giving rise to a cosn (n ≥ 2) forward 

intensity, with a large number of collisions occurring in the free–jet expansion, determining a 

supersonic flow. In particular, considering the characteristic dimensions of the deposition 

apparatus, the supersonic beam presents an angular spread of about 5° on the sample substrate. The 

much sharper forward angular distribution of supersonic free jet, gives rise to an intensity, at the 
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beam target, that could be a factor up to 100 times larger than that for Knudsen cells. The result is 

that SuMBD technique allows the formation of a high directional beam, with narrow velocity and 

angular distributions, with high controlled kinetic energy (far outside the range of thermal 

evaporation), and with a fast cooling of the internal degrees of freedom [50]. 

Titanyl phthalocyanine (TiOPc), as organic dye molecule, exhibits a wide absorption spectrum in 

the visible range, it has been used as an active material in organic solar cells [51,52], it is used in 

organic light emitting diodes and has been investigated as conducting layer in organic field effect 

transistors [53–55]. Moreover it has been used as emitter in the NIR region and as photoconductive 

materials for printers and copying machines [56]. Among various TiOPc growth techniques, 

significant results are reported using Langmuir–Blodgett [57] and organic molecular beam 

(OMBD) deposition [58], while SuMBD technique has further improved the crystallinity and the 

phase control of TiOPc films [47,48].  

Herein is reported the TiOPc sensitization of vertically aligned ZnO NR, using different angles 

between the molecular beam and the substrate, in order to investigate the effects of the beam 

directionality and achieve a directional deposition of TiOPc on a single side of ZnO NR.  

The first step in the photoanode assembly is the growth of AZO film on glass substrate to be used 

as TCO. AZO films have been deposited by pulsed electron deposition (PED) technique at IMEM 

institute (thanks to Dr. Francesco Pattini and Francesco Bissoli), and are generally characterized by 

low roughness, high transparency and good electrical conductivity. The film shows preferential 

grain orientation with hexagonal wurtzite c–axis perpendicular to the substrate, as shown in Figure 

4.3.1A. 
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Figure 4.3.1 XRD spectrum of c–axis oriented (A) AZO film, (B) ZnO NR grown on AZO. Reflections 
are indexed according to PDF 80–0075. 

 

The ZnO NRs are grown on AZO films using a CVD technique at relatively low temperatures, 

compatible with glass substrates (typically 480 °C). For further informations refer to the 

Experimental section Ch. 3.1.1b and to Calestani et al. [40].  
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XRD spectrum of as–grown NR reported in Figure 4.3.1B, shows the same c–axis alignment 

observed in the AZO substrate. It is worth noting that the growth of NR has been limited only to a 

part of the substrate region covered with the AZO films (as shown in Figure 4.3.2) in order to 

extract electrons from the free AZO surface.  

 

 

Figure 4.3.2 SEM view of the different ZnO layer constituting the photoanode. Adapted from [40]. 

 

The growth of organic thin films has been performed at the IMEM institute in Trento by Dr. 

Nicola Coppedè in a tailor–made supersonic beam deposition apparatus [50], it basically consists 

of a differentially pumped supersonic beam, a TOF mass spectrometer, and a deposition chamber. 

The supersonic beam source, placed in a high vacuum chamber, is made of a quartz tube with a 

micrometric nozzle at the front end (typically 50 ÷ 130 m in diameter). An inert carrier gas 

(helium in this experiment) is injected in the quartz tube at a controlled pressure (2 ÷ 3 bar). Inside 

the tube, a vessel with  the organic material powder is used to sublimate by Joule heating the 

molecules, dispersing them at very low concentrations into the gas, and  expanding both through 

the source nozzle into the deposition chamber. A conical skimmer selects the central part of the 

beam, which proceed to the sample in a ultra–high vacuum chamber. By changing the working 

parameters (nature and pressure of the carrier gas, sublimation temperature, nozzle diameter, and 

temperature), it is possible to finely control key properties of molecules in the supersonic beam 

such as kinetic energy, momentum, and cooling of the internal degrees of freedom typically 

induced by expansion. The source typically operates using a He gas carrier whose pressure is in the 

range of 100 ÷ 200 kPa. The central part of the beam is selected by skimming the free jet 

expansion via a sharp edged conical collimator, which separates the source from the deposition 

chambers (base pressure 10–8 mbar). Here, the molecular beam is intercepted by the substrate, 

which temperature can be varied from –100 up to 350 °C, with a stability of about 1 °C.  
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Figure 4.3.3 Scheme of SuMBD deposition on two different samples of ZnO nanorods.  
Configuration (A) presents a 45° angle with respect to the beam direction, (B) is perpendicular (90°). 

 

 

Figure 4.3.3 shows a schematics of the geometries used in the experiments. In particular, when the 

angle between the beam and the axis of nanorods is 45° (configuration a), only one side of the NR 

will be exposed to the beam and we expect that, if adsorption–activated kinetic processes will 

occur, the diffusion of molecules towards the other side of the NR will be avoided and a 

directional deposition will takes place. On the contrary, when the beam is parallel to the NR axis 

(configuration b) the whole NR array will be exposed to the arriving molecules, resulting in a 

homogeneous coverage. Comparing the results on the two directions with identical beam 

deposition parameters, it is possible to determine the role of directionality of the beam on the 

TiOPc growth. 

TiOPc films have been grown at RT while a quartz microbalance was measuring the deposition 

rates, fixed at 0.5 nm/min. The source operating conditions have been tuned to keep the same high 

kinetic energy of 15 eV for all the deposited films. The in–line time–of–flight mass spectrometry 

(TOF–MS) coupled to laser (fourth harmonic of a Nd:YAG laser at 266 nm) multi–photon 

ionization has been used to monitor the intensity, purity, and stability of the beam. The duration of 

the deposition has been set to produce films of the same thickness (20 nm). The TiOPc starting 

material comes from the same batch (Syntec–Sensient GmbH) for all experiments. It has been 

purified by repeated vacuum–sublimation cycles, then measured by TOF mass spectrometer to 

exclude residual contamination. The TiOPc deposition was carried out as pictured in Figure 4.3.4. 

It is worth noting that the deposition on AZO, ZnO NR and glass substrate was performed at the 

same time, so that the organic layer thickness, is the same throughout the different zones of the 

sample. 
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Figure 4.3.4 Picture and sketch of ZnO NR sensitized with SuMBD deposited TiOPc.  
The beam direction is fixed at 45° with respect to the substrate. 

 

Figure 4.3.5 reports the SEM analyses of as–grown ZnO NR, compared with those sensitized with 

TiOPc using an angle of 90° with respect to the sample surface. Figure (A) presents as–grown ZnO 

NR at 40.000x magnification: they show a regular shape and a uniform alignment over a wide area 

of the sample. A detailed image is shown in (B): NR length corresponds to 2 ÷ 3 m, while the 

average thickness is about 50 nm. Finally, (C) depicts the same sample, sensitized with 30 nm of 

TiOPc. The deposition of results to be regular and continuous, i.e. NR appear to be covered in a 

symmetric and homogenous way, and their overall thickness is increased to about 100 nm.  

 

 

Figure 4.3.5 SEM image of (A) as–grown ZnO NR, (40000x magnification). (B) as–grown ZnO NR, 
(80000x magnification). (C) TiOPc “perpendicular” deposition (90°) on ZnO NR, (80000x magnification).  

 

In addition to the perpendicular deposition, a SuMBD growth was performed on a sample inclined 

at 45° respect to the beam. STEM analysis, with a high–angle annular dark–field (HAADF) 
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detector, was carried to obtain composition sensitive (Z contrast) images. The NRs have been 

removed from the substrate and dispersed over a holey carbon grid for TEM analysis. A STEM 

image of a bunch of ZnO NR is presented in Figure 4.3.6. As the intensity is directly related to the 

atomic number Z, the ZnO NR appear very bright with respect to the carbon background of the 

grid. The diameter at the base is in the range of 40 ÷ 50 nm while average length is about 1 m. A 

careful inspection of the image allows to distinguish a light halo, of intermediate gray, surrounding 

most NR only by one side: that suggests the directional TiOPc coverage.   

 

 

Figure 4.3.6 STEM–HAADF image of a TiOPc–sensitized ZnO NR.  
The light halo surrounding NR only one side shows the directional deposition. 

 

 

  

Figure 4.3.7 (A) Zero–loss TEM image of ZnO NR (dark gray), displaying the directional deposition of 
TiOPc (light gray) only by the right side of NR. (B) HREM image of the portion squared in (A): no TiOPc  
is present on the left side of NR. ED pattern reported as inset shows the typical ZnO wurtzite lattice in the 

(2-1-10) projection. 



166 Chapter 4  |  Results: functionalized materials 

 

A bright field, zero loss TEM image is reported in Figure 4.3.7A. The asymmetrical coverage is 

can be seen: ZnO NR appear dark gray, TiOPc layer looks intermediate gray (and surrounds the 

NR only on the right side), while the background carbon grid is bright. The deposited layer has a 

satisfactorily uniform thickness and covers the entire NR length. The HREM image in (B) is the 

enlargement of the white squared region in (A). The NR are single crystal with wurtzite structure 

and the lattice is in the (2-1-10) projection, as proved by the ED reported in the inset. It is worth 

noting that, according to HREM observation, there is no trace of organic deposition on the left side 

of the NR. To determine the composition and the spatial distribution of the chemical species, high 

resolution EDX has been performed (K lines are used, Zn in blue and Ti in green) and it is 

reported in Figure 4.3.8A. While zinc is homogeneously distributed across the whole NR, the Ti 

signal is mainly localized in the thin layer surrounding one side of the NR. Due to the very low 

quantity of Ti, the analysis has been difficult and required very long time to improve the statistic 

on counts. The asymmetric Ti distribution (B) has been confirmed over several different NR and it 

demonstrates the asymmetrical TiOPc coverage due to the 45° deposition.  

 

 
 

 

Figure 4.3.8 (A) EDX map of the same NR reported in Figure 4.3.7A. 
(B) Intensity profile of Zn and Ti signals, integrated in the area squared in (A). 

The Ti distribution results asymmetric with respect to Zn. 

 

Absorption and luminescence spectra of as–deposited TiOPc layer on glass substrate are reported 

in Figure 4.3.9A. What is currently observed is the typical absorption spectra of solid–state TiOPc 

[47,59] (blue line) consisting of two main broad bands: a B band (Soret) in the near–UV centered 

at 350 nm, due to the transition to the second excited state (S0 蝦 S2), and a Q band, in the visible 

region, due to HOMO–LUMO transition (S0 蝦 S1). Both of them include different components 

whose positions and intensities are known to be sensitive to the specific crystalline phase. Their 

energy, according to Mizuguchi et al [59] is strongly influenced by molecular distortion induced 
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by – interactions between adjacent molecules along the c–axis. As a consequence, the optical 

properties in the visible range are very sensitive to the crystalline structure, which determines the 

degree of overlap between orbitals of neighboring molecules. Analyzing the shape of the Q band 

absorption, there is the presence of features reminiscent of an amorphous phase (shoulder at 650 

nm and peak at 730 nm), combined with a component of phase II (the  shoulder at 830 nm) [47]. 

PL measurement (red line) shows that HOMO–LUMO radiative recombination is not observed: 

this could imply that the lowest excited state (S1) is non–fluorescent, and fluorescence originates 

from a non–equilibrium excited state (S2 蝦 S0). The PL emission of the samples grown at 45° and 

the emission of bare ZnO NR and TiOPc are compared in Figure 4.3.9B. The blue line is a typical 

RT luminescence spectrum of ZnO NR grown by vapor phase technique [60]: the near band edge 

emission is centered at 380 nm and is more intense than the defect band centered at 500 nm. The 

red line shows the emission band of TiOPc centered at 430 nm and finally the green line presents 

the complete system of TiOPc sensitized ZnO NR with 45° angle between the substrate and the 

beam. It is important to underline that the TiOPc deposited (for surface unit) is the same in the case 

of the green and red lines.  
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Figure 4.3.9 (A) Absorption (blue) and emission (red) spectra of TiOPc. (B) PL spectra of ZnO NR (blue) , 
TiOPc (red) and ZnO NR sensitized by directional deposition of TiOPc (green). 

 

The comparison of the spectra in (B) suggests two main features: (1) the band at 430 of TiOPc has 

been completely quenched in the case of TiOPc–sensitized NR, (2) sensitized–NR have overall 

lower emission with respect to bare NR due to TiOPC absorption.  

(1) As the thickness of the TiOPc layer, according to Figure 4.3.7, is about 10 nm (thus 

comparable with the typical exciton diffusion length in organic semiconductors [61]), considering 

ZnO and TiOPc band alignment, an injection of TiOPc photo excited charge in the oxide can take 

place and the exciton no longer recombines radiatively into the molecule [62]. This means that the 

sensitization is effective, the exciton is separated at the interface before recombination takes place 

and the charge is injected from organic molecule to the oxide nanostructure [65–70].  
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The band gap alignment of the coupled nanostructure forms a type–II heterojunction, in fact, the 

ZnO CB lies at 4.6 eV with respect to the vacuum [63], while the TiOPC LUMO is located at 4.0 

eV [64] (i.e. 0.6 eV above). This is crucial for the photovoltaic applications of this organic–

inorganic system as a hybrid photoanode. 

(2) The emission of sensitized NR (Figure 4.3.9B, green line) is less intense than that of bare ZnO 

NR (blue line). According to Figure 4.3.9A (red line), the lower NBE emission is ascribed to the 

action of the TiOPc layer that firstly absorbs the laser incident radiation and secondly absorbs the 

ZnO UV emission. The lower intensity of the ZnO visible band (green luminescence) is likely due 

to TiOPc laser absorption, together with TiOPc surface functionalization. TiOPc deposition is 

likely to passivate surface states, which are usually addressed as the cause of ZnO visible emission 

(refer to Ch. 2.1 for in–depth review).  

These results demonstrate that it is possible to selectively sensitize a single NR structure with a 

controlled and homogeneous deposition of TiOPc, choosing the side to be covered. This pave the 

way to different directional sensitizations, with two molecular species, each one covering 

selectively one side of the NR. This could be exploited in solar cell application to improve the 

absorption at different wavelengths: by choosing different molecules with different absorption 

peaks, it is possible to collect a wider fraction of the solar spectrum. Moreover the directional 

functionalization of the same NR with different molecules could be applied in gas sensing devices, 

to improve the selectivity of the device. Many other applications, including biomedicine, may 

benefit from a controlled directional and multiple functionalization of the nanostructures with 

different organic active materials, deposited side–by–side on each nanostructure. 

 

 

 

 

4.3.2 Dual functionalization of ZnO NR 

 

Taking advantage of the research on TiOPc deposition, a basic exploration in the direction of 

multiple functionalization on single NR was performed. Driven by the high directionality of 

SuMBD deposition, the key idea is to deposit two molecules with different absorption range into 

the single ZnO NR (Figure 4.3.10). Counting on the know–how acquired by the researchers at 

IMEM–Trento, a functionalization with TPP was chosen [71,72] since it is known to be stable 

under SuMBD sublimation and extends the absorption of the photoanode in the blue region (Figure 

4.3.11A, red line).  
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Figure 4.3.10 Simplified sketch of double functionalized photoanode:  
two molecules are deposited on a single NR.  

 

The SuMBD–deposited TPP on quartz (50 nm) shows a Soret band, with sharp absorption, that 

sweeps from 430 nm to the UV region and partially fills the gap between TiOPc Soret and Q bands 

(Figure 4.3.11A). Both samples are thin films (50 nm), grown using the SuMBD apparatus at 

IMEM–Trento. 

A comparison between TPP absorption spectra in chloroform (blue) and in form of solid film (50 

nm on quartz) is provided in (B). While the absorption spectra in liquid is in good agreement to 

what is reported in literature for TPP [73] and in general with those previously reported for 

fluorinated aryl porphyrins [74–78], the absorption spectra in solid phase presents plain 

differences, the peak structure of the Soret band results broadened and new peaks arise at 540 nm 

and 460 in the Q bands. 
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Figure 4.3.11 (A) Absorption spectra of SuMBD–grown TiOPc and TPP thin films. The addition of TPP 
partially extends the absorption into the visible region.  

(B) Absorption spectra of TPP in liquid (blue) and 50 nm thin film (red). 
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As a general consideration, the position, appearance and intensity of bands depend on peripheral 

substitution, metallation, solvent, as well as aggregation of the molecules. SuMBD growth induces 

an improved degree of crystallization in organic oligomer due to the higher kinetic energy of the 

molecular precursor in the beam [47,79,80] a/o kinetically activates the formation of bonds at the 

interface. Molecular distortion and interplanar – interactions arising from crystallization are 

known either in phthalocyanines [59] as well in porphyrins.  

Di Magno and co–workers observed that sterically demanding groups at the porphyrin periphery 

lead to extensive nonplanar distortions in the relatively flexible porphyrin macrocycle [81], and a 

substantial alteration in the absorption spectra often accompany these structural changes [82–88]. 

The interaction in the solid state, induces a – interaction between adjacent molecule that causes 

a distortion in the planar structure and lowers the symmetry of the molecule: for example, it is 

reported that when a distortion in the peripheral pentafluorophenyl rings is involved, the symmetry 

changes from D2h to C2v [73,89]. Perepogu and Bangal [90] observed a similar Q and B bands 

broadening in the study of TPP nanoparticles and possibly adduce the effect to hydrophobic 

interaction and ヾ–ヾ stacking between adjacent molecules. Moreover, on the basis of DFT 

calculation, they suggest that pentaflurophenyl groups of TPP lie exactly in orthogonal direction 

(out–of–plane of porphyrin macrocycle) with respect to porphyrin macrocycle and this may cause 

a weak coupling that splits the B band in the region between 375 ÷ 450 nm. 

The aforementioned considerations qualitatively explain the Q and Soret band splitting, of course a 

deeper study should be required for investigate the molecular distortion, the crystallization and the 

possible kinetically induced interaction (due to SuMBD deposition) with the substrate but this lays 

outside the purpose of this Thesis. 

A side by side view of absorption and emission spectra of TPP thin films (50 nm) deposited by 

SuMBD technique is presented in Figure 4.3.12. Absorption spectra (red) is the same shown in 

Figure 4.3.11B and is reported for sake of clarity. The PL spectrum (blue) presents two major 

bands. The one centered at 460 nm related to the Soret absorption band (sometimes referred as B 

band), is attributed to the transition involving second excited singlet state (S2 蝦 S0) due to optical 

transitions localized on the nitrogen atoms of the central macrocycle. The structured band ranging 

from 630 to 730 nm represents the luminescence related to the Q band absorption (S1 蝦 S0) 

involving transitions from delocalized orbitals in the molecule and the observed Stoke–shift is in 

agreement to what is reported in literature [90–92]. It is worth noting that typically internal 

conversion from S2 to S1 is rapid so that fluorescence is only detected from S1 [93]. The 

phenomena of internal conversion were extensively studied in similar systems (e.g. Zn–

tetraphenylporphyrin): the difference between characteristic lifetime of S1 (picoseconds) and S2 

(femtoseconds) leads to the depopulation of S2 to S1 via vibrational states [94], hence no 

luminescence is observed in the blue–UV region. Besides this general observation, which can be 
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considered a sort of rule of thumb for porphyrins, other authors, since Bajema and Gouterman 

research [95], reported the S2 蝦 S0 luminescence in the range 450 ÷ 500 nm as currently observed 

[96,97]. According to Marcelli et al. [96] the observed S2 luminescence is caused by the shortening 

of the S1 lifetimes due to macrocycle distortions.  
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Figure 4.3.12 Absorption (red, right vertical scale) and emission (blue, left vertical scale) spectrum 
 of 50 nm TPP film deposit by SuMBD.  

 

 

Possibly, in our case, the “solid–state effect” (crystallization, distortion, – interaction) induced 

by SuMBD deposition is responsible for the intense S2 蝦 S0 luminescence, but the full 

comprehension of the observed luminescence will require further studies. 

The ZnO NR functionalization using a dual absorber was carried out by SuMBD technique: TiOPc 

and TPP are subsequently deposited on different directions on ZnO NR substrate as sketched in 

Figure 4.3.10. TEM analyses were performed on the sample by removing ZnO NR from the 

substrate and dispersing them on the TEM copper grid. STEM images are reported in Figure 4.3.13 

and clearly point out that the deposition was not successful, compared to the previously reported 

deposition of TiOPc. The organic material didn’t form a regular layer on NR but looked rather 

crowded and the deposition is clearly observable on both sides of the NR. It is likely that the 

deposition of TiOPc, performed later than TPP deposition, suffers from porphyrin irregular 

coverage. An EDX analysis on a single NR is reported in Figure 4.3.14. According to it, TPP 

distribution (red) is symmetric with respect to ZnO NR length while TiOPc coverage (green) 

seems very low despite the higher atomic mass of titanium compared to fluorine. It is likely that 

TPP deposition covered on average the whole ZnO surface and subsequent adhesion of TiOPc 

results affected for the presence of porphyrin instead of bare ZnO. 
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Figure 4.3.13 STEM images on TiOPc + TPP dual sensitized ZnO NR. Scale bars are 100 nm. 

 

 

 

 

Figure 4.3.14 EDX mapping and STEM image of irregular TPP layers around ZnO NR.  
According to EDX map, TiOPc content is very low. 
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Moreover, large aggregates (in excess of 50 nm) are reported, this quite likely affects the 

efficiency of a future solar cell. In fact exciton, created upon light absorption in organic layer, has 

to be dissociated at the interface with ZnO, where the abrupt change of the potential energy creates 

a strong local electrical field that injects free carriers into the donor / acceptor material. Therefore, 

exciton diffusion length limits the thicknesses of the organic layer so that exciton diffusion length 

(typically 10 ÷ 20 nm) [1,9,61] should be comparable to the distance with ZnO NR interface. 

Otherwise, excitons decay via radiative or non–radiative pathways before reaching the interface, 

and their energy is lost for the power conversion. 

Figure 4.3.15A reports the luminescence of three distinct zones of the sample: as–grown ZnO NR 

(blue), TPP (red) and TPP on ZnO NR (green). The NBE emission intensity of sensitized ZnO NR 

is lower compared to bare ZnO NR, however this is expectable since organic layer absorbs either 

part of the incident laser radiation and part of the ZnO NBE emission, as evidenced by the 

absorption spectrum reported in Figure 4.3.15B (red line). For sake of clarity, bare ZnO (blue) and 

sensitized–ZnO (green) luminescence spectra (normalized on ZnO NR defect band intensity) are 

reported together with the TPP absorption spectrum (red). In fact, the porphyrin absorption around 

500 nm, partially explains the structured green emission of the sensitized ZnO NR: Q bands 

centered respectively about at 510, 540 and 580 nm (Figure 4.3.15B, red line) are responsible for 

the modulation of the ZnO visible emission band (black arrows). According to Figure 4.3.15A, the 

NBE emission profile is exactly the same while the green emission is modulated by TPP 

absorption.  

What cannot be explained simply considering the porphyrin reabsorption, is the onset of the hybrid 

structure luminescence centered at about 450 nm (4.3.15A, green arrow). In fact, bare ZnO NR 

emission (blue line) present a lower slope at 450 nm while the TPP luminescence has a quick rise 

in this region. The luminescence of the hybrid structure is actually due to both ZnO and TPP 

luminescence.  

Beside this, the plain difference between ZnO and TPP–ZnO luminescence emissions lies in the 

red region (600 – 750 nm) of the spectrum (Figure 4.3.15A, red arrows). This is caused by 

HOMO–LUMO recombination inside the porphyrin, due to ineffective charge injection into the 

ZnO. According to STEM images, the TPP layer thickness is irregular and largely exceeds the 

exciton diffusion length (10 ÷ 20 nm) so that radiative recombination is observed (green and red 

lines). The peak at 750 nm is the second order of ZnO NR NBE emission.  

It is worth noting that TiOPc luminescence is not detected. This could be due to several factors: 1) 

according to EDX analysis, the contribution of TiOPc is just a fraction with respect to TPP, 2) 

TiOPc emission is centered at about 420 nm (Figure 4.3.9) where porphyrin has its absorption 

peak. Considering this, it is much more likely a TiOPc reabsorption due to TPP rather than a 

luminescence quench due to charge injection into ZnO. 
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Figure 4.3.15 (A) PL spectra of dual–sensitized photoanode measured in three different zones: on the dual 
organic layer (red), on bare ZnO NR (blue) and on sensitized ZnO NR (green). 

(B) normalized PL intensity of ZnO NR (blue) and sensitized ZnO NR (green), vertical scale is on the left. 
TPP absorbance (red) is also reported (vertical scale on the right), refer to text for discussion.  

 

 

The sensitization with dual molecule has been reported, although not fully successful. This 

experiment was in the direction of dual functionalization on a single NR in order to use two 

absorber molecules and hence extend the fraction of visible spectrum collected by the photoanode. 

Unfortunately it was not possible to carefully control the morphology nor the thickness of the TPP 

absorbing layer, as in the case of the single TiOPc. It is crucial to investigate the causes of the 

non–uniform deposition, if it’s due to TPP irregular coverage that invalidates the following TiOPc 

deposition, or simply the dual functionalization is not an effective way because of “interaction” 

among the two molecules. To understand from this failure, the TPP deposition on ZnO was 

investigated and the following section gives a brief overview to it. 
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4.3.3 TPP functionalization of ZnO NR 

 

The deposition of TPP was carried out by SuMBD technique at IMEM–Trento, deposit porphyrin 

(Ek = 10 eV on RT substrate) on ZnO NR – grown on AZO substrate – in analogy to what reported 

for TiOPc (according to the sketch reported in Figure 4.3.4). TEM analysis was performed on the 

sample by removing ZnO NR from the substrate and dispersing them on the TEM copper grid. 

STEM images are reported in Figure 4.3.16. What is actually observed is an irregular coverage, 

very similar to what was reported for the dual–functionalized TiOPc–TPP ZnO NR. TPP 

molecules are aggregated and the deposition is clearly observable on both sides of the ZnO NR. It 

is worth noting that aggregates dimensions are in excess of 100 nm, far larger than exciton 

diffusion length in most organic semiconductors. 

 

 

Figure 4.3.16 STEM (left) and TEM (middle, right) images on TPP sensitized ZnO NR. 

 

Figure 4.3.17A reports the luminescence of three distinct zones of the sample: as–grown ZnO NR 

(blue), mere TPP (red) and TPP deposited on ZnO NR (green). PL spectrum is qualitatively the 

exact copy of that reported for dual–functionalized (TPP and TiOPc) ZnO NR. More in details, the 

following common features are observed: (1) NBE emission intensity of TPP–sensitized ZnO NR 

is lower compared to bare ZnO NR. (2)The absorption spectra of TPP partially explains the 

structured green emission (around 500 nm) of the sensitized ZnO NR. (3) The luminescence 

shoulder of the hybrid structure centered at about 440 nm due to TPP recombination. (4) The 

emission in the red region of the spectrum (620 ÷ 720 nm) caused by HOMO–LUMO 

recombination inside the porphyrin due to ineffective charge injection into the ZnO.  (5) The peak 

at 760 nm is due to the second order ZnO NBE emission.  

Figure 4.3.17B reports a comparison between the PL emission of TPP functionalized ZnO NR and 

dual–sensitized TPP–TiOPc ZnO NR. Besides minor differences in the relative intensities, the two 
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spectra are identical. This means that the emission observed in the dual–sensitized photoanode 

(reported in the previous chapter) is only due to TPP aggregates, probably because TiOPc suffers 

from previously irregular deposited TPP and hence TiOPc adhesion is limited (EDX analysis in 

Figure 4.3.14 reveals just a minor Ti contribution). Moreover, and above all, the ineffective 

deposition of the sole TPP shows that the dual–deposition itself can be an effective way to create a 

composite photoanode on ZnO NR and the ineffectiveness of dual–sensitization can be totally 

ascribed to the TPP deposition.  

The research in porphyrin deposition through SuMBD is still a hot research at IMEM Trento and 

different deposition parameters will be varied soon (beam kinetic energy and substrate 

temperature, above all) in order to improve the deposition. 
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Figure 4.3.17 (A) PL spectra of porphyrin–sensitized photoanode measured in three different zones:  
TPP (red); bare ZnO NR (blue); and TPP on ZnO NR (green). 

(B) normalized PL intensity of TPP on ZnO NR (blue) and dual–deposition TPP+TiOPc on ZnO NR (red).  

 

However, even if this configuration is not optimized for solar cell applications, it is instead 

interesting in photocatalytic [98], gas sensing devices [99]; and above all, in all those applications 

that benefit from photosensitized singlet oxygen production: e.g. environmental remediation 

(photo–oxidation of organic pollutants in wastewater treatment) and nanomedicine (PDT) [100].  

Recently, Liu demonstrates that ZnO NR – porphyrin hybrid nanostructure is an effective anti–

tumoral agent [102], thanks to the high yield of singlet oxygen generation, that appears to be the 

main cause of cytotoxicity inside the cell. When the coupled nanostructure is targeted to tumors 

and stimulated by X–Rays during radiotherapy, ZnO generates visible light that activates the 

porphyrin for PDT. ZnO nanostructures are one of the best candidates for this application, since 

they display very high quantum efficiency for 1O2 production [100,101] and their UV emission 

(380 nm) matches well the Soret band absorption of TPP (refer to Figure 4.3.12), and most 

porphyrin photosensitizers in general [103,104]. Therefore, the radiation and photodynamic 

therapies are combined and simultaneously occur, and the tumor destruction can be more efficient. 

More importantly, the ZnO–porphyrin complex could be used for deep tumor treatment as X–Rays 
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can penetrate through tissues (deeper than UV–Vis–NIR radiations) and strong X–Ray excited 

luminescence has been observed in ZnO nanoparticles [105,106]. Finally, porphyrin–

functionalized ZnO NR have been recently used for the treatment of breast cancer [107]. 

 

 

4.3.4 Preliminary study on hole conducting material 

 

In order to study a future solar cell, a p–type material is needed to carry holes to the metal counter–

electrode. In fact, in order to deposit the metallic contact (counter–electrode) on the top of 

organic–functionalized ZnO NR, and avoid recombination between the organic (or ZnO, if the 

organic coverage is very thin) and metal electrode, it is necessary to interpose a hole carrier 

material with sufficiently high mobility. PEDOT:PSS is chosen since it is nowadays a reference 

standard in “soft electronics” and is omnipresent, as electrode material; in antistatic coating agent, 

in pyroelectric sensors, light emitting diodes, field effect transistors, and photovoltaic cells [108–

111]. Moreover it possesses a favorable band alignment to extract holes from TiOPc HOMO hence 

regenerating the molecule after exciton creation upon light absorption. A schematic sketch of the 

solar cell and band alignment of ZnO [112,113], TiOPc [113,114] and PEDOT:PSS [115,116] – 

with respect to the vacuum – are illustrated in Figure 4.3.18. 

 

 

Figure 4.3.18 (A) ZnO NR based hybrid solar cell: ZnO NR is used as n–type material,  
TiOPc as absorbing layer and doped–PEDOT as hole conducting material. 

(B) band alignment of ZnO, TiOPc and PEDOT:PSS. 

 

PEDOT is built from ethylenedioxythiophene (EDOT) monomers. It is insoluble in many common 

solvents and unstable in its neutral state, as it oxidizes rapidly in air. To improve its processability, 

a polyelectrolyte solution (polystyrenesulfonate, PSS) can be added, and this results in an aqueous 

dispersion of PEDOT:PSS [poly 3,4–ethylenedioxythiophene : polystyrenesulfonate)], where 

PEDOT is its oxidized state. Each phenyl ring of the PSS monomer has one acidic sulfonate 
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(SO3H) group, refer to Figure 4.3.19 (left). It can be easily handled from aqueous solutions, 

exhibits high transparency in the visible range, and is remarkably stable under environmental, 

thermal, and mechanical stresses [117]. The aqueous dispersions of PEDOT:PSS used for this 

work is a commercial product known under the trade name Baytron–P from H.C. Starck. The 

PEDOT:PSS is then doped with ethylene glycol (20% v/v) and (0,001% v/v) dodecyl benzoic 

sulfonic acid (DBSA). The resulting PEDOT solution combines high conductivity (about 300 S 

cm–1), good transparency in the visible region, with excellent stability under ambient conditions 

and can be easily processed from aqueous dispersions by spin coating. 

 

  

 

 

Figure 4.3.19 Chemical structure of PEDOT:PSS (left), reproduced from [118]. 
Sketch of the ZnO NR – PEDOT solar cell (right). 

 

As–grown ZnO NR were previously characterized by SEM analysis (Figure 4.3.21A) and exposed 

to UV light for 5 minutes to remove organic volatile compounds eventually attached to the surface. 

Then the aqueous suspension of PEDOT:PSS was spin–coated over NR at 3000 rpm for 60 

seconds, taking care to mechanically mask the substrate for the deposition as schematized in figure 

4.3.19 (right). The sample was then annealed on a hotplate (in air) at 140 °C for 1 hour and then 

characterized by SEM. The adhesion of the polymer on the ZnO NR results good: PEDOT covers 

ZnO NR surface in a uniform way, an enlargement of the mean ZnO NR dimensions is observed in 

Figure 4.3.20B. The polymer film corrugation reflects the underneath ZnO NR morphology and 

the layer thickness can be deduced from  AFM images reported in Figure 4.3.21D to be in the 

order of  hundreds nanometers (thanks to Dr. Paolo Ranzieri for AFM measurement). The 

deposition however is still not good to ensure a good contact plane for the future evaporated metal 

on the top. Lowering spin–coat rate to 1500 rpm and extending time up to 3 minutes, almost every 

ZnO NR results embedded in PEDOT as can be seen in Figure 4.3.20C.  
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Figure 4.3.20 (A) SEM image of as–grown ZnO NR, (B) PEDOT:PSS–coated ZnO NR, (C) PEDOT:PSS 

embedded ZnO NR. (D) AFM measurement on sample shown in (B). White scale bar on the right is 2 m. 

 

 

In order to evaluate ZnO–PEDOT composite, electrical measurements were performed using gold 

tips as moving contacts. In Figure 4.3.21 is reported a preliminary I/V measurement performed 

under dark on three different zones of the sample (according to Figure 4.3.19 right) to verify the 

ohmic contacts, respectively between PEDOT–PEDOT (red), AZO–ZnO (green) and ZnO–ZnO 

(blue). These rough measurements serves just to ensure that contacts don’t limit the current of the 

cell: since all the measured dark resistances are in the Kohm range, it is safe to assume that contact 

resistance is just a minor contribution.  

I/V characteristic of hybrid PEDOT–ZnO junction was recorded both in dark and under 

illumination (100W halogen lamp). It must be noted that these measurement were acquired and are 

shown hereby just to verify the effectiveness of PEDOT deposition. We are not interested to test 

the cell efficiency, in fact the simple structure pictured in Figure 4.3.19 is nowhere an optimized 

solar cell. First of all, a proper absorbing material is not used: 1m thick PEDOT:PSS film is used 

as both absorber and hole carrier material. While PEDOT performances as p–type material has 

been widely investigated and reported in literature, the optical density of the PEDOT film is low 

and only a minor fraction of incident photons are collected. Moreover the contact geometry is all 

but optimized. As mentioned early, gold tips are used instead of large plane back contact. Using a 

tip placed outside the effective area of the cell, contacting PEDOT on glass (on the left of the cell, 

referring to Figure 4.3.19), tremendously limits the current of the cell because of huge series 
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resistance. Furthermore the use of gold tips on PEDOT, even if sometimes reported [119], is not 

optimized since gold work function is located 5.1 eV below the vacuum level while PEDOT 

HOMO at 5 eV, hence a lower work function metal (e.g. silver [120] or aluminum [121]) would be 

preferred. 

With all these considerations in mind, finally Figure 4.3.22A shows the I/V characteristic of 

PEDOT–ZnO junction on linear scale. Under illumination, a photovoltaic effect is observed (red 

line) but short circuit current and open circuit voltage values are predictably low (ISC = 194 nA, 

VOC = 0.4 V). Dark current of the cell is very low too (blue line) and is reported on logarithmic 

scale in Figure 4.3.23B (blue line). 
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Figure 4.3.21 I/V dark measurement to verify the ohmicity of gold tip moving contacts. 
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Figure 4.3.22 Dark I/V characteristic (blue) and I/V under illumination (red) of the hybrid PEDOT:PSS / 
ZnO NR junction. Plots are reported in (A) linear and (B) logarithmic scale, for sake of clarity.  
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A photovoltaic effect was roughly proved, this demonstrates that a hybrid heterojunction is formed 

between PEDOT and ZnO NR and, consequently, the spin coating is a simple but effective way to 

deposit PEDOT on ZnO NR. Unfortunately, at present, no complete solar cells devices were 

fabricated (ZnO NR – SuMBD organic melecule – PEDOT). Critical issues, that must be solved in 

order to obtain a working device, concern PEDOT adhesion on TiOPc–functionalized ZnO NR 

(poor PEDOT wettability of ZnO NR upon TiOPC functionalization), and deposition of metal 

contact on the PEDOT layer (short circuits have been reported). The research activity of our group 

in this field is relatively newborn since it started in 2010 and focused mainly in the 

characterization of starting material (both ZnO nanostructures and organics) so it has to be 

considered a work in progress activity. Future work will deal with device fabrication upon the 

resolution of the aforementioned problems.  

 

 

4.3.5 Final remarks 

A directional deposition of TiOPc on ZnO NR using SuMBD technique was demonstrated and a 

continuous thin absorbing layer (~ 10 nm) is selectively deposited on a side of ZnO NR. This 

paves the way to a future dual functionalization on a single NR in order to use two molecules and 

hence tailor the hybrid material response. For example, dual molecules can be used to extend the 

photoanode absorption range (photovoltaic) or to add selectivity (gas sensing). Unfortunately this 

scenario is not actual since the dual sensitization using TiOPc and TPP was not as successful as the 

one with TiOPc only. Large aggregates are present and TPP radiative recombination is observed 

through PL measurement whereas the luminescence of the mere TiOPc was quenched when 

deposited into ZnO NR. Anyway the ineffectiveness of dual sensitization was ascribed to 

imperfect TPP coverage, rather than to the dual deposition itself which is a promising frame for 

future applications.  

In any case, with or without dual functionalization, the TiOPc–ZnO hybrid nanostructure shows 

interesting properties and can be used as photoanode in hybrid excitonic solar cells [122] as well as 

in TiOPc–based gas sensors [45,123,124], and in quite uncommon applications, like liquid 

reprography [125]. Moreover, on the contrary of the single constituent materials, the ZnO–TiOPc 

hybrid structure have been scarcely investigated from both theoretic [126] and applicative point of 

view [122] allowing attractive research perspectives. Finally, although the directional deposition of 

porphyrin on ZnO NR is still an open issue and irregular organic aggregates are reported, such 

hybrid nanostructure can be readily studied for gas sensing [99] as well as singlet oxygen 

production i.e. environmental remediation (photo–degradation of polluting organic compound, 

water purification) and biomedical (PDT) applications [100–104].   
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5 Conclusions and future work 

 

 

Prediction is difficult, especially the future. 

Niels Bohr 

 

 

This Thesis has been devoted to the functionalization and characterization of ZnO nanostructures, 

tetrapods and nanorods in particular. The work took profit from the experience of the research 

group in the synthesis of different ZnO nanocrystals and their exploitation as gas sensors [1–3], but 

as of 2009 the functionalization was still unexplored.  

Three classes of materials have been chosen to tailor the properties of the ZnO nanostructures: 

cadmium sulphide as inorganic semiconductor, phthalocyanines and porphyrins as organic 

semiconductors and magnetite because of its magnetic properties. Although the aforementioned 

materials are very different, the functionalized nanostructures have been shown to possess 

interesting properties in common applicative fields, such as light absorption and conversion (e.g. 

photovoltaic, photocatalysis) and gas sensing. Herein conclusions and future perspectives are 

reported, according to the functionalizing material. 

 

5.1 Cadmium sulphide 

ZnO tetrapods functionalization has been performed through an optimized chemical bath 

deposition process [4] which allows an accurate control of the CdS morphology and thickness. 

Simply varying synthetic parameters (precursors concentrations and temperature) the CdS 

coverage has been tailored, ranging from small NP decorating ZnO TP (spot–like coverage), to a 

thin and uniform CdS layer (10 nm) surrounding the ZnO TP (core–shell). It is worth noting that 

such heterostructures have been synthesized without the need of any surfactant / ligands in order to 

provide a clean interface between CdS and ZnO and hence improve charge transfer across the 

heterojunction. The CdS functionalization allows to extend the ZnO TP light absorption into the 

visible range, and the formation of a type–II heterojunction promotes exciton dissociation at the 

interface and electron transfer from CdS to the ZnO conduction band. Thus the composite material 

can be employed as photoanode in photovoltaic devices or photo electro–chemical cells, as well as 

in photocatalytic systems. Our investigations show that the typical CdS luminescence is quenched 

in the coupled nanostructure and a superior photocatalytic activity is measured with respect to both 

CdS and ZnO. The type–II heterojunction reduces the electron–hole recombination inside the CdS 
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and extends hole lifetime, that explains a 15x enhancement in the CdS–ZnO photocatalytic activity 

with respect to mere CdS nanoparticles (ZnO activity is even lower).  

 

 

 

On the other hand, spot–decorated CdS–ZnO nanostructures have been tested in gas sensing 

applications. Interesting properties arise from the functionalization and an inversion of the chemo–

resistive response is observed. This peculiar feature is highly desired to overcome the typical lack 

of selectivity of MOX sensors, so that the proposed nanostructure can be used to distinguish 

selectively NO2 among different interfering gases. Finally, the large yield of ZnO TP (multi–gram 

scale), together with the possibility to tailor the CdS coverage (and hence material properties) in a 

single–step synthesis, paves the way to possible large–scale integration. 

 

 

 

Finally an example of CdS functionalization of ZnO NR has been reported. A modified SILAR 

technique was chosen to deposit a thin layer of CdS on ZnO NR. The CdS coverage is still not 

optimized since a core–shell structure has not been achieved yet. A spot–like deposition is 

observed indeed, but CdS dimensional control is satisfying anyway. Grains size is in the order of a 

few nanometers (< 10 nm), while aggregates don’t exceed 20 nm. Such small dimensions are 

required to assure an efficient exciton diffusion through CdS grains to ZnO NR. As future 

perspective, further studies will focus on the creation of a core–shell heterojunction. This geometry 

is highly desirable for future use in ETA solar cells since it maximizes the visible light collection 

and reduces the recombination probability between ZnO NR and the chosen hole transporting 
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material. In addition, core–shell nanostructure of CdS and ZnO have been recently investigated [5–

7] as active element for photo–induced water splitting: results are encouraging since an 

enhancement between 14 and 40 times in hydrogen evolution is observed, compared to the sole 

CdS and ZnO under the same simulated solar light irradiation [7]. 

 

 

5.2 Iron Oxides 

Small superparamagnetic magnetite nanoparticles, with mean dimensions up to 10 nm, have been 

synthesized in both aqueous solution (via hydrolisis of Fe(II) precursor and co–precipitation of 

Fe(II) and Fe(III) salts) and organic solvents (thermal decomposition via hot–injection and 

heating–up methods). All the prepared nanoparticles have good magnetic properties: i.e. 

superparamagnetic behavior with saturation magnetizations above 50 A m2 Kg–1. These 

nanoparticles have been used as building blocks for the functionalization of ZnO tetrapods: this 

results in the creation of a coupled material which still possess all ZnO own attractive features, e.g. 

surface reactivity, strong UV–emission, piezoelectricity etc., together with added magnetism. The 

magnetic response of the coupled compound is ferromagnetic but, considering the very small 

remanence (MR),  the Fe3O4–ZnO coupled nanostructures, dispersed in a liquid, don’t aggregate 

because of magnetic dipolar interactions. This paves the way for future use in photocatalytic 

systems, as well as biomedical applications. Herein the results, perspectives and the open issues 

are reported, according to the specific synthetic approach.  

 

Synthesis in aqueous solution 

Different capping agents (citric acid, PEG, PVP) were used in order to investigate the possible 

influence on the NP shape / dimensions and the affinity with ZnO tetrapods surface, i.e. to promote 

chemical–driven adhesion. Slightly lower nanoparticles’ mean dimensions (5.4 nm) were observed 

when citric acid is used (ionic surfactant), while 7.5 nm nanoparticles were synthesized using 

PEG–400 and PVP–10000 (steric surfactants). Despite of different mean dimensions, magnetic 

properties result comparable among all the prepared samples: saturation magnetization is in the 

range of 50 ÷ 60 A m2 Kg–1, i.e. about 30% lower than bulk magnetite (surfactant weight is not 

subtracted).  

Coupling the as–synthesized magnetite nanoparticles with ZnO tetrapods resulted in several 

drawbacks. First of all, an amorphous layer caused by the partial decomposition of the capping 

layer is observed on all samples: the higher the surfactant molecular weight is, the higher is the 

layer thickness. This feature implies major drawbacks: since almost the whole tetrapod surface is 

passivated by the amorphous, this prevents potential photocatalytic and gas sensing applications. 
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Secondly, the polar groups of the chosen surfactants didn’t seem to play a significant role in the 

adhesion of magnetite to the ZnO surface, in fact magnetite coverage looks comparable among all 

samples. Finally, aggregation takes place during the heat treatment and nanoparticles coalesce / 

sinterize as displayed by the increase of mean particles dimensions (up to 24 nm). This results in a 

ferromagnetic behavior at RT: the coercive field is very low but measurable (17 mT) and the ratio 

MR / MS is about 2%.  

 

Synthesis in organic solvents 

On the other hand, synthesis in organic solvents, using iron(III) acetylacetonate via hot–injection, 

and, heating–up method in particular, improved both the quality of the as–synthesized Fe3O4 

nanocrystals and the coupling with ZnO TP. The dimensional control is good, and best results have 

been reported using oleylamine as solvent, surfactant and (mild) reducing agent. Nanoparticles 

mean dimension resulted to be 9.4 ± 1 nm and a hint of 2D order is observed upon free solvent 

evaporation, because of VdW interaction between oleylamine hydrophobic tails.  

Coupling magnetite nanoparticles with ZnO tetrapods, results in a extrinsic magnetic nanostructure 

which shows a strong UV luminescence (just like ZnO TP) together with sigmoidal M(H) 

magnetization curve. This result is particularly attractive since the coupled nanostructure still holds 

ZnO own properties but can be driven, by the application of an external magnetic field, to a 

specific target. Moreover the large fraction of ZnO free surface allows further functionalizations 

(e.g. porphyrin, as described in the next section).  

Beside of the great potential, the coupled material can be further improved. As a matter of fact, 

nanoparticles aggregation is still present on ZnO surface, probably because VdW interaction 

between oleylamine molecules. A ferromagnetic – rather than superparamagnetic – behavior is 

observed albeit remanence is very small (MR < 0.5 A m2 Kg–1). The bottom line is that 

ferromagnetism does not prevent possible applications; on the contrary, coupled nanostructures 

turn out particular interesting in (photo)catalytic systems and nanomedicine (upon non–toxicity 

verification).  
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Future work includes the investigation of the extrinsic magnetic nanostructure in energy harvesting 

applications: it would be particularly interesting to put a strain on the Fe3O4–functionalized ZnO 

nanostructures – induced by the application of an external magnetic field (茎屎屎王) – and consequently 

measure a piezo–voltage. If 茎屎屎王岫捲┸ 建岻 varies in space, i.e. grad茎屎屎王 塙 ど, then Fe3O4 nanoparticles are 

subject to a magnetic force. Thus, the force exerted on magnetite nanoparticles, propagates to the 

attached ZnO nanostructure (e.g. ZnO TP, or vertically aligned ZnO nanorods, grown on AZO 

substrate [8]) that eventually bends. This causes an accumulation of opposite charges along the 

ZnO (001) direction and hence a piezo–voltage can be measured (e.g. between AZO and ZnO NR 

tip). Upon verification of the aforementioned working principle, possible future applications 

include magnetic sensors at the nanoscale, the harvesting of disperse magnetic flux (e.g. in electric 

motors) or novel filter–free photocatalytic systems, where the catalyst is collected by the 

application of an external magnetic field. 

 

5.3 Organics 

ZnO nanorods have been sensitized using a tailor–made SuMBD apparatus. Such technique allows 

a highly–directional deposition of (metallo–)organic molecules and a nanometric control of the 

growing layer on a variety of different substrates. The selective deposition of titanyl 

phthalocyanine (TiOPc) on a single side of ZnO nanorod has been demonstrated for the first time 

[9]. The hybrid compound, as well as the organic molecule, have been characterized by absorption 

spectroscopy and photoluminescence. According to the shape profile of the Q band absorption, 

features reminiscent of an amorphous phase, combined with a component of phase II, are 

observed. The presence of a crystalline phase is particular interesting since SuMBD deposition was 

carried out on substrates at room temperature. STEM, HREM and EDX analyses confirm the 

directional deposition and photoluminescence studies reveal a quench of the TiOPc emission in the 

TiOPc-sensitized nanorods. This suggests that the sensitization is effective: the exciton is separated 

at the interface and the electron is then injected into ZnO conduction band, before recombination 

takes place inside the organic layer (i.e. a type–II hybrid heterojunction). This is crucial for future 

photovoltaic applications of the organic–inorganic nanostructure as a hybrid photoanode.  
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Moreover the directional functionalization paves the way to dual–sensitized ZnO architectures: the 

deposition of two different organic molecules on a single nanorod further enhances the properties 

of the hybrid nanostructure. A study was carried out using a free–base porphyrin (TPP) as co–

absorber, together with TiOPc: unfortunately the porphyrin deposition was not successful and 

irregular aggregates (in excess of 100 nm) are found on ZnO nanorods surface. In this case, the 

exciton recombines before reaching the interface and the porphyrin stand–alone emission was 

observed in the hybrid–nanostructure. This feature has a negative impact on device performance, 

since it lowers the efficiency of a future solar cell, so that further studies are required in order to 

improve the TPP deposition and achieve a directional deposition, together with an accurate 

thickness control (as obtained for TiOPc). Finally, a preliminary study in the deposition of a hole 

transporting material (PEDOT) was performed and a photovoltaic effect was observed, for the 

nanorods–PEDOT hybrid junction.  

The fabrication of the complete solar cell (ZnO – SuMBD deposited organic molecule – PEDOT) 

has to be considered as a work in progress activity: further studies will be performed to optimize 

the technological procedures and obtain the device. Despite the fact that this part of the work has 

been developed in the frame of a project concerning the photovoltaic application, the hybrid 

nanostructures – both TiOPc and TPP on ZnO nanorods – are promising building blocks in other 

applicative fields too, ranging from gas sensing to environmental remediation and nanomedicine. 

In fact, both ZnO and porphyrins are known to be excellent materials for singlet oxygen 

production, thus they can be employed for example in photocatalytic systems as well as in 

photodynamic therapy applications.  

In the latter application, a very attractive composite material consists in the porphyrin–sensitization 

of Fe3O4–ZnO nanostructures (either in the form of tetrapods, as described in the previous chapter, 

or nanorods). Such functionalized material can be driven by an external magnetic field to the 

tumor site and locally activated by the use of a X–Rays source. The irradiation triggers the ZnO 

near band edge (UV) emission that is absorbed by the surrounding organic molecule (e.g. 

porphyrin) [10]. Consequently, excitons are created inside the organic layer and, upon interfacial 

dissociation, the electron–transfer promotes the formation of singlet oxygen species that, because 

of their high citotoxicity, destroy the (tumoral) cells. As recently reported in literature [11], 

preliminary in vitro studies suggest that the cytotoxic activity of ZnO–porphyrin conjugates 

dramatically exceeds that of porphyrin alone. These results indicate that the coupled nanostructure 

is a good candidate for photodynamic treatment of tumoral diseases located deep inside the human 

body, where the photosensitizer cannot be activated by UV–VIS–NIR radiations. 
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